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Abstract

Due to computing and communication facilities, formal procedures, often referred to as ‘al-

gorithms’, are now extensively used in public, economic and social areas. These procedures,

currently at the forefront of criticisms, share some features with mechanisms as defined by

economists, following Hurwicz. My aim is to investigate these relationships and to discuss the

risks due to the power of algorithms.

Keywords: mechanisms, algorithms, algorithmic pricing and trading, social choice rule, data, Ad-

mission post-bac.
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1 Introduction

Social institutions were the primary interests of Leonid Hurwicz. He developed a theory of how to

analyze institutions and economic systems in terms of their incentives and enforcement properties

in (1960) and (1973). In putting the emphasis on the crucial role of information for allocating

resources efficiently, he formalized ideas from Hayek and Mises on the market as an aggregator of

dispersed information. In doing so, as argued by Myerson (2009), he shed light on an old debate

about socialism and central planning. The tools he introduced, relying on an analytical modeling of

incentives, have a fundamental influence on current economics, both theoretical and applied. They

paved the way to mechanism design, which considers how a designer (planner, institution, firm) who

aims at achieving certain goals should choose the rules applied to individuals who play strategically.

Mechanism design plays a critical role in the development of new market allocation procedures. To
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name a few, the allocation of students to schools, kidney exchanges, auctions are all determined by

mechanisms. As such, Leonid Hurwicz can be considered as a precursor of the new area of market

design.

After pioneering the mathematic modeling of incentives and introducing mechanism design, Hur-

wicz became interested in the ‘human side’ of mechanisms. The article ‘But who will guard the

guardians?’ (2008) refers to at least two kinds of human aspects. The first one is alluded to in the

title of the article, which is a question raised by Juvenal. As described by Hurwicz

In posing the famous question, the Roman author, Juvenal, was suggesting that wives

cannot be trusted, and keeping them under guard is not a solution because the guards

cannot be trusted either.

In the mechanism context, Juvenal’s question could be rephrased as: Who are the guardians of the

institutions? Who watches whether the announced constitution, regulation, is correctly applied? In

other words, Hurwicz raises the incentives’ issue on the mechanism’s designer rather than on the

individuals on which the mechanism applies. Apart from the designer’s incentives, one may also add:

Who checks wether the mechanism is correctly computed? Who checks that errors in the mechanism

do not generate large risks? Such issues are especially important for the complex mechanisms that

are now computed through algorithms by computers.

The second human aspect raised by Hurwicz (2008) pertains to the individuals and their ’illegal’

strategies. This aspect is in line with his primary objective of studying the functioning of economic

systems, impossible to describe fully by an analytical approach. While the analytical apparatus of

mechanism design is suitable for the analysis of institutions that must be precisely defined, such as

electoral rules, it is too constrained to describe most institutions because of the many individuals’

possibilities of action (the illegal or secret strategies).1 Research has not much considered illegal

strategies, but rather developed in studying well-defined settings ranging from the implementation

literature to market design, in which case the issue of illegal strategies is not addressed or relevant.

There is a third non-human aspect in a mechanism, which is different from the ones referred to by

Hurwicz. A reluctance to mechanisms has been revealed now that they are implemented in the real

world at a large scale due to the use of computers and algorithms. Though, the reluctance is only

partly explained by the use of these computerized tools. The very genuine feature of a mechanism is

to be mechanical, and this feature per se might be perceived as non-human, whether the mechanism

is computed by hand or a computer.

Due to computing and communication facilities, the impact of Hurwicz’s work thus now extends

to an even broader area than expected. The formal procedures referred to as algorithms share

1 Such argument has the same flavor as the one saying that contracts are typically incomplete.
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common features with mechanisms as defined by economists. As they are extensively used in public,

economic and social areas, and currently at the forefront of criticisms, investigating the relationships

between algorithms and mechanisms may be fruitful.

The plan is as follows. Section 2 describes rules and mechanisms, introduces some basic insights

from the theoretical literature, and presents two examples of mechanisms run by a governmental

agency -spectrum auctions and assignments of students to universities in France. When the designer

is a governmental agency, there is a legitimate demand for explanation. I will argue that the approach

called ’axiomatization’ developed by social choice theory may help policymakers in providing such

an explanation. Section 3 discusses algorithms (in the broad meaning used currently) and their

links with rules and mechanisms. It presents mechanisms used by private firms and ends with the

economic risks due to their computing power.

2 Rules and mechanisms

I first consider rules before introducing mechanims. A typical rule is a voting procedure to elect a

president among several candidates. The rule assigns the winner to the votes. No specific assumption

is made on how voters vote. A mechanism instead -in the precise sense of the mechanism design

literature following Hurwicz- assumes that the votes are cast strategically and considers the rule

that results of these strategic votes. As the term mechanism is more broadly used in practice, I will

refer in some places to a mechanism even when no specific strategic assumption is being made.

2.1 Rules

The rules considered here aim at solving some social issues between a group of ’units’ such as

consumers, workers or citizens. Specifically, a rule solves the issue by choosing an outcome, such as

an allocation of resources, an assignment of tasks or a president. Crucially, the outcome is based on

a profile of data, which specifies data for each unit, representing for example the unit’s preferences,

skills, resources. In formal terms, a rule assigns an outcome to each set of data. The rule thus starts

with units’ data without making assumptions on how they have been gathered. There are many

rules in a variety of contexts, aiming at answering questions such as:

1. How to select a candidate? A voting procedure is a rule that assigns the selected candidate

(the outcome) to the expressed votes over the candidates (the data). Depending on the rule, a

vote can be a single name, a list of admissible candidates, or a full ranking of the candidates.

2. How to rank a set of alternatives? A rule here assigns a full ranking of the alternatives, as

considered by Arrow (1950):
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By a ”social welfare function” will be meant a process or rule which, for each set of

individual orderings R1, . . . , Rn, for alternative social states (one ordering for

each individual), states a corresponding social ordering of alternative social states,

R.

Of course, if a selection is needed, such a social welfare function may be used to select the

alternative at the top. As an illustration, Arrow considers a community that has to repeatedly

choose between three alternative modes of social action, e.g., disarmament, cold war, or hot

war. In that case a rule assigns a ranking of the alternatives as a function of individuals’

preferences at the time of the decision.

3. How to rank a set of Websites?2 Consider the search engine PageRank of Google, described to

’bring order on the Web’ by Page et al. (1999). PageRank rates the Websites corresponding

to a query: the units are the Websites and the outcome is their rating, which then determines

in which order Websites are displayed. As described in 1999, PageRank is a method for rating

Web pages objectively and mechanically, mainly based on the hyperlink structure: PageRank

is a rule that determines the rating of the Websites as a function of data, where the data for

each Website is composed of the list of Websites that point to it.

4. How to assign students to schools, to universities? An assignment procedure is a rule that

assigns the students to universities based on students’ preferences and universities’ priorities,

as discussed in the next section. Similar assignment problems arise in other contexts, such as

the allocation of social housing.

5. How to assign kidneys between receivers and donors? Here a rule defines an ordering and a

matching between receivers and donors based on observable individuals’ characteristics (com-

patibility, age, health status...) in the waiting list (Roth, Sönmez, Ünver 2004).

6. How to allocate a painting? Here a rule determines who receives the painting, the price paid

and the compensation to others (if any), as a function of the valuations of the potential buyers

(their data). An auction procedure is such a rule. It can be extended to multiple goods, as

described in more details in the next section.

The above questions can all be answered in a discretionary way. Instead, a rule is defined prior to

the knowledge of the current data, for all possible set of such data. For example a voting procedure

is written in a constitution, before knowing the stated preferences.

2This issue is very much related to the previous one, as noted e.g., by Dwork, Kumar, Naor, and Sivakumar (2001).
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The designer of a rule may be a state, a public agency or a firm. In the latter case, a firm

is not required to explain its rule, which might not be transparent. For example the procedure

used by Google to rank the Websites has evolved and made less transparent. Section 3 will discuss

mechanisms used by private firms. When the designer is a state or a public agency, as in the case of

our two next examples, there is a legitimate demand for explanation. As said in the introduction,

the axiomatization approach developed by social choice theory may help policymakers in providing

such an explanation (Section 2.3).

2.2 Two examples

I describe in more detail two examples, a successful and a failed one.

Allocating spectrum rights The sale of spectrum licenses over the US organized by the Federal

Communications Commission (FCC) illustrates a successful experience. The sale procedure dramat-

ically changed in 1993, as described in McMillan (1994). Prior to 1993, the sale of spectrum licenses

over the US was an administrative decision, based on hearings and lotteries. There were obvious

inefficiencies: some licenses were left unassigned and it happened that a winner of a license re-sold it

quickly at a much higher price than the acquisition one. After 1993, thousands of licenses were sold

through auctions. The FCC goals were multiple: to avoid monopoly, facilitate contiguous territories,

favor access to certain minorities, avoid collusion. The auctions were carefully designed with the help

of game theorists to satisfy these goals.3 They turned out to be a big success on various grounds.

They raised significantly higher revenues than previously and the absence of immediate resale or

bilateral exchanges witnessed the efficiency of the allocation. Such types of large scale multi-item

auctions are now conducted in many areas, like the millions of Internet ad-auctions. The interaction

between game theorists and policy-makers to set up new allocation procedures thus proves to be

fruitful.

Admission post-bac (APB) in France The high education system in France is mostly public. A

system, called APB, was put in place in 2009 to assign students to slots (a slot specifies the education

curriculum and the university) at their entrance to the University. The APB is based on the deferred-

acceptance algorithm introduced by Gale and Shapley (1962). Students state their preferences

over the slots, the universities theirs over the students, often called priorities, and the algorithm

computes an assignment, based on a virtual process of successive applications-rejections defined

3Options were also multiple, such as simultaneous versus sequential auctions, open or sealed bids, royalties or

reserve prices, as as described by McMillan (1994).
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by the preferences. The algorithm is the building block of many successful matching mechanisms

dealing with school choice or labor market clearing (for a presentation see Roth 2004).

A main property of the deferred-acceptance algorithm is that it produces a stable assignment.

This was the main purpose of Gale and Shapley (1962). They defined an assignment to be unstable

if there are two applicants α and β who are assigned to colleges A and B, respectively, although β

prefers A to B and A prefers β to α. As argued by Gale and Shapley, if this situation did occur,

applicant β could indicate to college A that he would like to transfer to it, and A could respond by

admitting β, letting α go to remain within its quota. The original assignment is therefore ’unstable’

in the sense that it can be upset by a college and applicant acting together in a manner which

benefits both.

A second property of the deferred-acceptance algorithm has been shown by Dubins and Freedman

(1981):

Suppose a student, called Machiavelli, lies, that is, does not apply to the universities in

the order of true preference. Can this help Machiavelli? The answer is no, not if the

others continue to tell the truth. Similarly for coalitions of student liars.

Such an algorithm where students have no incentives to lie is now called strategy-proofness. This

point is related to one of the main concerns of Hurwicz, as discussed in Section 2.4. People may

be doubtful about Dubins and Freedman’s claim, especially when the method is applied to a large

population, as in the APB mechanism, because there are many opportunities to lie. The argument

is indeed not trivial, although it does not rely on any knowledge in mathematics.4

Though, the APB revealed to be a fiasco in the last years, and has been replaced in 2018. The

APB modified the algorithm in an important way, to cope with the required ‘no selection’ principle,

according to which any student with the baccalaureat is entitled to a seat in any field. As a result,

no priority was set for the universities. The number of applicants to some slots largely exceeded the

number of seats. According to the no selection principle, students were allocated at random. The

result was that some students lacking the background for succeeding in a field and almost certain to

fail got a seat while some others, much better qualified, did not. The problem was exacerbated by

the huge increase in the number of applicants to Universities due to the 2000 baby-boom and the

voluntary policy to propose many variants of the diploma (baccalaureat) giving access to university.

But at the same time, neither the number of seats nor new formations appropriate to the background

of the new students’ population followed the trend. The absurdity of the system led to its rejection

in 2017 after many debates and careful examinations, which culminated in a meeting organized by

4The APB did not satisfy this property because it modified the algorithm so that universities’ choices depended

on the students rankings. Though, students’ misreporting their preferences does not seem to have been a big issue.
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the Field medal C. Villani for French policymakers and deputies.

The blame has been put on the ‘non-human’ aspect of the procedure, due to the fact that it was

implemented by an algorithm. As said previously, this non-human aspect is not the one referred

to by Hurwicz in 2008, but is related to the mechanical aspect of a mechanism/algorithm.5 The

new system that replaces APB starting 2018, instead is quite opaque with clear specification of the

universities’ objectives. Furthermore, the allocation process will entail a succession of applications

and rejections which is expected to last a very long time.

The result of the failure of APB is a visible defiance from the French population towards ’algo-

rithms’. In my view, the failure of APB is due to the absence of consistency and transparency in

the policy, not in the way it is computed. Taking the viewpoint of social choice theory described

in the next section would have been beneficial: explain the desirable properties the government

wants to achieve and make explicit the constraints. It would have made clear that the random draw

was resulting from the absence of selection and the space constraint. But this was not politically

admissible.

2.3 Justifying a rule: Axiomatization

The huge benefit of thinking of solving problems through rules is to specify the desirable properties

-called ’axioms’ following Arrow (1950)- one would like a rule to satisfy. Ideally, these properties can

be stated in words. This was basically the approach for designing the spectrum rights auction (along

incentives issues). The ’axiomatization’ approach compares the rules on the basis of the properties

they satisfy.

One may distinguish two types of properties: those bearing on the outcome specified by the rule

for a given data profile and those bearing on the behavior of the rule when data varies, i.e. how the

outcome varies with the data.

Here are a few representative examples of properties that bear on the outcome for a given data

profile: the outcome should be efficient, envy-free (in an allocation of tasks for example, a person

prefers his bundle of tasks and compensation to that of anyone else), anonymous (neutrality with

respect to labeling), stable in a suitable sense, as the assignments reached by the deferred-acceptance

algorithm.

Here are properties on the behavior of the rule when data varies. Some reflect a monotonicity

5 Another example of reluctance to automatic systems is Centrelink put in place in Australia to recover social

security overpayments. Though the system, dubbed ’Robodebt’ by users, had some flaws initially - people being unable

to complain or reach the service- the main objection relied on the automatic nature of the procedure. Information

can be found in https://www.humanservices.gov.au/organisations/about-us/publications-and-resources/government-

response-community-affairs-references-committee-report
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with respect to data. For example, in a representative election, a party who sees its number of

votes to increase at the expense of another party should obtain at least as many seats. In the

assignment problem, no student is worse off if more seats are available at universities. Some reflect a

consistency ‘principle’ (also called uniformity), which underlies studies in fair division, bankruptcy

problems (Young 1987), apportionment problems (Balinski and Demange 1989). In fair division for

example, the principle says that if an allocation among a group of individuals is fair, then it should

be perceived as fair when restricted to each subgroup of individuals (for a general presentation see

Thomson 1990).

To sum up, the axiomatization approach is as follows: define desirable properties on the rule

associated to the context under consideration and characterize the rules that satisfy them. Why is it

a relevant and delicate question? In most settings, no rule enjoys all properties that sound desirable,

as stated by the impossibility theorems, following Arrow (1950) and (1951). A rule has to make a

choice between properties.

2.4 Mechanism: Introducing incentives

A rule needs units’ data such as preferences, characteristics to compute its outcome. How to learn

them? When people provide their preferences, are they truthful? We saw that students have no

incentives to lie when the deferred-acceptance algorithm is used: it is strategy-proof. But many

rules are not. Consider for example plurality voting with more than 2 candidates: a voter might be

better off by not voting for her preferred candidate.

A major vision of Hurwicz has been to account systematically for the incentives of individuals

to provide their data, possibly strategically. Formally, this is studied through a game in which

individuals’ strategies are the (non-verifiable) announcement of their data. The outcome due to the

strategic players may result in a very different outcome than the one prescribed by the rule.

There are difficulties to address this issue if the rule is not strategy-proof: How do people behave?

What do they know about others’ behavior? Do they need to anticipate others’ behavior? I give

here a simple example that will be useful to illustrate the role of information in data collection.

Simple buyers-seller games Let us consider the exchange of a painting between a seller S and

two potential buyers B1, B2. Each attaches a value to the painting. Let S’s valuation be 70 (meaning

that S benefits from selling at a price larger than 70), B1’s be 100 and B2’s 80 (meaning that they

benefit from buying at a price respectively lower than 100 and 80).

Consider two rules, known as first price and second price auctions, assuming the above valuations

known. In each rule, B1 obtains the painting, but B1 pays the highest valuation, here 100, in the

8



first price auction and the second highest valuation, here 80, in the second price auction. These two

rules prescribe an efficient outcome since the painting is acquired by B1, the person whose valuation

is the highest, but they produce a different share of the surplus.

Let us now assume that the buyers’ valuations are unknown, so that the auctioneer asks the

buyers to announce them. The incentives dramatically differ in the two auction rules. In the second

price auction, B1 does not benefit from lying about her valuation because as long as she wins, she

will pay 80 (if B2 does not lie). B2 does not benefit from lying either because he can win the object

only by bidding more than 100 (if B1 does not lie), in which case the price becomes 100, higher

than 80, his valuation. This argument is very general: the second price auction is strategy-proof

for the buyers (Vickrey 1961). In the first price auction instead, B1 benefits from lying and bidding

above 80 (which is surely the maximum of B2’s bid). Though, this strategy assumes B1 to know

B2’s valuation. When this is not the case, finding which amount to bid starts to be quite complex.6

Let us now consider the seller. S also may have incentives to lie. In the second price auction

for example, S benefits in posting a reserve price larger than 80, so as to increase the price paid by

B1, at the risk of not selling the painting and missing a benefit opportunity if S does not perfectly

know B1’s valuation. Though, under perfect knowledge of the bidders’ valuations, the seller extracts

all the surplus whatever the auction.

Thus neither auction elicits all three players to reveal their valuations, and, furthermore, strategic

behavior may result in inefficiency when valuations are unknown due to foregone opportunities to

trade. This simple example shows that rules generate very different incentives. Moreover, players’

information is crucial in determining the outcome and a player may benefit from his knowledge of

others’ data. This type of analysis and results on auctions extends to situations with more buyers

and general valuations or to multiple sellers and buyers (Demange and Gale 2006). Currently,

auctions are being applied at a huge scale on the Web, say for selling the ads and their positions on

a Webpage (Varian 2007).

The inefficiency in auctions illustrated by the above example is a robust phenomena: Inefficiency

is unavoidable when valuations are unknown, as first shown by Myerson and Satterthwaite (1983)

in the case of one seller and one buyer: no exchange mechanism is efficient because strategic play

induces foregone opportunities of exchange. Though no one is efficient, some mechanisms are better

than others. Finding them is the main issue of mechanism design.

6Milgrom and Weber (1982) provides a first analysis of the bidders’ strategies in an equilibrium context.
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2.5 Developments

Due to the facilities offered by Internet and computers to run mechanisms, a tremendous amount

of developments is being conducted by researchers in computer sciences. Spiddit for example is a

not-for-profit Website that provides algorithms to compute the fair division of goods, credits, tasks

(see the description in Goldman and Procaccia 2015). A line of research, at the boundary of game

theory and computing science, is referred to as algorithmic mechanism design (Nisan and Ronen

2001). One of the objectives is to deal with complex settings and to adapt the classic analysis.

Strategy-proofness is weakened by introducing a cost for lying and accounting for its complexity,

dynamics is introduced. Complex ’combinatorial’ auctions are considered, in which buyers bid for

a combinations of items (or package), such as for the allocation of take-off and landing slots at

airports (see the book edited by Cramton, Shoham and Steinberg 2006). Allowing bidders to bid for

a package helps reaching efficiency when the goods in a package are ’complements’, meaning that

a buyer values two goods more than than the sum of each. Complementarities arise in the FCC

auction (section 2.2) when a mobile phone operator values licenses in two adjacent cities more than

the sum of the individual license values, due to roaming between the cities.

3 Algorithms

In its original scientific sense, an algorithm is a computational tool that solves a well-defined class of

problems, such as computing a solution to an optimization problem, or finding a stable assignment

as the deferred-acceptance algorithm does (section 2.2). It is composed of a list of instructions7

that can be applied to different data sets, for example different students’ preferences and univer-

sities’ priorities. In everyday life, the usage of the word ’algorithm’ has spread and refers to any

computerized tool that relies on data to provide an outcome in social life, such as an assignment,

recommendations to consumers or fiscal controls. In the settings involving choices and interactions

between users, an algorithm can often be viewed as a way to compute the outcome of a rule (in

the sense we have defined). As such, it is useful to distinguish the rule from the tool to compute

it. Abstracting from the computational aspect, some lessons can be drawn from the theoretical and

strategic analysis of rules roughly described in the previous section.

7This is not necessarily true now as algorithmic methods have exploded and include machine learning with evolving

data, neuronal networks and all the techniques referred to as ’artificial intelligence’.
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3.1 Algorithm as computing a rule

Considering the rule computed by an algorithm, I retain three main lessons from the previous

analysis.

Firstly, in most contexts, an algorithm has to operate a selection between a set of fundamental

desirable properties, all of which cannot be satisfied simultaneously. Speaking in terms of a rule

-prior to the algorithm used to compute it- makes this selection explicit and helps us to think in

terms of the priority goals we want to achieve.

Secondly, exhibiting the properties satisfied (or not) by the rule underlying an algorithm helps

explaining its rationale.

These two points, related to transparency, are especially relevant when the algorithm is designed

by a public agency, but less so when the designer is a private firm. To illustrate, consider PageRank,

the search engine of Google (section 2.1). The engine’s computation of the ranking is no longer

following the general principles described in Page et al. (1999) and is largely unknown. According

to the European Commission, Google has abused its market dominance as a search engine by giving

an illegal advantage to another Google product, its comparison shopping service. As a result, the

European Commission has fined Google 2.42 billion of euros for breaching EU antitrust rules. The

judgement is based on statistics showing the bias in favor of its product, not on the fact that the

firm does not explain how its ranking is computed.8 In other words, a firm using an algorithm is

not required to provide detailed information. When the environment is complex, the rule that is

computed by the algorithm might be difficult to decipher.

Thirdly, information is crucial. When individuals provide their data voluntarily, the design of

an algorithm should account for their incentives to distort them. When the designer’s algorithm

extracts data, possibly without the individuals’ consent, new issues arise, related to privacy concerns.

Both public and private designers can use sophisticated techniques to extract data but they use it

for different purpose. I examine in the next section the case of private firms.

3.2 The power of algorithms

This section discusses various economic aspects that pertain to the power of algorithms/mechanisms

used by firms.

Collecting personal data: Extracting the new oil? As we have seen on the simple example

between a seller and buyers (Section 2.4), the exchanges are dramatically affected by the informa-

tion the participants have on each others’ valuations. In particular, a seller informed on the buyers’

8More information can be found at http://europa.eu/rapid/press-release IP-17-1784 en.htm.
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valuations may extract the surplus of the exchanges, provided there is no competing seller. When

Internet users search or visit Websites, they provide accurate information to search engines or com-

panies on their intent to purchase, thereby allowing for discriminate pricing and surplus extraction.

This is part of the extraction of the new oil.9

This point resonates with the current concern about ’privacy’ concerns. The EU General Data

Protection Regulation (GDPR), to be enforced in May 2018, regulates the use of data.10 Though,

the primary goal seems more to tackle privacy concerns and users’ knowledge about how their

data are processed rather than the economic implication of data collection. Article 12, which deals

with ’Transparent information, communication and modalities for the exercise of the rights of the

data subject’ mainly specifies what the collecting entity should reveal to the subject whose data

is collected. Though useful in some contexts, this information comes too late in others. Once an

Internet user’s intent to buy a product is known, a firm can charge him a higher price in a world

where prices can be changed very quickly and be personalized. This is a major economic problem,

complex to solve. So far, one could argue that firms and users are engaged in a kind of tacit barter

agreement where firms deliver a valuable service (search engine, targeted proposals for products,

targeted ads, access to friends, maps) in exchange for the uploading of users’ data.

Organizing market exchanges and algorithmic pricing Internet platforms use computerized

tools to organize exchanges (AirBnb, Uber, Amazon ...). To illustrate, consider Marketplace, the

Amazon platform, which allows sellers (including Amazon) to display and sell their products (see

Chen, Mislove, Wilson 2016 for an analysis and references). A main tool of Marketplace is the ’Buy

Box’, which displays the price and the name of a particular seller corresponding to a search, as shown

in Figure 1. Being the Buy Box winner yields a big advantage since 82 % of the sales go through

the BuyBox. The Buy-box winner is not necessarily the seller with the cheapest product, but is

chosen by a mechanism/algorithm designed by Amazon with unknown features. This results in an

informational gap between the sellers and Amazon. As a private firm, Amazon cannot be enforced

to reveal the used mechanism and other sellers have two options: decipher Amazon’s strategy or

leave Marketplace.

A different gap exists between the sellers who set their prices using computer algorithms, known

as algorithmic pricing, and those who do not. All the prices posted on Marketplace are visible by

anyone and can be changed at any time. Algorithmic pricing allow sellers to react very quickly to

changes in the prices of other sellers. For example, they can ’track’ others’ prices, as illustrated in

9Clive Humby, a data scientist, claimed in 2006 the now popular maxim ”Data is the new oil.” Of course, data

collection and processing bring social benefits in many areas.
10https://www.eugdpr.org/
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Figure 1: An example of the Buy Box on Amazon Marketplace

from Chen, Mislove, Wilson (2016)

Figure 2: Pricing strategies of Amazon and 3 sellers

from Chen, Mislove, Wilson (2016)

Figure 2 between Amazon and seller 3 (resp. the red and green lines). There are periods of sharp

decrease in the posted prices -each seller trying to be the cheapest but at the minimum rebate- and,

as soon as the competitor raises its price, the other follows the increase. This can explain that there

is no evidence that algorithmic pricing pushes prices down, on average. Dynamic pricing may be

used as a collusion device, facilitated by price observation (Stigler 1964). Finally, since sellers not

using automatic adjustment are unable to exploit all the available information, one may suspect

that they will tend to be eliminated.

Algorithmic trading Algorithmic trading techniques, among which is high-frequency trading,

are becoming prevalent on financial markets. In 2016, high-frequency trading is estimated roughly

13



at 55 % of the volume in the US equity markets and 80% of the volume in the foreign exchange

futures (Miller and Shorter 2016).

Each algorithmic trading here is a mechanism, which takes at each instant of time the observable

market data, in particular the participants’ orders, to generate orders, post prices and execute

trades. These automatic mechanisms interact between themselves and may result in snowball effects

difficult to control, thereby calling for regulation. Pointing to the potential large and negative

externalities generated by algorithmic trading, the EU Markets in Financial Instruments Directive

(MiFID) prescribes:

An investment firm that engages in algorithmic trading shall have the effective systems

and risk controls suitable to the business it operates to ensure that its trading systems

are resilient [. . . ] and prevent the sending of erroneous orders [. . . ] that may contribute

to a disorderly market (Article 17(1) MiFID II).

The main rationale for the regulation here is to avoid a systemic event due to the failure of one

algorithm. Such event occurred in the ’Flash Crash’ of May 6 2010 due to an erroneous order.

The possible drawback of automatization first appeared in the stock market crash of October 19

1987, with the S&P 500 stock market index falling about 20 percent. Some argued that automatic

techniques, called at that time program trading, had a large role in the amplitude of the fall. The

technique was new and generated automatic sales when the market was falling (portfolio insurance

technique). The designers of the programs argued that the market participants misunderstood the

initial automatic selling orders and, interpreting them as bad news, started also to sell, triggering

further automatic sales and creating a downward spiral (see Carlson 2007). But automatic trading

has developed at a much larger scale. There is a debate about the benefits (increased liquidity) and

the costs of high frequency trading. The costs involve not only short-term price disruptions but

also unfair competition because techniques such as (extremely fast) order cancellation allow high

frequency traders to get advanced information on other traders’ intentions. This led some to call for

regulating the markets by changing the market mechanism.11

4 Conclusion

The approach pioneered by Hurwicz and few other researchers in economics and game theory has a

profound and growing impact in a variety of economic and social decisions. Such impact has been

multiplied by the huge development in communications and computing facilities. Though, the use of

11See e.g. Chapters 4 and 10 of Easley, Prado and O’Hara (2014). I am grateful to Carmine Ventre for calling my

attention on this point.
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heavily technical tools and the scale at which they are applied raise new challenging issues. Keeping

Hurwicz’s viewpoint, a new issue is now ’But who will guard the algorithms’?
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