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Short Titlee RANS and LES of Ribbed Channels with Heat Transfer

ABSTRACT

Rough surfaces are widely used to enhance coneehtat transfer by the promotion of higher
turbulence levels. The present paper reports stroaka of the flow and heat transfer in a 2D rib-
roughened passage using a number of advanced Risydeéraged Navier-Stokes (RANS) turbulence
models including Eddy-Viscosity Models (EVM) andraynolds Stress Model (RSM). Large Eddy
Simulation (LES) is also conducted and resultscarmapared against experimental measurements. In
addition, the effects of rib thermal boundary ceindi on heat transfer are also investigated. In the
present work, the blockage ratio of the transvgrs@unted rectangular ribs is 10% and the rib pitch
to-height ratio of 9 is selected. The Reynolds neimbased on the channel bulk velocity and hydrauli
diameter, is 30,000. The RANS-based turbulence teadeestigated here are tHed-SST, the V-f',
the ‘o-f' and the ‘Elliptic Blending RSM’. All computationare undertaken using the commercial and
industrial CFD codes, ‘STAR-CD’ andCbde_Saturne respectively. Of all the models, the LES
predictions were found to be in the best agreemithtthe experimental data, while then-SSTand

EB-RSM returned the least accurate results.



Keywords: Eddy-Viscosity Models, Heat Transfer, Large Eddyn@iation, RANS, Nuclear Reactor
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NOMENCLATURE

A Cross-sectional area of the channel
b Rib width

Cr Local friction coefficient

Co Pressure coefficientp  per)/(0.5Up?)

C. Coefficient in the turbulent viscosity &fe turbulence models
De Hydraulic diameter, 4/P

H Channel height

k Height of the rib or turbulent kinetic energy

L Length scale or computational domain length

Nu  Nusselt numbergD, /(A(T,, - Ty))

p Pressure
P Pitch or wetted perimeter

o} Wall heat flux
Re Reynolds numbet), De/v

T Mean temperature
Ts Turbulent timescale
U,u  Mean and fluctuating velocity components in Caategsoordinates

U, Friction velocity, @#|/p)*?

X Streamwise coordinate

y coordinate or distance to the wall

y* Dimensionless distance from the wall./v
Greek Symbols

& Dissipation rate of the turbulent kinetic energy
A Thermal conductivity

U Dynamic viscosity

Lt Turbulent viscosity

v Kinematic viscosity/p

0 Fluctuating temperature

p Density

Okt Coefficient in the SST model

G Turbulent Prandtl number

Tw Wall shear stress

® Dissipation rate per unit of kinetic energy(C, k)
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Subscripts

b Bulk

ref Reference
t Turbulent
w Wall

Additional symbols are defined in the text.

1. INTRODUCTION

For many years, rough surfaces have been one aghtise common methods for convective heat
transfer augmentation through increasing turbuleteels. The penalty associated with such
roughening is an increase in pressure loss. Despiteerous studies on heat transfer, turbulence and
turbulent boundary layer in rough surface problaims detailed physics of these flow problems dlle st

a topic of research.

In the past few decades there have been severatimegntal studies of the rib-roughened surfaces
including those of Webb et al. [1], Han et al. [R&rk et al. [3], Liou et al. [4], Okamoto et d&],[Rau
et al. [6], lacovides et al. [7, 8], Krogstad et [8] and Coletti et al. [10], amongst others. hese
experiments, the effects of various factors inclgdib pitch-to-height ratioR/K), rib-to-channel height

ratio (k/H), rib shape and Reynolds number were tested.

Detailed flow and heat transfer measurements weaderby Rau et al. [6] in a square channel with
ribs presenting a blockage ratio of 10% (Figurél'hk results of the local measurements were disduss
for three differenP/kratios (6, 9 and 12) in a one-side-ribbed chafitel). Measurements for a two-
side-ribbed (‘2s’) channel were reporteddk = 9. Air was the working fluid, and the Reynoldsnber
based on the bulk velocity and the hydraulic diameftas fixed aRe= 30,000. The data of Rau et al.

[6] will be used in the present work to validate titumerical simulations.

There have also been numerous attempts to nuntgsaaulate rib-roughened channels. A number
of those works used the Large Eddy Simulation (LE®)roach including Ciafalo and Collins [11],
Sewall et al. [12] and Ahn et al. [13], among othétowever, the most widespread techniques adopted
were based on solution of the Reynolds-Averagedd¥&tokes (RANS) equations, where the choice
of turbulence model plays a critical role in detenimy the accuracy of the simulations. Some of the
numerical investigations of rib-roughened surfacgiag RANS were carried out by Baughn and Yan
[14], Baughn and Roby [15], lacovides and Raisée1¥], Manceau et al. [18], Ooi et al. [19], Bredip
et al. [20], Raisee et al. [21], Ryu et al. [22gdmiri and Gotts [23] and Keshmiri [24], amongsieos.

lacovides and Raisee [16, 17] examined the capabibf the low-Reynolds-number Launder and
Sharma [25] model (LS) and second moment closurg@seadicting convective heat transfer in ribbed

annular channels, pipes and plane channels. Trmyeshthat the most reliable results were obtained



using the low-Reynolds-number second moment clgsuree authors also obtained a more realistic
variation of heat transfer levels in the separatégion and by employing a differential form of tfiap

length-scale correction term, originally introdudsdYap [26], ine-equation.

Manceau et al. [18] applied t&f model to a number of test cases including a 2ibgierribbed-
channel. They concluded that tfef model is a good compromise between simplicity acalracy for
simulating separated flows. They also showed thatf model is an accurate turbulence model
especially in estimating the near-wall turbulencgsatropy which is essential for reproducing the

correct levels of heat transfer.

Ooi et al. [19] carried out simulations of the fland heat transfer in 3-dimensional rib-roughened
ducts using the?-f and Spalart-Allmaras (S-A) turbulence models; tbeypared their results with the
experimental data of Rau et al. [6] and khkesimulations of Chen and Patel [27]. Configuratiaviih
various geometrical parameters including pitch,héight, and cavity depth were considered. It was
shown that, while thk-¢ model severely underestimates heat transfer le$$-A model gave results
that were closer to the experimental data, but thahess the computed valued\af were still far from
the measured values. The authors reported thatita@sfer results generated by i model were
closest to the experimental values of Rau et §lH6wever, none of the above models could capture
the secondary flow structure which consequentiytéehcorrect predictions dflu on the heated side

wall.

Bredberg et al. [20] modified thiew formulation in an attempt to improve its performaria
recirculating flows. Comparison was made agairsettperimental data of Rau et al. [6] and threeroth
EVMs including thek-¢ model of Abe, Kondoh and Nagano [28], #3®@ model of Wilcox [29], and
thev?-f model of Lien and Kalitzin [30]. For the Nusselimber distribution, it was found that both their
proposed model and thé-f model gave reasonable predictions, while the Wik@ model under-
predicted the Nusselt number. Once again, theyirooed that a close connection exists between heat

transfer and the predicted turbulence levels.

Recently, Ryu et al. [22] carried out a seriesiofugations using th&-o model of Wilcox [31] to
obtain the resistance coefficient and the veloggityfile for a turbulent flow in channels with 2Cbsi
and 3D blocks. Various rib configurations were édsincluding ribs with square, triangular, semi-
circular, and wavy cross-sections over a rangégfitch and Reynolds numbers. It was found that th

k- model can successfully capture essential featdriée dlow.

More Recently, Keshmiri and Gotts [23] tested tffeats of various geometrical factors on heat
transfer and friction coefficient using two low-Rejds number turbulence models including kihe-
SST[32] and a variant of Durbin'g-f formulations [33]. They concluded that Wfef model generally

returns more accurate results thankifae SSTiurbulence closure. Moreover, Keshmiri [24] usesMh



f andk-£ models to carry out various numerical sensitighalyses including the accuracy of a 2D

channel approximation of a 3D configuration.

Large Eddy Simulation technique, although more agpe, particularly at high hydraulic Reynolds
numbers, seems to globally give very satisfactesyits in the literature. One of the pioneeringksor
in the present configuration to the author’'s knagke is by Ciafalo and Collins [11]. They carried ou
LES based on the Smagorinsky model which showednttrease of heat transfer upstream the rib.
Sewall et al. [12] and Ahn et al. [13] studied afiguration close to the present one but with obs
lower and upper walls of the channel. They condutthat LES is an appropriate tool for the present

configuration.

In the present study, the performance of four adedfiRANS models and a Large Eddy Simulation
are evaluated for a rib-roughened channel flow gigincommercial and an industrial CFD codes,
‘STAR-CD’ and ‘Code_Saturnerespectively. Details of the configuration usedhis work are given

in Section 4.
2. COMPUTATIONAL CODES

2.1. Code_Saturne

Code_Saturng34] is the Electricité de France (EDF) in-houdeDCtool for incompressible flows.
It is based on an unstructured collocated finitew® approach for cells of any shape with Rhie and
Chow interpolation and a SIMPLEC algorithm for me® correction. While using LES, a fully centred
scheme is applied for the velocity components &ediémperature. For this latter, a slope test which
switches to a Slorder upwind scheme is utilized to limit the oversts. The time scheme is second
order based on Crank-Nicolson/Adams Bashforth seh@ghe diffusion is totally implicit whereas the
convection is semi-implicit). While using RANS oRANS, a centred scheme with a slope test is used
for the velocity components and the temperature affidst-order upwind scheme for the turbulent

guantities. The time scheme is first order Eulehia case.

2.2. STAR-CD

The second code to be used here is ‘'STAR-CD’ [8%Jpmmercial unstructured CFD package. In
common withCode_Saturnethe program solves the governing equations uairmgllocated finite
volume approach. Similar t6ode_SaturneSTAR-CD is a co-localized cell centred incompiteles
Navier-Stokes solver. In the present STAR-CD comorns, the momentum and turbulence transport
equations are discretized using second-order datiffarencing and first-order upwind differencing
schemes, respectively. The energy equation is alized using the ‘Monotone Advection and
Reconstruction Scheme’ (MARS) [35, 36]. The SIMPalgorithm is adopted for pressure-velocity

correction. The simulations are run at steady-statglitions.



It is worth noting that STAR-CD ardode_Saturnbave recently been tested by Keshmiri et al. [37]
in a benchmarking exercise to assess their perfarena simulating two distinct heat transfer protse
both of which had direct relevance to nuclear @aftdws. Despite some differences in the numerical
procedures used by each code, in all cross-codg@amson tests, good agreement was obtained for

velocity and temperature profiles between both sode

3. TURBULENCE MODELS
In this section, brief descriptions of the turbw@emodels used here are given. Interested reagkers a
referred to Keshmiri et al. [38] for more detaiiaformation on the turbulence models and the codes

used in the present paper.

3.1. k-w-SST Model (STAR-CD)

Advantages of both thee andk-w models are combined in the Shear Stress Tran&p®8it) model
of Menter [32]. Through a blending function, thiodel effectively uses the Low Reynolds Number
(LRN) formulation of thek-w model in the boundary layer and a version ofitaanodel (usually the
‘standardk-e model’) in the free shear layer. This is basetherobservations that the: model is much
less sensitive to the free-stream value tian thek-o model is tow. Apart from this unique feature,

the main differences between the standa#dmodel and the SST one are the following:

e The SST model includes a damped cross-diffusioivatére term, as well as a blending function,
in thew-transport equation.

» The definition of the turbulent viscosity in the S®as modified to improve the prediction of the
turbulent shear stress.

« The coefficients were modified to improve the ollggarformance of the model.

Note that the functions and coefficients of khke-SSTmodel may be found in several textbooks and
are not included here for the sake of brevity. Haveit is worth noting that thk-w-SSTmodels
implemented in STAR-CD uses the original versiok-e-SSTmodel proposed by Menter [32] (except
the value ofoi in STAR-CD which is set to 0.85 instead of 0.5).

3.2. v2-f Model (STAR-CD)

Another model to be considered here is the f model (or simply ¥>-f) which was originally

proposed by Durbin [39] and was designed to handlr-wall and non-local effects in turbulent

boundary layers. In this model, the conventionahad damping functions are replaced with a third
transport equation foi? , wherev is the wall-normal component of the fluctuatindpeity. The revised

turbulent viscosity equation then becomes:
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V, = CyV? KT, (1)

whereTs is the integral time scale and is defined as

T,= ma{f , cﬂ({]%] @

where Cyr is a constant. In addition, an elliptic equatiam . (the redistribution term in the?

equation) is included to account for near-wall and-local effects.

Note that, the original version being unstable beeaf the boundary conditions, there are currently
several’f formulations in the literature, however, the vensimplemented in STAR-CD is that given
by laccarino [33]. Therefore, the interested reddeteferred to laccarino [33] and STAR-CD user

manual [35] for further details on the present folation.

3.3. ¢ — f Model (Code_Saturne)

Laurence et al. [40] developed a robust formulatibtinev’-f model which was based on the original
v*-f model proposed by Durbin [39]. This formulatiorstie@en shown to be more stable than the original
one and has been implemente@ode_Saturnen order to be used in industrial studies. Theidehind
this model is to solve an equation for the ratig’atndk (namedy) which modifies the wall asymptotic
behaviour and thus increases the stability of §ystesn. For the temperature equation, the Simple
Gradient Diffusion Hypothesis (SGDH) is used wittuebulent Prandtl number setdp= 1 (note that
in all the present STAR-CD computations, the tuebhtiPrandtl number is set to a constant vatue,
0.9).

3.4. Elliptic Blending - Reynolds Stress Model (Cod e_Saturne)

As noted earlier by lacovides and Raisee [16, thd,use of a low Reynolds second order closure
performed quite well on the present test case. Eamnand Hanjali[41] developed a new version of
the second moment closure turbulence model of Duf2]. They noticed that the six relaxation
variables of Durbin’s original model essentiallycaants for geometrical effect to modify the pressur
strain process as the wall is approached. Hencecdéan and Hanjdliproposed to define this transition
by a single non-dimensional variable, solutionro&Hiptic equation (so called ‘Elliptic BlendingThe
blending factor is used to switch between high Rédsmand near-wall models for the scrambling term
and the dissipation rate. The high Reynolds maibbsed on the SSG model [43]. The turbulent heat
fluxes are solved using a transport equation whlsh uses the concept of elliptic blending (EB-DFM
for Elliptic Bending — Differential Flux Model, sd@ehoux [44]).



3.5. Large Eddy Simulation (Code_Saturne)

The sub-grid scale tensisrmodelled using the dynamic Smagorinsky modeéthas Germano et

al. [45] identity and Lilly [46] minimization.

For the present LES procedure, an implicit (griid@ifis assumed, whereas an explicit filter islagup
only to compute the dynamic constant. The widtlthef explicit filter is based only on the immediate
neighbours of every cell (cells sharing a commare¥aThe widely used approach of averaging the
constant in the homogeneous (span-wise) directioorder to smooth it and to add stability is not
utilized in the present work. The constant is cappetween values of 0 and its value for the channel
flow simulations. The code has been validated eersd academic (decaying isotropic turbulence and
channel flow) and industrial (T-junctions, tube Hlgs, etc.) test cases — see Benhamadouche [4¥]. Th

temperature equation uses a turbulent Prandtl nusgli¢oc: = 0.5.
4. GEOMETRY AND GRID

4.1. Geometry

Based on the experimental data of Rau et al. ji@]rib height to channel hydraulic diameter ratio i
the present simulations k#D.= 0.05, and the blockage ratidlff) is 10%. The rib pitch-to-height ratio
of P/k= 9 is selected for the present analysis. Ribsas@assumed to have square cross-sections (i.e.,
k = b). The Reynolds number based on the bulk veloaity the hydraulic diameter is fixed Be =
30,000 and the Prandtl number is setto 0.71.

The geometry considered here consists of a 2-dilmesischannel, the lower wall of which is
roughened by square ribs of heightn STAR-CD simulations, the computational domigiof length
2P, i.e., it includes 2 ribs, whil€ode_Saturneauses a configuration with only 1 rib. Streamwise
periodicity is assumed for all the computationse Homain is of heightl and the thermal boundary
condition at both the lower and upper walls isasetiniform wall heat flux for STAR-CD computations
and with an insulated rib fo€ode_Saturnecomputations. The effects of these thermal boyndar

conditions on the heat transfer results are ingattd in Section 5.

It is worth noting that using a 2D configurationtie present work is justified based on the finding
of Keshmiri [24] who showed that the flow over ttentre-line of a 3D rib-roughened channel (such as
the one used in Rau et al., 1998) can be reprabdiytea 2D configuration with a relatively good

accuracy.

4.2. STAR-CD Computations

The mesh used for STAR-CD computations is a stradtwCartesian grid with approximately
160,000 computational cells. Since low-Reynolds-benturbulence models are employed, the grids
were generated so as to be very fine near the(thallwall-adjacent cell typically extends onlyyto<
0.5).



4.3. Code_Saturne Computations

RANS: The mesh used fa€ode_Saturn&RANS computations is a structured Cartesian grith wi
approximately 54,000 computational cells. Seversiisthave been performed to ensure that the solutio

is mesh-independent. Tédistribution is below 1 everywhere along the boupda

LES: The present LES is well-resolved and uses a madaining 33 Million cells (160 cells in the
span-wise direction). The maximum Courant numbesdwt exceed 1 and the averaging is performed

in time and space (30 flow passes based on thevieldkity are used for time averaging).

5. RESULTS AND DISCUSSION
Figure 2 compares heat transfer results oktheSST V> , o-f and EB-RSM against the LES and

the experimental data of Rau et al. [6]. FollowRagu et al., all Nusselt number distributions fa th
ribbed duct calculations are normalized by the eassociated with a smooth channel (the Dittus-

Boelter equation):
Nu, = 0023R%8 pr 24 (3)

In Figure 2, it can be seen that the results ofHfenodel and LES are closest to the experimental
data, while thek-w-SSTand EB-RSM under-predict the rate of heat transfgpecially in the
recirculation area and therefore return the poqguesdictions i.e., under-predict the magnitudeheaf t
wall heat flux. In the figure, it is also evidehat different models predict different shapes far heat
transfer distribution; while the-f andv>f formulations tend to predict a uniform profilesgtLES
predicts a rather skewed distribution towards trst fib. Thek-w-SSTand EB-RSM, however, both

predict a distribution which is rather skewed tosgthe second rib.

Note that despite their contradicting predictioosthe overall shape, LES and EB-RSM predict a
sudden rise in heat transfer rate near the sedbnehich is consistent with the observations ofiear
LES results reported in Ciafalo and Collins [118w&ll et al. [12] and Ahn et al. [13]. This abruise
in heat transfer corresponds to the secondaryx@réeirculating bubble) formed in the vicinity thfe

downstream rib (this point is discussed furtheoteih connection with Figure 5).

In addition to the above turbulence models, thelm@ar EVM of Suga [48] was also tested for the
present geometry (not included in the results), revls®vere numerical instability were encountered.

Similar numerical instabilities have also been regubby [49] for mixed convection flows.

It is also worth mentioning that due to measurertiemtations, the experimental data of Rau et al.
[6] do not extend all the way to the faces of tifss and therefore the accuracy of the simulations i
these regions cannot be assessed by direct compakiswever, in the experiment data of Cho et al.
[50] and Liou and Hwang [51] one can find such veha with a peak of the Nusselt number occurring

just upstream the ribs.



Streamlines obtained by all four RANS turbulencelais as well as LES are shown in Figure 3. In
this figure the main flow features are clearly bigj at the face of the first rib, a curved freeahlayer
is formed which reattaches within the inter-rib ibavThis is followed by the development of a new
boundary layer which is accelerated by shear faaicesseparates once more before reaching the second
rib. In the current configuration, the inter-ribvdst is mainly dominated by a large recirculaticnbble

which contains reversed flow in the near-wall regilne to an adverse pressure gradient. [10]

In Figure 3 it can be seen that tke-SSTmodel and the LE$H models return the largest and
smallest separation bubbles, respectively. Thedoraprobably due to a turbulent viscosity limifieat
exists in th&k-o-SSTmodel which limits the shear stress when the prooin ofk exceeds its dissipation
rate (by about an order of magnitude, for examglkis limiter tends to eliminate the unrealistidltéu

up of eddy viscosity in the stagnation regions 2,

Another interesting observation from Figure 3 iattthe models with the poorest heat transfer
predictions shown in Figure 2 (i.&--SSTand EB-RSM) return the longest recirculation bebbhis
over-prediction of the reattachment length resulign under-estimation of flow renewal in the cavit
which could explain the poor predictions of the-SSTand EB-RSM in Figure 2. Furthermore, in
Figure 3, it is seen that thef andv>f formulations return the smallest counter-rotatseparation
bubble near the second rib compared to the othdelmoConsequently, both models fail to capture the

sudden increase of heat transfer which occurs @& &td EB-RSM within & x/k< 8.5 — see Figure 2.

Figure 4 shows the normalized streamwise velodgtridutions at one-tenth of the rib height. The
profile predicted by the LES is the closest to #xperimental data, while-w-SSThas the worst
prediction. In addition, all RANS and LES modelsdathe experimental data clearly show a
reattachment point/U, = 0), except for thé&-w-SSTmodel which indicates that the flow remains
reversed at this elevation. Theo-SSTmodel therefore fails to predict flow renewal fretinter-rib
cavity which is partly responsible for the undeegiction of heat transfer rate seen in Figure 2 Th

reattachment lengths predicted by the LES an@thmodel are the closest to that found by Rau et al.
[6].

Results for the wall-normal velocity at rib heigite presented in Figure 5. It can be seen that the
results of the LESy*f ande-f models are in reasonably good agreement with tperanental data,
with the LES being the closest. However, the EB-RS8M thek-w-SSTmodel generally under-predict
the magnitude of the wall-directed velocity. Theopperformance of the EB-RSM and tke)-SST
model in Figure 5 could also be anticipated fromgtreamlines shown in Figure 3, where these models

returned the largest separation bubbles.

Normalized streamwise velocity profiles at two wadirmal planes, hamely over the rib-togk(=
0) and in the separation regiotl{(= 4) are shown in Figure 6 and Figure 7, respeltiun Figure 6, it

can be seen that all the models are in reasongldement with the measurements. kKhe-SSTand
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v>-f models generally over-predict the magnitude ofvecity, while the LESy-f and EB-RSM tend

to predict smaller velocity magnitude.

At x/k = 4, Figure 7 shows that all the models generailyer-predict the magnitude of the velocity.
However, further away from the wall/H > 0.2), the predictions of thew-SSTandv’-f models are in

better agreement with the data.

The size of the separation bubble predicted by eamttel is illustrated more clearly in the inset of
Figure 7. It is shown that all the models yielddenseparation bubble compared to the data. Th#ses
shown in the inset of Figure 7 are also consistéihtthe magnitude of the streamwise velocity igufe
4 atx/k = 4. It is worth mentioning that the experimerdata shown in Figure 7 have been carefully
extracted from a velocity vector plot reported iauRet al. [6] and therefore the exact height attvhi

U/Up = 0 was not possible to identify, hence not shawthis figure.

Attention is turned next to the inter-rib pressdigtribution. Impingement on the upstream face of
the rib leads to high static pressure, while thera low pressure zone downstream of the rib. These
effects can be seen in Figure 8, where the presagfficient distributions between the two ribs are
plotted against/k. Note that in this figureC, in all cases is offset to the experimental valuele= 4.5
(the centre of the inter-rib cavity). In FiguretBe performance of the present numerical resutisbea
assessed by splitting the inter-rib cavity intanadation (0.5< x/k< 4.5) and recovery (45x/k< 8.5)
regions. Clearly most of the models (exceptdifemodel) fail to return a correct level of pressimme
the recirculation region which is directly linkealthe predicted size of the recirculation bubbigFe
3) e.g., the longer the separation bubble, thedoespressure magnitude. The predictions of théalso
tend to improve within the recovery region butlstihly the LES, EB-RSM and*f are in good

agreement with the data.

A more detailed examination of the results showirigure 8 reveals that the LES and EB-RSM
predict a sharp increase in the valu€phear the second rib, while the eddy-viscosity-dasgoulence
models (i.e.k-o-SSTVA-f andy-f) return quasi-linear distributions. Similar findmalso emerged from
the heat transfer results shown in Figure 2. Thesgepancies clearly show the advantages of ti#® LE
and EB-RSM in simulating the counter-rotating reafating flow (‘secondary strain’) near the second

rib in comparison to linear eddy-viscosity models.

Furthermore, in the inset to Figure 8, the predigieessure coefficient distributions are re-plotted
but nowGC, is offset to the experimental valuexét = 0.5. The models return a wide range of pressure
differences betweer/k = 0.5 andx/k = 8.5, with thev>-f and EB-RSM predicting the maximum and
minimum, respectively. The pressure difference ioted by the LES is clearly in very good agreement
with the data.

Figure 9 shows the contours of the normalized teriitkinetic energy for th&-wo-SSTand v>-f

models, which respectively represent one of thetd@and most-accurate turbulence models testduin t
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present study. In general, both models predictttreamaximum level of turbulent kinetic energy ascu
around upstream and above the rib, at separatiset.ofh dramatic difference can be seen between the
predictions of the models, especially around the &nd the inter-rib cavity. Thé-f model predicts a
stretched region with the highest turbulent kinetiergy levels which extends over the top of theai
shape which is consistent with the PIV measuremein@®asarsa and Arts [53]. It is worth noting that
the turbulent kinetic energy levels shown in Figizan be related to the level of pressure drogigied

by each model; energy coming from the mean floanisaverage pressure drop times (constant) mass
flow rate which feeds into the turbulent kineticeegy and in turn is transferred into heat via the

dissipation of turbulent kinetic energy.

- Thermal Boundary Conditions of the Ribs

In the present study, the application of two diferthermal boundary conditions imposed on the
ribs are investigated; in the first case, the tlainoundary condition on both the ribs and overrihe
interval is one of the same uniform wall heat f(ifigure 10a), while in the second case, the ribs ar
insulated (adiabatic walls), as indicated in Figibe(b). This test provides some assessment of the
uncertainties present in the experimental conditidimese uncertainties are usually associatedtieth
measurement techniques, the rib and channel wakrrahproperties and the presence of unsteady
effects [54].

The VAf formulation is used here to carry out the simalaito compare the effects of these two
thermal boundary conditions. It was found that termal field was slightly affected especially in
regions near the rib8lu/Nw distributions for both cases are shown in FigureV¥hile both cases have
similar heat transfer patterns, the case with atedl ribs produce slightly higher levels of heansfer.

It can also be seen that for the case with hedbsdthe heat transfer levels immediately downstrea
and upstream of the ribs are much lower than tlodgbe insulated one. Similar results were also

reported by laccarino et al. [54].

From the above findings, it can be concluded thatthermal boundary conditions on the ribs is
relatively an insignificant parameter in the catadied here and affect heat transfer levels only in
regions very close to the ribs, while naturally foforced convection flow the dynamic field is not

affected by the thermal boundary condition.

6. CONCLUSIONS

Numerical simulations of the flow and heat trangfiea 2-dimensional rib-roughened passage have
been performed usingw-SSTVAf, -f, Elliptic Blending Reynolds Stress Model (EB-RSafd Large
Eddy Simulation (LES). Comparison was made agahestexperimental data of Rau et al. [6]. All
simulations were undertaken using the commercial gdustrial CFD codes, ‘STAR-CD’ and

‘Code_Saturrierespectively.
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Of all the models, the LES predictions were foumt¢ in the best agreement with the dynamic and
thermal field data of Rau et al., while tkey-SSTand EB-RSM returned the least accurate results due
to their poor wall heat flux predictions. Thef andg-f models also returned acceptable predictions,

especially the?-f model for the heat transfer.

It was also shown that the effects of some of e features such as the counter-rotating separatio
bubble near the second rib cannot be successfollylated by linear eddy-viscosity models and were
captured only by the LES and EB-RSM.

Furthermore, computations using thé model showed that the thermal boundary conditigroised
on the ribs has insignificant effects on the Nussember prediction. However, the local valueshef t
Nusselt number in the regions close to the ribsaffeeted by the type of thermal boundary condition

through convection.

Finally, it is also worth noting that one of thénaipal applications of the present work is to tie
roughened fuel pins of the UK fleet of Advanced Gasled Reactors (AGRs). Although the results
presented here are for a simple 2D-plane pasdaigesttidy would form a valuable precursor to the

simulation of the more complex reactor geometses [55, for example].
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Figures Captions

Figure 1. Schematic diagram of a rib-roughenedaserf

Figure 2. Heat transfer distributions.

Figure 3. Comparison of streamlines and reattachiaagths for various models.

Figure 4. Streamwise velocity distributionsyst= 0.1.

Figure 5. Wall-normal velocity distributionsyk = 1.

Figure 6. Streamwise velocity profiles on the op-tx/k = 0).

Figure 7. Streamwise velocity profilesxdk = 4 plane. Legends are the same as in Figure 6.
Figure 8. Pressure coefficient distribution.

Figure 9. Contour plots of the turbulent kinetiergy forP/k = 9; 1s fork-o-SSTandv*-f models.

Figure 10. The computational domains used withedgfiit rib thermal boundary conditions: (a) Heated

ribs (b) Insulated ribs

Figure 11. Nusselt number distribution for two diffnt rib thermal boundary conditions
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Figure 7. Streamwise velocity profilesxdk = 4 plane. Legends are the same as in Figure 6.
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