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Abstract  
The orifice plate is a pressure differential device frequently used for flow measurements in pipes 
across different industries. The present study demonstrates the accuracy obtainable using a wall-
resolved Large Eddy Simulation (LES) approach to predict the velocity, the Reynolds stresses, the 
pressure loss and the discharge coefficient for a flow through a square-edged orifice in a round 
pipe at a Reynolds number of 25000. The ratio of the orifice diameter to the pipe diameter is � =0.62, and the ratio of the orifice thickness to the pipe diameter is 0.11. The mesh is sized using 
refinement criteria at the wall and preliminary RANS results to ensure that the solution is resolved 
beyond an estimated Taylor micro-scale. The inlet condition is simulated using a recycling method, 
and the LES is run with a dynamic Smagorinsky sub-grid scale (SGS) model. The sensitivity to 
the SGS model and to the pressure-velocity coupling is shown to be small in the present study. The 
LES is compared with the available experimental data and ISO 5167-2. In general, the LES shows 
good agreement with the velocity from the experimental data. The profiles of the Reynolds stresses 
are similar, but an offset is observed in the diagonal stresses. The pressure loss and discharge 
coefficients are shown to be in very good agreement with the predictions of ISO 5167-2. Therefore, 
the wall-resolved LES is shown to be highly accurate in simulating the flow across a square-edged 
orifice. 
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1. Introduction 
Pressure differential devices remain the most common tools used to measure flow rates in industry. 
They work on the principle that variations in the flow pattern alter the pressure and velocity 
profiles. Pressure differential devices include diaphragms, nozzles, and Venturi tubes. They are 
favored since an international standard exists for regulating their use: ISO 5167. By respecting 
these standards, the flow rate measurements can be guaranteed within a quantifiable and 
commercially acceptable level of uncertainty. 
The orifice flow meter is a commonly used instrument for flow measurements in pipes. Given the 
simplicity and reliability of the tool, it is used across many industries, as it is the case at EDF, for 
single phase flow measurements. A key variable affecting the measurement is the straight pipe 
length upstream and downstream of the orifice plate. The standards take this constraint into 
account by indicating a minimum straight pipe length upstream and downstream of the orifice. 
This constraint is not always met in practice due to other factors including plant layout, piping 



arrangement and equipment positioning. Computational Fluid Dynamics (CFD) can play a major 
role in the calculation of discharge coefficients outside the scope of the ISO standards, as it would 
be very expensive, if not impossible, to perform an experiment for every configuration. The 
involved Reynolds numbers (Re) might be of the order of 105 to 106, or even greater. It would then 
be unaffordable to perform parametric studies at such Reynolds numbers using fine techniques 
such as Large Eddy Simulation (LES). The only reasonable approach is the one based on Reynolds 
Averaged Navier-Stokes (RANS) equations.  
 
The present study is the first step of a whole program which aims at using the RANS approach to 
compute different configurations. However, a RANS model sufficiently robust for this application 
must be selected first. For this purpose, a very fine LES is performed at Re=25000 on a simple 
configuration and validated against the ISO standard and available experimental data. This will 
provide significantly more data of high quality to choose the RANS approach for the industrial 
computations. The present validation of LES will also provide confidence on its use if needed, at 
a Reynolds number of the order of 104, for another configuration for which no experimental data 
are available.  
 
The literature shows that wall-modelled Reynolds Averaged Navier-Stokes (RANS) simulations 
can reasonably predict the discharge coefficient (see section 3 for the definition of this coefficient), 
albeit with a high dependency on discretization errors and on the turbulence model. Erdal and 
Andersson (1997), in a two-dimensional axisymmetric simulation of an orifice plate with a 
standard and modified k-ε model, show that the pressure drop across the orifice plate is highly 
dependent on the grid refinement around the orifice plate and the turbulence model used. Shah et 
al. (2012) model the orifice flow meter with a standard k-ε model and show that the pressure 
recovery downstream of the orifice plate is not well predicted. More recently, Shaaban (2014) 
shows that the realizable k-ε turbulence is within 1.4% of the ISO estimate of the discharge 
coefficient. Although RANS simulations could reasonably predict the discharge coefficient in 
certain simulations, first and second order statistics downstream of the orifice plate diverge 
significantly from experimental data. Erdal and Andersson (1997) demonstrate that the standard 
k-ε turbulence model does not accurately capture the physics of the flow especially around the 
region where the fluid accelerates across the pipe.  
A review of the literature has not found a simulation technique that can reasonably predict both 
the pressure drop and first and second order statistics downstream of the plate. Therefore, it is of 
interest to study the precision obtainable with a wall-resolved Large Eddy Simulation (LES) and 
compare the results to detailed experimental data. 
 

2. Test-case 
The present LES is based on the test case of Shan et al. (2013) who used a planar Particle Image 
Velocimetry (PIV) to measure the flow field downstream of a circular square-edged orifice plate 
in a round pipe.  
The computational domain of the test case is shown in Fig. 1. The relevant parameters are given 
in Table 1, and the pipe wall is assumed to be smooth. A dimensional analysis leads to three non-
dimensional numbers: The hydraulic Reynolds number Re and two aspect ratios, β the ratio 
between the orifice and the pipe inner diameters and α the ratio between the orifice plate thickness 
and the pipe inner diameter. The values of these three non-dimensional parameters are equal to 



25000, 0.62 and 0.11, respectively. Note that in some references such as Idel’cik (1996), the ratio 
between the bulk surfaces β� is used instead of β. 
In all the profiles provided in the present paper, the distances in the stream-wise direction are 
downstream of the center of the orifice plate and the pipe centerline is at 	/� = 1, where R is the radius of 
the main pipe. The velocity components and the Reynolds stresses are made non-dimensional using the 
maximum mean velocity umax. umax is equal to 2.36m/s and 1.85 m/s in the computations and in the 
experiment, respectively.  
 
Table 1. 
Test-case main parameters. 
Density 
 [kg/m3] 996.65 
Dynamic viscosity µ [kg/m/s] 8.54 10-4 
Main pipe inner diameter D [m] 0.046 
Orifice diameter d [m] 0.0285 
Orifice plate thickness [m] 0.005 
Bulk velocity in the main pipe �� [m/s] 0.466 

 
 

 

 
 
Fig. 1. Computational domain and boundary conditions. 
 
 
3. Discharge and Pressure Loss Coefficients 
The discharge coefficient �� is defined by (1): 
 �� = �

ε
���1 − ��� �����         (1) 

 
where ε is the coefficient of compressibility and Δ�� the mean pressure drop between taps located 
1D upstream of the orifice and 0.5D downstream (both measured from the upstream face of the 



contraction as required in ISO 5167-2, 2013). The relation that gives the bulk velocity and thus the 
flow rate is then given by (2):  
 �� = ������ ε������           (2) 

 
The coefficient of compressibility ε is equal to 1 as the velocity of the fluid tackled in the present 
article leads to Mach numbers significantly below 0.3. 
The discharge coefficient and its uncertainty can be calculated using the Reader-Harris/Gallagher 
equation (see ISO 5167-2, 2013). The coefficient is a function of the geometry, the Reynolds 
number, the placement of the pressure taps and upstream and downstream flow features (such as 
bends, tees or valves). ISO TR12767 (1998) covers some deviations from the scope of ISO 5167-
1 (2013) and ISO 5167-2 (2013). 
 
The pressure loss coefficient ! is given by (3): 
 ! = �"��#$%           (3) 

 
where &� is the mean pressure drop between taps located 2D upstream of the orifice and 6D 
downstream. The stream-wise variation in the wall pressure is deemed to be linear at these 
locations.  
The pressure loss coefficient ! can be estimated using the discharge coefficient in accordance with 
ISO 5167-2 (2013) from (4): 
 

!'() = *���� +����,-./% 0
��,-./�% − 11

�
        (4) 

  
The ISO 5167-2 (2013) estimates of the discharge and pressure drop coefficients are 0.628 ±0.005 and 8.71 ± 0.07, respectively. Note that the value obtained for the pressure drop coefficient 
using Idel’cik (1996) correlations is equal to 8.61 for the present configuration. 
 
4. Numerical approach 
4.1. Large Eddy Simulation with Code_Saturne 
Code_Saturne is a highly customizable open source (www.code-saturne.org) CFD package 
developed by EDF (see Archambeau et al., 2004). It is based on a co-located finite volume 
discretization and deals with unstructured meshes with polyhedral cells of any type. It can deal 
with incompressible and compressible flows. Here, the flow is incompressible and the Velocity 
and pressure coupling is ensured via the SIMPLEC algorithm. The pressure Poisson equation is 
solved using an algebraic multigrid. The solver is parallelized (see Fournier et al., 2011) using 
MPI and OpenMP. Further information can be found in Archambeau et al. (2004). The LES 
capabilities of Code_Saturne have been validated on various academic and industrial cases 
including decaying isotropic turbulence, channel flows, side-by-side cylinders, tube bundles and 
gusts over a plate; see Benhamadouche (2006), Afgan et al. (2011) and Afgan et al. (2013) for 
example.  



The temporal discretization for the LES is second order Crank-Nicolson in time with linearized 
convection. The spatial discretization is a pure second order central difference scheme. By default, 
there are no external sweeps on the pressure-velocity coupling. The effect of the external sweeps 
is shown to be negligible in the present case (see subsection 5.2). 
The sub-grid scale models used are the Dynamic Smagorinsky (Germano et al., 1991 and Lilly, 
1992), as a base case, the standard Smagorinsky model (Smagorinsky, 1963) and no SGS model 
to test sensitivities. In the dynamic model, negative values of the Smagorinsky constant are not 
allowed and its maximum value is set de 0.065. In the standard Smagorinsky model, the constant 
is set to 0.065 and a Van Driest damping function is used. Further details about the implementation 
of LES in Code_Saturne can be found in Benhamadouche (2006). 
 
4.2. Computational domain, boundary conditions and mesh details 
The inlet is located 186 upstream of the orifice and the outlet is located 126 downstream of the 
orifice (see Fig. 1). In all the profiles provided in this paper, the distances in the stream-wise direction 
are downstream of the center of the orifice plate and the pipe centerline is at 	/� = 1, where R is the radius 
of the main pipe. 
 
The inlet profile is simulated through a recycling method (see Lamballais, 2014) along 6D (as 
shown in Fig. 1). This is to be distinguished from a precursor computation. At the first time step, 
artificial eddies are created using the synthetic eddy method (see Jarrin et al., 2006). Then, the 
flow 6D downstream of the inlet at a given time step is reused as an input for the next time step, 
creating a fully developed turbulent flow. The outlet uses a standard condition based on an imposed 
pressure and zero Neumann boundary conditions for the other variables. As the mesh is fine 
enough at the wall, no-slip boundary conditions are utilized. 
 
The computational mesh is created using ICEM CFD v14.0. It is structured in the stream-wise 
direction, and locally refined in the stream-wise direction near the orifice. It also must be noted 
that the mesh is perfectly aligned in the stream-wise direction. This is important for the recycling 
method to generate the fully developed turbulent flow. Moreover, the mesh is conformal 
throughout the domain. This is also crucial, as non-conformal interfaces are known to be unsuitable 
in LES since they may introduce significant numerical errors with the present numerical approach.  
The non-dimensional wall distance 78 is kept below 1 across almost the whole domain, ensuring 
an accurate wall resolved LES. The refinement in the two other directions is also below the 
requirements for a wall resolved LES and this is imposed by the criterion applied in the regions 
far from the wall (see below the statements about the estimated Taylor micro-scale). 
The cell size far from the wall is determined using precursor RANS results to ensure that the 
solution is resolved beyond an estimate of the Taylor micro-scale, which is taken equal to �15ν9/ε 
(see Pope, 2000), where 9 is the turbulent kinetic energy, : the kinematic viscosity and ε the 
turbulent dissipation rate. This roughly gives a maximum non-dimensional azimuthal length of 12, 
a maximum non-dimensional radial length of 10, and a maximum non-dimensional stream-wise 
length of 40 (the values are based on the friction velocity upstream of the orifice). The final mesh 
consists of approximately 53 million cells. Fig. 2 shows the type of the mesh which has been used 
perpendicularly to the stream-wise direction. Fig. 3 represents the non-dimensional distance to the 
wall obtained a posteriori around the contraction. Locally, 78 can be higher than 1 (up to 1.5) but 
the influence is expected to be minimal. 
 



 

 
 
Fig. 2. Mesh view in a plane orthogonal to the stream-wise direction. 
 
 

 
 
Fig. 3. Non-dimensional wall distance 78 of the first cell center (dynamic Smagorinsky model). 
 
 
4.3. Temporal statistic and axisymmetry of temporal averages 
The time step is constant, and it is initially chosen to ensure a CFL less than 1 throughout the 
solution domain. However, it is later increased (such that there are localized CFL values greater 
than one. Its initial and final values are equal to 0.5 10-5 s and 10-5 s, respectively. As the time 
scheme is second-order implicit, these localized CFL values greater than one are deemed 
acceptable since they do not cause any observed numerical instabilities. 



The statistics start after 3 flow-passes in the computational domain downstream of the face used 
for recycling the inlet (length equal to 24D). This corresponds to 12 flow-passes in the recycled 
pipe (length equal to 6D). An instantaneous azimuthal velocity field in the recycled pipe is shown 
in Fig. 4 before starting collecting the statistics. The structures are obviously characteristic of a 
fully developed turbulent flow in a pipe. The non-dimensional wall distance 78 of the first cell 
shown in Fig. 3 exhibits the characteristic low speed streaks expected in the near-wall region (see 
Pope, 2000). An instantaneous stream-wise velocity field in the mid-plane near the orifice is also 
given in Fig. 5 to show that even after 1 flow-pass across the computational domain, the flow 
already looks fully developed. The first and second order statistics are collected in time during 
approximately 8 flow-passes across the computational domain downstream the face used for 
recycling (length equal to 24D), corresponding to 1.2 × 10< iterations. The computations have 
been run on EDF Blue Gene/Q supercomputer using 4096 cores. The computational cost per time-
step was around 2.2 s. 
 
The axisymmetry of the mean velocity gradient and the Reynolds stress tensor has been verified a 
posteriori, at least close to the orifice plate and it the near wall region for the mean pressure. Fig. 

6 shows the turbulent kinetic energy and the mean wall pressure coefficient (�= = > ?�� 
���@⁄ ) 

profiles averaged in the azimuthal direction compared to local ones (not averaged in the azimuthal 
direction) after 6 flow-passes. The difference between the local profile and averaged profile is very 
small, and this is true for first and second order statistics. This is actually a very good indicator of 
the statistical convergence, at least in the considered regions.  

 

 
Fig. 4. Azimuthal (out of plane) instantaneous velocity field in the recycled pipe after 
approximately 5 flow-passes along 6D (dynamic Smagorinsky model). 
 



 
Fig. 5. Instantaneous stream-wise velocity after approximately 1 flow-pass across the entire 
domain (dynamic Smagorinsky model). 
 

 
 
Fig. 6. Comparison between azimuthally and non-azimuthally averaged data (dynamic 
Smagorinsky model), □ time average, ─ azimuthal and time average, umax (LES) = 2.36 m/s. 
 



5. Sensitivity Studies 
Sensitivity studies of the LES are first performed evaluating the effect of the sub-grid scale model. 
Then, the effect of the number of external sweeps on the pressure-velocity coupling is examined. 
The sensitivity study is performed using time-averaged values. 
 
5.1. Sensitivity to the sub-grid scale model 
The most advanced sub-grid scale model used in the present study is the dynamic Smagorinsky 
one. Nonetheless, the standard Smagorinsky model and a simulation without a sub-grid scale 
model are compared. The profiles show no significant differences between the three different SGS 
models, as it can be seen in Fig. 7. Only the Reynolds stresses exhibit little differences (this is the 
reason for not showing the mean velocity component in Fig. 7). One can notice here that the 
dynamic Smagorinsky results are closer to the ones obtained by switching off the SGS model that 
to the ones obtained with a standard Smagorinsky. The very small differences between the three 
sub-grid scale models indicate that the modelling error is sufficiently small and that the mesh is 
fine enough to correctly predict first and second order statistics (one could call it Quasi-DNS). 
Besides the profiles, the pressure loss coefficient and the three recirculation reattachment point 
distances are given in Table 2. Figs. 8 and 9 show the three reciculations in the present case and 
the definitions of L1, L2 and L3. The recirculation reattachment points are determined at the point 
at which the wall shear stress changes direction, and are given in non-dimensional distances from 
the downstream face of the orifice plate (the radius R of the main pipe is use to make the distances 
non-dimensional). The overall pressure loss is not very sensitive to the SGS model. Its variations 
stay within the uncertainty given by the ISO. The primary reattachment length is more dependent 
on the sub-grid scales model than the pressure loss coefficients, what was not clearly visible using 
the mean velocity component. The most significant difference arises between the dynamic 
Smagorinsky model and the constant Smagorinsky model, while the LES without a SGS model is 
in between. 
However, the close resemblance between all three models demonstrates that the LES is well 
resolved beyond the estimated Taylor micro-scale and wall-resolved, as the influence of the SGS 
model is low. 
 
5.2. Sensitivity to pressure-velocity coupling 
The number of sweeps (outer iterations) for the pressure-velocity coupling is increased with the 
dynamic Smagorinsky model. The standard cases only iterate once about the SIMPLEC pressure 
velocity coupling. In this test, the number of sweeps is increased to three, and it is averaged for 
approximately 4 flow-passes across the domain.  
It is found that the differences between the two simulations are negligible in the present case (thus 
figures are not provided). For example, the relative difference between the predicted pressure loss 
coefficients is approximately 0.5%, and the velocity and turbulent kinetic energy profiles do not 
change visually. It can thus be concluded that one sweep about the pressure-velocity coupling is 
sufficient in the present case. 
 
 



 
Fig. 7. Comparison between different SGS models. □ dynamic Smagorinsky, ─ standard 
Smagorinsky, - - - no SGS, umax (LES) = 2.36 m/s. 



 

 
Fig. 8. Visualization of the primary (L1) and secondary (L2)  recirculations 
 
 

 
 
 
Fig. 9. Visualization of the secondary (L2) and tertiary (L3)  recirculations 
 
 



 
 

Table 2.  
Recirculation lengths and pressure loss coefficient for the three LES simulations. 

 Dynamic 
Smag. 

Standard 
Smag. 

No SGS 
Model 

ISO 

Pressure loss coefficient 8.64 8.79 8.71 8.71 ± 0.07 
Primary reattachment [BC/D] 3.92 4.25 4.11 - 

Secondary reattachment [BE/D] 0.42 0.37 0.40 - 

Tertiary reattachment [BF/D] 0.025 0.020 0.023 - 
 
 
6. Comparisons with experimental data 
LES with the dynamic Smagorinsky model is compared with PIV data from Shan et al. (2013).  
Fig. 10 gives the centerline stream-wise velocity downstream of the orifice, normalized by the 
maximum average velocity. The tail end of the centerline velocity differs slightly, but the results 
of the LES and PIV overall seem to be in very good agreement. This is an indicator for the very 
good predictions of the discharge and pressure drop coefficients. 
 
Moreover, the shapes of both the LES and PIV stream-wise and radial velocity profiles provide a 
close match, as seen in Figs. 11(a) and 11(b). The results differ in the regions of high gradients of 
velocity. With regards to the results in the regions of high gradients, the resolution of the PIV is 
larger than the grid size of the LES; thus probably smoothing the results. For example, near r/R = 
0.6, as seen in Fig. 11(b), the LES predicts larger variations than the PIV for the radial velocity. At 
this point, the LES radial mesh length is 0.0018D, while the PIV pixel size is 0.014D, almost 8 
times larger. Lastly, the normalized mean Reynolds stresses ���, ��� and ��� corresponding to �GH �GHIIIIIII , �JH �JHIIIIII and �GH �JHIIIIII, respectively, can be compared in Figs. 11(c)-11(e). It is noticed that the 
experimental and LES profiles of ��� are reasonably similar with the exception of areas with large 
gradients as shown. On the other hand, the normalized profiles of ��� and ��� show large 
differences even outside regions with large gradients. The values of experimental data are 
suspicious at the wall as they do not vanish. . This is not surprising as the PIV methodology is 
known to lose accuracy in the near wall region. The difference between the experimental and 
simulated ��� and ��� profiles is almost constant, and the qualitative behavior is the same. It would 
be very hazardous to speculate on the origin of the differences in the core region far from the area 
showing very high gradients.  
 
The PIV predicts a reattachment length of the primary recirculation zone K =  3.64� downstream 
of the orifice using the forward flow probability (FFP) method (see Shan et al., 2013). From the 
LES, the reattachment length is estimated at K = 3.92� downstream of the orifice. However, the 
difference between the data is due to the method with which the reattachment length is calculated. 
The LES estimate determines the reattachment length as the point at which the wall shear stress 
changes direction. Since the near wall region is resolved, the velocity distribution is linear in the 

radial direction (normal to the wall); therefore OPQRR = S #TUV
JTUV where �T�V is the velocity at the centre 

of the first cell from the wall, and 	T�V is the distance of that cell center to the wall. This is 



analogous to the mean stream-wise velocity zero-crossing estimate, where the reattachment zone 
is the point at which the velocity changes sign. 
The PIV estimate of the reattachment point uses a FFP at 	 =  0.056� away from the wall which 
corresponds to twice the resolution of the technique adopted (see Shan et al., 2013). The FFP 
method calculates a probability density function of the stream-wise velocity being positive. The 
reattachment length is then given by the point at which the probability of the velocity being positive 
is exactly 50%. Using the experimental data, it is possible to estimate the recirculation zone using 
a mean stream-wise velocity zero-crossing method. The first point located at 	 =  0.028� away 
from the wall is used to estimate the velocity. This method predicts a primary reattachment length W� = 3.62� downstream of the orifice, and the secondary reattachment length is found equal to W� = 0.27�. A similar approach for the LES results in a primary reattachment length W� = 3.60� 
and a secondary reattachment length W� = 0.34�. Therefore, it is clear that the primary and 
secondary reattachment points calculated with the same methodology using PIV data and the LES 
are very similar. 
 
The discharge coefficient is calculated by taking pressure taps 16 upstream of the orifice and 0.56 
downstream (both measured from the upstream face as required in ISO 5167-2, 2013). The 
dynamic Smagorinsky model gives a discharge coefficient �� = 0.632. The ISO 5167-2 estimate 
for the discharge coefficient is 0.628 ± 0.005. The results are very close. 
The pressure loss across is measured between 2D upstream and 6D downstream, where the stream-
wise variation in the wall pressure is deemed to be linear. Using the dynamic Smagorinsky model, 
the pressure loss coefficient is ! =  8.64. Similarly, the estimates from ISO 5167-2 and from 
Idel’cik (1996) correlations are equal to 8.71 ± 0.07 and 8.61, respectively. The results are again 
very close. 
The results between the ISO standards and the LES are, for both the discharge coefficient and the 
pressure loss coefficient, in very close agreement - within the margin of error of the ISO estimate 
- which serves as further validation of the LES results. 
 

 
Fig. 10. Stream-wise centerline velocity profile downstream of the orifice. □ experimental data, ─ 
LES, umax (exp) = 1.85 m/s, umax (LES) = 2.36 m/s. 
. 



 
 
Fig. 11. Comparison between LES and PIV profiles. □ experimental data, ─ LES, umax (exp) = 1.85 
m/s, umax (LES) = 2.36 m/s. 
 
 



7. Conclusions 
The present study demonstrates that a very fine wall-resolved LES with a dynamic Smagorinsky 
SGS can accurately and precisely simulate a single phase flow through a square-edged orifice flow 
meter at Re of the order 10�. A sensitivity study shows that the effect of the SGS model and 
pressure-velocity coupling is small.  
The LES shows excellent agreement with the velocity from the experimental data. There is also 
good agreement observed between the respective ��� profiles. However, the ��� and ��� profiles 
show an offset but a good qualitative agreement. Moreover, the recirculation lengths are well 
predicted by the LES. Lastly, the pressure loss and discharge coefficients are also shown to be in 
very good agreement with the predictions of ISO 5167-2 (2003).  
Therefore, the wall-resolved LES is shown to be accurate in simulating the flow across a square-
edged orifice. The results from this simulation can be used to validate other simulation techniques 
such as RANS approaches or provide sufficient confidence to compute other configurations at 
moderate Reynolds numbers. Moreover, this study shows that the LES is a viable technique in 
predicting recirculation lengths, discharge coefficient, pressure loss coefficient, mean velocities 
and Reynolds stresses in an orifice flow meter. This has important repercussions for the assessment 
of heat and mass transfer characteristics of industrial orifice flow meters. This result also shows 
that the discharge coefficients and pressure loss coefficients should be predictable using the LES 
technique in non-standard configurations. 
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