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This paper introduces the Bayesian regularization applied to the Force Analysis Technique
(FAT), a method for identifying vibration sources from displacement measurements. The
FAT is based on the equation of motion of a structure instead of a transfer matrix as it is
the case for most of inverse problems. This particularity allows the estimation of vibration
sources without the need of boundary conditions. Nevertheless, this method is highly sen-
sitive to noise perturbations and needs a careful regularization. Two Bayesian approaches
are thus presented. Firstly, the empirical Bayesian regularization which shows better
robustness than L-curve and GCV regularizations while keeping a low numerical cost.
Secondly, a fully Bayesian procedure using a Markov Chain Monte Carlo (MCMC) algorithm
which provides credible intervals on variables of interest besides the automatically regu-
larized vibration source field. In particular, measurement quality can be evaluated by the
noise variance estimation and the uncertainties over the source level are quantified for a
wide frequency range, with only a unique measurement scan.

� 2017 Elsevier Ltd. All rights reserved.
1. Introduction

In vibration engineering, many efforts have been made to improve prediction methods apt to describe vibration propa-
gation so as to provide better estimates of model outputs, such as displacement fields. However, the knowledge of the input
sources still remains largely limited. In turn, this leads to unavoidable bias on the predicted outputs. Hence, the identification
of vibration sources is an important topic of vibroacoustics.

Originally, vibration sources identification has been investigated in Refs. [1,2] using the concept of structural intensity.
This technique generates a field of intensity vectors, allowing the location of vibration sources without quantifying them.
Then, different methods have been developed based on modal models or frequency response functions, including Transfer
Path Analysis (TPA) described in Ref. [3] or Statistical Energy Analysis described (SEA) described in Ref. [4]. A review of some
of these methods can be found in Ref. [5]. As these methods often need global information about the structure, such as
boundary conditions, position of sources or number of sources, they can be interpreted as global methods in opposition
to local methods which only need local information about the structure. Simultaneously, Ref. [6] and Refs. [7,8] developed
a local approach based on the numerical discretization of the equation of motion of the structure to identify the excitation
force. The difference between these two methods is the way that they deal with measurement noise. This step represents the
regularization inherent to many inverse problems, as will be introduced below. Ref. [6] passes through the wavenumber
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domain while Refs. [7,8] uses a convolution with a truncated convolution kernel. From that point of view, the second
method, called Force Analysis Technique (FAT, or RIFF in French for Résolution Inverse Filtrée Fenêtrée), is more local and
will serve as a starting point for this present work. The FAT has been originally developed for beams and plates and recent
works have adapted it to cylindrical shells [9] and to more complex structures by using the Finite Element Method [10].

As mentioned above, the measurement noise causes problems to the FAT and more generally to inverse problems because
measurement perturbations are interpreted as the result of multiple unphysical sources. Mathematically, this instability
results from the ill-conditioning of the transfer matrix linking inputs to outputs – i.e. the ratio between its maximal and min-
imal eigenvalues is very large. To ensure that the estimated sources have a physical meaning, one should apply a regular-
ization step. The Truncated Singular Value Decomposition (TSVD) method described in Ref. [11] improves the stability of
the inversion by taking into account only eigenvalues higher than a specific value to ensure that the ratio between maximal
and minimal eigenvalues is reasonable. As another possibility, the Tikhonov regularization, proposed in Ref. [12] is most
widely adopted. The concept is to increase low eigenvalues to get an appropriate ratio. The lowpass filter method presented
in Ref. [8] gives similar results with a more physical approach. Nevertheless, this regularization is supervised because the
cutoff frequency must be set by the operator. Also, the lowpass filter is not deduced from an optimization but selected
for its simplicity. The optimization of the regularization (i.e. the number of eigenvalues to take into account or the threshold
of the low eigenvalues) can be realized by Generalized Cross Validation (GCV) or by the L-curve proposed respectively in
Refs. [13,14]. The Bayesian framework has also been investigated for the regularization and optimization of inverse problems
(see Refs. [15,16]). Applications have been developed mainly in econometrics (see Ref. [17]), biology (see Ref. [18]), social
sciences (see Ref. [19]) and image processing (see Ref. [20]). In vibration and acoustics, Refs. [21,22] have used the empirical
Bayesian regularization for acoustic holography, Ref. [23] has used it for sparse vibration source identification and Ref. [24]
has used a modal model whose parameters are partially unknown to infer the vibration source applied on a beam. In this
work, the regularization step is realized within the Bayesian framework because it makes possible to take into account var-
ious a priori information and to formalize themmathematically, making this approach more practical than Tikhonovmethod.
Moreover, Bayesian approaches usually simplify the inverse problem by using the associated direct problem which is often
well described by analytical or numerical models. However, the FAT, being based on the equation of motion, is already writ-
ten as a direct problem. The application of Bayesian methods is thus more complicated since it will lead to the evaluation of
the inverse problem instead of the direct one. Additional steps are then proposed to a better compatibility between the FAT
and Bayesian methods, such as specific stencils for numerical approximation of derivatives or a matrix inversion lemma. To
go further, a fully Bayesian procedure using Markov Chain Monte Carlo (MCMC) algorithms [25] allows the inference of the
whole a posteriori density on unknown parameters from numerical sampling, yielding a better exploration of probability
density functions (pdf), credible intervals on random variables and an automatic and optimized regularization. The Gibbs
sampler [26,27], a special case of MCMC, is particularly suited to problems where the pdf have an analytical expression, such
as the Gaussian or the gamma distributions.

In this paper, the vibration source identification method based on measurements of displacement field is first described.
The empirical Bayesian regularization leading to a specific optimization is then introduced and compared with other unsu-
pervised optimization procedures, namely the L-curve and GCV. The lowpass filter is not included in this comparison because
it is considered as supervised [8]. The robustness improvement with the empirical Bayesian regularization is then high-
lighted. Then the MCMC part, where the hierarchical model of the problem is discussed, introduces an upper level of a priori
and the resulting conditional pdf for the Gibbs sampler. The main interest of using the MCMC approach is to obtain credible
intervals for each variable besides an automatic and unsupervised regularization. Finally, numerical and experimental val-
idations on a beam excited by a point source are presented to illustrate these methods before a conclusion section.

2. Identification of vibration sources from transverse displacement

This section presents the FAT developed in Ref. [8]. Starting from the equation of motion, spatial and temporal derivatives
are simplified to calculate directly the source distribution applied on the structure. After that, a matrix formulation of the
approach with specific boundaries is introduced and compared to existing models. All the data are taken into account as
a whole with the matrix formulation. This is the main difference with the work presented in Ref. [8], where a stencil is used
to scan the measurements. A qualitative explanation of the limitations of the FAT with regards to noise perturbations is then
proposed, leading to the next section dedicated to regularization.

2.1. Equation of motion

The FAT is based on the equation of motion of a known structure. As an example, the method is presented on a beam
within Euler-Bernoulli beam theory. With temporal convention eþjxt defined for the frequency m ¼ x

2p, the harmonic trans-
verse displacement wðx;xÞ of the beam satisfies Eq. (1),
Eð1þ jgÞI @
4wðx;xÞ
@x4

� qSx2wðx;xÞ ¼ f ðx;xÞ; ð1Þ
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where E is Young’s modulus, j ¼
ffiffiffiffiffiffiffi
�1
p

the imaginary number, g the loss factor, I the moment of inertia, q the density, S the
cross-section area, wðx;xÞ and f ðx;xÞ the harmonic transverse displacement and the vibration source distribution in N/m at
location x and at angular frequency x, respectively. The principle of the method is to measure the transverse displacement
field, to estimate then its spatial derivatives and, knowing the rest of the terms of the left hand side of equation Eq. (1), to
calculate directly the vibration source applied on the structure.

2.2. Estimation of derivates

The spatial derivative is estimated by numerical differentiation, using the centered finite difference method at first order,
from
@4wðxi;xÞ
@x4

� wðxiþ2;xÞ � 4wðxiþ1;xÞ þ 6wðxi;xÞ � 4wðxi�1;xÞ þwðxi�2;xÞ
D4

x

; ð2Þ
where Dx is the spatial sampling rate. Substituting Eq. (2) into Eq. (1) allows the identification of the vibration source applied
at location xi without having to evaluate boundary conditions and displacement all over the domain, as proposed in Eq. (3)
Eð1þ jgÞI wiþ2 � 4wiþ1 þ 6wi � 4wi�1 þwi�2
D4

x

� qSx2wi ¼ f i; ð3Þ
where wðxi;xÞ and f ðxi;xÞ are now denoted as wi and f i to simplify the notation. The excitation can be classified into two
categories. It can result either from pointwise sources or distributed sources. In the case of pointwise sources, the source
distribution can simply be spatially integrated around each source to obtain a force amplitude in Newtons. If the source
is distributed with all its point sharing the same phase (for example, a transmission through a welding line), the spatial inte-
gration can again leads to the force amplitude. It is indeed an advantage of the FAT over transfer function based force iden-
tification methods whose identification is given only at a specific point. However, if the source is distributed with different
phases (for example, an acoustic excitation) the spatial integration is not pertinent anymore because it would result in a
destructive reconstruction.

2.3. Matrix formulation

Considering a portion of the structure with a constant spatial discretization, Eq. (3) can be expressed in a matrix form, as
it will be used in the following sections,
Dw ¼ f ; ð4Þ

where w is the vector of displacements, f is the vector of vibration sources and D is the operator matrix resulting from the
discretization of the structural local operator. Due to the fourth order spatial derivative, the size of D is ðN � 4;NÞ;N being the
number of measurement points. The inverse of this matrix is required to solve the inverse problem, as it will be shown in
Section 3. It is then possible to complete the rectangular matrix D by adding information at each boundary. For example,
two other order derivatives at each boundary can be chosen to evaluate local boundary conditions. It is also possible to
use fourth order forward and backward finite difference schemes, whose stencils are ½3;�14;26;�24;11;�2� and
½�2;11;�24;26;�14;3� respectively, in order to evaluate the source at the studied area boundaries. This second option,
which will be used in this work, is recommended for two reasons. First, there is no automatic rule for choosing between
slope, bending moment or shear force as boundary conditions while only two of them can be evaluated. Secondly, the result-
ing derivatives at boundaries can be much more important than the evaluated sources inside the domain, yielding an over
estimated regularization as it will be introduced in Section 3. The finite element method can also estimate sources at bound-
aries of a sub-domain of the structure [10,29], but the result is a combination of internal stresses and external sources
located at the boundaries. The use of a finite difference scheme with forward and backward stencil at boundaries only
depends on external sources applied on the studied domain. Moreover, although the bias of the finite difference method
is higher than the finite element method one, it can be drastically reduced by applying an analytical correction [30]. Hence,
it seems to be an appropriate model, at least for academic structures whose equations of motion are known.

2.4. Additive noise

As each measurement includes noise, the equation of observation considering an additive white noise is given by
y ¼ wþ n; ð5Þ

where y is the vector of observed displacement and n is the vector of noise. A multiplicative noise part may also be present
depending on experimental setup and studied physical quantities, but is often neglected to simplify the approach and math-
ematical developments. Applying the method of identification of vibration sources to the accessible quantity y yields
Dy ¼ f þ Dn: ð6Þ
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Although noise n is much lower than displacementw;D is a differential operator which, when applied to n, may considerably
inflate the level of noise, making the source identification difficult. Thus, a regularization step is needed to overcome noise
issues.

3. Regularization within the Bayesian framework

The empirical Bayesian framework for solving the inverse problem is first presented in this section together with its
inherent regularization. It is then compared with other approaches such as the Tikhonov regularization [12] tuned with
the L-curve [14] and GCV [13]. An empirical optimization of the regularization is then compared with the often used L-
curve and GCV.

3.1. Bayes’ theorem

In most inverse problems, some quantities are considered as perfectly known, some as partially known or ‘‘uncertain” and
some as completely unknown. Working with a probabilistic point of view is then a suitable approach to take into account
these uncertainties. The Bayesian framework used in this work allows the inclusion of the a priori information in the iden-
tification process. Starting from the conditional probability formula
A;B½ � ¼ AjB½ � B½ � ¼ BjA½ � A½ � ð7Þ

where A½ � stands for the pdf of the random variable A; A;B½ � for the joint pdf for A and B and BjA½ � for the conditional pdf of B
knowing A, Bayesian probabilities are based on the following theorem
AjB½ � ¼ BjA½ � A½ �
B½ � / BjA½ � A½ �; ð8Þ
to infer the probability of an event from both experiences and a priori knowledge. The a posteriori density, or posterior, AjB½ �
corresponds to the solution of the inverse problem. A regularized point estimate is obtained by finding the maximum of this
pdf, which is known as the Maximum A Posteriori (MAP). BjA½ � is the pdf involved in the direct problem which expresses the
information extracted from the experience and is called the ‘‘likelihood”. A½ � is the a priori pdf, or prior, from a priori knowl-
edge and B½ � is called the ‘‘marginalized likelihood” or the ‘‘evidence”. The evidence acts as a multiplicative constant to
ensure that the product of the prior and the likelihood is still a pdf (the integral must be equal to 1). As the shape of the
posterior is not impacted by the evidence, the solution maximizing this pdf remains the same. Consequently, the propor-
tional relationship is preferred in Eq. (8) rather than the absolute equality.

3.2. Priors

Considering additive white noise, the a priori distribution on n can be expressed as
n½ � / N c n;0; s�1n I
� �

: ð9Þ

The scalar precision (the inverse of the variance) of noise sn is preferred to the most commonly used variance for simplifi-
cation in Section 4. I stands for the N � N identity matrix and the N-dimensional multivariate circular complex Gaussian pdf
on x (see Ref. [31]) with mean vector l and covariance matrix R is defined as
N c x;l;Rð Þ ¼ 1
pN jRj exp � x� lð ÞHR�1 x� lð Þ

� �
; ð10Þ
where the exponent H stands for the Hermitian transposition. Although the sources are unknown, their energy is limited, so
the a priori distribution on f can also be expressed as a zero-mean circular complex Gaussian
f½ � / N c f ;0; s�1f I
� �

; ð11Þ
with sf the precision of sources. The fact that the two covariance matrices in Eqs. (9) and (11) are proportional to the identity
matrix reflects that the pdf is the same all over the domain and that there is no spatial dependence. Random variables with
this kind of covariance are then independent and identically distributed. It is equivalent to the ’rain-on-the-roof’ hypothesis
in Statistical Energy Analysis.

3.3. Likelihood

From Eqs. (6) and (9), the pdf on the observations y knowing the sources f , the structural operator D and the measure-
ment noise n (i.e. the pdf corresponding to the direct problem) can be expressed as
yjD; f ; sn½ � / N c y;D�1f ; s�1n I
� �

: ð12Þ
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It should be noted that the problem cannot be expressed directly by the dynamic stiffness matrix D but instead by its inverse,
that is the transfer functions matrix H. As shown later, a matrix inversion lemma will allow avoidingthe explicit inversion of
the matrix at the end of the development.
3.4. Posterior

Applying the Bayes theorem of Eq. (8) to the unknown sources f from Eqs. (11) and (12) yields
f jD; y; sf ; sn
� � / N c f ;0; s�1f I

� �
N c y;D�1f ; s�1n I
� �

ð13Þ

/ N c f ;lf ;Rf

� �
ð14Þ

with :

Rf ¼ D�HD�1sn þ sf I
� ��1

ð15Þ
lf ¼ Rf D

�Hsny: ð16Þ

By definition, the highest value of a gaussian pdf is its mean. The MAP corresponding to the regularized solution is then
fMAP ¼ D�HD�1 þ g2I
� ��1

D�Hy ð17Þ

¼ DDHg2 þ I
� ��1

Dy: ð18Þ
with g2 ¼ sf
sn the regularization parameter driving the noise filtering. The higher g2, the more selective the filter. Derived from

the application of matrix inversion lemma, the second expression of fMAP no longer depends on D�1 (see Appendix A).
Although it is mathematically correct, numerical errors may come with practical implementation of Eq. (18), especially when
the structural operator matrix is ill-conditioned or has high dimensions. Rewriting these expressions with singular value
decomposition (SVD) is an efficient approach to significantly reduce the numerical errors occuring during the inversion. It
also make possible to efficiently estimate the regularization parameter g2 and then the regularized solution, as explained
later. However, computing the SVD can be computationnally expensive for large matrices. Let D be decomposed as
D ¼ UdsicVH ð19Þ
where daic stands for a diagonal matrix with diagonal element ai, U and V for the left and right singular vectors of D, respec-
tively, and si corresponds to its singular values. Injecting Eq. (19) into Eq. (18) and after few algebraic manipulations, the
regularized solution can be expressed as
fMAP ¼ U
si

1þ g2s2i

	 

VHy: ð20Þ
3.5. Relationship with other regularization approaches

It should be noticed that, when a Gaussian prior is used in Eq. (11), the Bayesian regularization leads to an expression
similar to that of the most commonly used Tikhonov approach. Starting from the gaussian pdf expression in Eq. (10) and
minimizing the opposite of the logarithm of the right hand side of Eq. (13) leads to the Tikhonov cost function
f̂ Tikh ¼ argmin
f
kD�1f � yk22 þ g2kf k22: ð21Þ
The regularized solution is then a tradeoff between source energy and residuals or noise energy. According to the previous
section, the regularization parameter is the inverse of a signal-to-noise ratio. More specifically, it is not the ratio between the
noise and the directly measured displacements (as usually used to assess the measurement quality) but it corresponds to the
ratio between the noise and the sources to be infered. The Bayesian approach provides then a more physical point of view on
regularization than the Tikhonov one, where the regularization parameter is only a mathematical parameter to adjust. The
Tikhonov approach can then be viewed as a particular case of the Bayesian one where Gaussian pdf describe both the like-
lihood and the prior. It is often easier within the Bayesian framework to design new regularization processing specifically
adapted to particularities of inverse problems. For example, the sparsity property can be compelled by an high kurtosis
pdf. The use of a Laplace prior yields a cost function with a ‘1-norm while the use of a Cauchy prior, easily taken into account
within the Bayesian framework, is more difficult to design into a cost function.
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3.6. Optimization of regularization

Several strategies have been developed in order to optimize the regularization parameter g2 which appears in the cost
function of Eq. (21). The two most used strategies are the L-curve [14] and the GCV [13]. The first one simply consists in plot-
ting the source norm and the residual norm in a two dimensional log space for several values of g2 and searching the max-
imum of curvature of the resulting curve. In some cases, the L-curve shows multiple corners, that means multiple local
maxima of curvature, and a wrong corner can be chosen for the optimization. For a given g2, the GCV strategy consists in
consecutively leaving out a measurement point and predicting it with all the others. The optimization is then performed
by adjusting the regularization parameter g2 which minimizes the residual sum between measurements and predictions.
In some cases, the curve associated with this optimization is flat at its minimum and for a wide range of g2. Therefore,
the variability of the regularization parameter can be oversized. Recently, a new approach within the Bayesian framework
has been proposed in Ref. [22]. The principle is to apply the Bayesian theorem to express the joint pdf of both precisions only
conditionally to measurements and structural operator, without injecting any a priori information about precisions
sn; sf jy
� � / yjsn; sf

� �
sn; sf
� �

/ N c y;0; s�1n Iþ s�1f D�1D�H
� �

: ð22Þ
A change of variable is then applied to infer the a posteriori pdf of g2; sf jy
� �

followed by a marginalization step to only infer
g2jy� �

. The marginalization step consists in a projection of a multidimensional pdf on a subdimensional domain. The variable
marginalized out is then considered as latent or hidden variable and is not expressed in pdf anymore, as defined by
Z

AjB½ � B½ �dB ¼ A½ �: ð23Þ
Then, in the same way as the Tikhonov cost function in Eq. (21) is deduced from the a posteriori pdf on sources in Eq. (13), the
Bayesian cost function for the regularization optimization is obtained by taking the opposite of the logarithm of g2jy� �

. The
regularization parameter is thus estimated by minimizing the following cost function
Jðg2Þ ¼
XN
i¼1

ln s�2i þ g2� �þ N � 2ð Þ ln 1
N

XN
i¼1

jvH
i yj2

s�2i þ g2

 !
; ð24Þ

¼
XN
i¼1

ln 1þ g2s2i
� �� ln s2i

� �þ N � 2ð Þ ln 1
N

XN
i¼1

s2i jvH
i yj2

1þ g2s2i

 !
; ð25Þ
where N is the size of the structural operator matrix D; si is still its i-th singular value, v i is the i-th right singular vector – i.e.
the i-th column of matrix V in Eq. (19) –and y is the measurement vector. The second formulation given in Eq. (25) illustrates
better the relation with the regularization in Eq. (18), from the terms 1þ g2s2i and Iþ DDHg2. It should be noticed that this
expression is obtained with the singular value decomposition of D, the inverse problem matrix whose inputs are measure-
ments and outputs are sources. For most of the inverse problem applications, the direct problem matrix H mapping the
sources to the measurements is known instead of the inverse operator one. On the basis of SVD properties, the direct and
inverse matrices are linked by the following relation,
H ¼ D�1 () UhShV
H
h ¼ VdS

�1
d UH

d : ð26Þ

As a result,
shi ¼ s�1di
; uhi ¼ vdi ; vhi ¼ udi : ð27Þ
To apply this optimization with the SVD of the direct matrix H; s�2i ¼ s�2di should simply be substituted by s2i ¼ s2hi and v i ¼ vdi

by ui ¼ uhi in Eq. (24), yielding the same expression as in Ref. [22]. This empirical Bayesian optimization, called the
‘‘Marginalized Maximum A Posteriori” and denoted hereafter as MMAP, provides the advantage of having a unique global
minimum with parabolic shape locally [22]. This approach resolves issues faced by L-curve and GCV, for an equivalent
time-efficiency.

4. Markov Chain Monte Carlo

Up to now, only the maximum probabilities are inferred to find optimal values while the rest of pdf contains information
about uncertainties. Going further in the Bayesian approach, the whole pdf can be inferred but it would be very difficult and
sometimes intractable analytically. The alternative is to evaluate the whole pdf in sufficient detail using suitable sampling
algorithms such as MCMC methods [25], which are a class of random samplers whose runs converge to so-called stationary
distributions. Histograms can be calculated from these stationary distributions to estimate dispersion of various random
variables of the problem, making available credible intervals or propagation of uncertainties besides an automatic regular-
ization. The aim is then to sample into f ; sf ; snjD; y

� �
, the joint density of all the random variables conditionally to all the
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deterministic variables of the problem. Putting priors on a priori precisions sf and sn will act as a constraint for the optimiza-
tion, that is to say a guide for exploring joint density. These so-called hyperpriors are chosen in a family of conjugate densities
(i.e. such that the product of the prior and the likelihood remains in the same family as the posterior) and the variables are
organized according to a hierarchical model to simplify the sampling algorithm.

4.1. Choice of sampling algorithm

Basically, a sample can be drawn from an arbitrary joint pdf on f ; sf and sn, called the proposal pdf, centered on an initial
point and accepted or rejected by an acceptance rate depending on the target pdf f ; sf ; snjD; y

� �
and the proposal one. If it is

accepted, a new sample is drawn from the same arbitrary pdf but centered on the previous sample, making the chain con-
verge. This corresponds to the Metropolis-Hastings algorithm [25]. With an inappropriate proposal pdf or when the dimen-
sion of the target pdf increases, the sample rate falls rapidly and the chain stagnates or diverges. To overcome this issue, the
component-wise Metropolis-Hastings consists in sampling consecutively from unidimensional proposal pdf over each
dimension independently from the others. By contrast, when variables are strongly dependent, unidimensional samplers
are less efficient. When the target conditional pdf f jD; y; sf ; sn

� �
; sf jD; y; f ; sn
� �

and snjD; y; f ; sf
� �

are sufficiently simple,
the Gibbs sampling algorithm [27] consists in sampling directly from these conditional pdf instead of sampling from the pro-
posal ones. Every sample is then accepted and the chain converges very quickly. The use of hierarchical model simplifies
these target conditional pdf, as well as conjugate priors.

4.2. Hierarchical model

Hierarchical models [32] are a way to represent relationships between stochastic and deterministic variables of the prob-
lem into a multi-level Bayesian graph. It can also be viewed as a directed acyclic graph within the graph theory. For a specific
variable of the graph, also called a node, links to other upper level variables, or parent nodes, act as its priors while links to
lower level variables, or children nodes, represent its likelihood. The other parents of children nodes are called co-parent
nodes. As a result of the Bayes theorem, the pdf of a variable hj conditionally to all the others, denoted hereafter as1�hj , will
only depend on its parents, children and co-parents of its children following this expression from Ref. [32]
hjj1�hj
h i

/ hjj Parents of hj
� �� Y

hk children of hj

hkj Parents of hk½ �: ð28Þ
This relation is then useful to reduce the number of conditioning variables of the target conditional pdf
f jD; y; sf ; sn
� �

; sf jD; y; f ; sn
� �

and snjD; y; f ; sf
� �

.

4.3. Conjugate priors

When the likelihood distribution is from the exponential family, it is possible to design a prior, also from the exponential
family, so that the posterior is in the same family as the prior. The prior is then a conjugate prior for the likelihood [33].
Depending on cases, the prior, and so the posterior, can be described by a common distribution for which a sampling algo-
rithm is available, making the Gibbs sampler even more efficient. It turns out that the Gaussian distribution used in this work
has an easy-sampled conjugate prior density for its dispersion parameter. Indeed, the inverse-gamma distribution is a con-
jugate prior for the variance of a likelihood Gaussian, or the gamma distribution can also be used for the precision. As it is
easier to sample from the second one, the precision parameter seems to be a better choice to describe Gaussian pdf, as done
in Section 3.2. The gamma density on precision s with shape parameter k and rate parameter h is expressed as
G s; k; hð Þ ¼ sk�1 exp � s
h

� �
CðkÞhk with k > 0 and h > 0 ð29Þ
where CðkÞ ¼ R10 kt�1 exp �tð Þdt is the gamma function.

4.4. Choice of hierarchical model

Designing a hierarchical graph is not as trivial as it appears and some tips should be given. Firstly, the noise snapshot n
must not appear explicitly. Otherwise, the likelihood ½yjf ;D;n� would be completely known (equivalent to a dirac distribu-
tion). The a posteriori of the source field f being the product of a prior and this likelihood, it would also be a dirac distribution.
The other pdf would also be impacted in the same way. Each new sample being the same as the initialization value, the Gibbs
sampler would be completely frozen. It is much more effective to introduce the noise precision sn (or the variance) by
½yjf ;D; sn�, letting the likelihood be uncertain. This time, the product with a prior generates a new pdf whose density is a
trade off between prior and likelihood ones, the Gibbs sampler can then converge in this case. Secondly, there may be dif-
ferent ways to describe the physics. For example, the problem of Eq. (6) can be interpreted as a denoising procedure of Dy
with a spatially correlated noise Dn, or it can also be interpreted as a common inverse problem with a simple additive white
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noise by using an alternative expression y ¼ D�1f þ n. These two descriptions yield different hierarchical graphs, but after
calculating each graph conditional pdf needed for the Gibbs sampler it turns out that they are completely equivalent. As dif-
ferent graphs can describe the same physics, it has been decided to use the one corresponding to a common inverse problem
because of its generality. The corresponding graph is presented in Fig. 1, where square boxes stand for deterministic quan-
tities while circular boxes correspond to stochastic variables whose a posteriori distributions are to be inferred. Arrows rep-
resent direct relationships between quantities and N and G stand for gaussian and gamma distributions respectively. ðkf ; hf Þ
are the hyperparameters of the source precision sf and ðkn; hnÞ the hyperparameters of the noise precision sn. These param-
eters have to be set depending on a priori information but carefully to avoid skewing the inference.

4.5. Conditional probability density functions

Following the graph of Fig. 1 and applying Eq. (28) on stochastic variables, the target conditional pdf are
Fig. 1.
stochas
gaussia
f jD; y; sf ; sn
� � / N c f ;0; s�1f I

� �
N c y;D�1f ; s�1n I
� �

ð30Þ

/ N c f ;lf ;Rf

� �
ð31Þ

with :

Rf ¼ DDH DDHsf þ snI
� ��1

ð32Þ

lf ¼ DDHg2 þ I
� ��1

Dy ð33Þ
which finally are the same expressions as in Eqs. (15) and (16) but expressed with D instead of D�1,
snjD; y; f ; kn; hn½ � / G sn; kn; hnð ÞN c y;D�1f ; s�1n I
� �

ð34Þ

/ G sn; kn þ N; h�1n þ y � D�1f
��� ���2

2

� �1 !
ð35Þ
which only depends on the residuals norm, the number of measurement points N and its hyperpriors kn and hn,
sf jf ; kf ; hf
� � / G sf ; kf ; hf

� �N c f ;0; s�1f I
� �

ð36Þ

/ G sf ; kf þ N; h�1f þ fk k22
� ��1� 

ð37Þ
which similarly only depends on the source norm, its hyperpriors and the number of source points. It can be observed that if
the shape parameter k tends towards zero while the rate parameter h approaches infinity, the conditional pdf on precisions
in Eqs. (35) and (37) would no longer depend on hyperpriors. Thus, the hyperpriors would no longer compel the exploration
of pdf, the resolution would be totally empirical. It should be noticed that the Gamma distribution is not defined theoreti-
cally for k ¼ 0 and this shape parameter is often set to k ¼ 1. However, this non-zero value is equivalent to injecting a priori
information, as the expected value for s is h and the mode of its distribution is 0. If the prior is not evaluated directly but only
the posterior is calculated, it is considered that improper prior can be used if the posterior is well defined. In this way, it is
then allowed to set the hyperparameters to kf ¼ kn ¼ h�1f ¼ h�1n ¼ 0. This configuration is used in Sections 5.3.4 and 6.4 in
order to compare the empirical Bayesian optimization from Eq. (25) and the fully Bayesian approach. In brief, putting hyper-
priors accelerates convergence of the resolution but it can add a bias if the constraint is too high. Using the SVD of the struc-
tural operator and a new parametrization can drastically reduce the numerical cost of each sample as proposed in Appendix
A.1. Actually, the most costly step is the SVD of the operator matrix, which is also required for the other optimization pro-
kf , θf kn, θn

τf τn

f D

yN

N

G G

Hierarchical graph of the vibration source identification problem. Square boxes stand for deterministic quantities while circular boxes correspond to
tic variables whose a posteriori distributions are to be inferred. Arrows represent direct relationship between quantities and N and G stand for
n and gamma distributions respectively.
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cedures presented in this paper. This decomposition has to be computed only once. Thus, the computational complexity is of
the same order as other optimization procedures and the additional cost depends on the number of samples requested to
reach convergence.
5. Simulations

This section illustrates the previous developments. The displacement field of a simply supported steel beam excited by an
harmonic point source is calculated analytically and then corrupted by noise. The Force Analysis Technique is applied to it to
demonstrate the high sensitivity of the method to additive noise when not regularized. Pathological L-curve and GCV opti-
mizations are shown in comparison with an adequate empirical Bayesian optimization. Further developments on Gibbs sam-
pling are then presented, including the automatization of sampling and the process to obtain credible intervals. A pseudo
code of the algorithm is proposed in Appendix A.2.

5.1. Synthesis of noisy displacements

The harmonic transverse displacement field of a simply supported beam excited by a point source is computed by using
an analytical wave decomposition approach [34].
wðx;xÞ ¼
A

2k3wEð1þjgÞI
sinðkwxÞ sinðkwðL�x0ÞÞsinðkwLÞ � sinhðkwxÞ sinhðkwðL�x0ÞÞsinhðkwLÞ

� �
; for x 2 ½0; x0�

A
2k3wEð1þjgÞI

sinðkwðL� xÞÞ sinðkwx0ÞsinðkwLÞ � sinhðkwðL� xÞÞ sinhðkwx0ÞsinhðkwLÞ

� �
; for x 2 ½x0; L�

8><>: ; ð38Þ
with L the beam length, A and x0 the amplitude and the location of the single point force, kw ¼ qS
Eð1þjgÞIx

2
� �1

4
the flexural

wavenumber controlled by the driving angular frequency of the source and structural and geometrical properties of the
beam. Following Eq. (5), an additive white noise n is then added to the simulated displacement as
n ¼ �0 þ j�00ð Þffiffiffi
2
p rw10

�SNR
20 ð39Þ
with �0 and �00 two independant random vectors with the same size as w and sampled from standard normal distribution, rw

the standard deviation of the simulated displacement w and SNR the signal-to-noise ratio in decibels (dB). The parameters
used in this simulation are listed in Tables 1 and 2. The resulting noise-free analytical displacement field and the observed
field obtained after adding a noise with SNR = 15 dB are presented in Fig. 2. In this simulation, the arbitrary source frequency
does not correspond to a resonance because the inverse problem is known to be particularly ill-posed at resonances. Math-
ematically, is occurs because the displacement at resonance is solution of the equation of motion without external excitation.
Physically, this issue can also be explained by the fact that at resonance, the same displacement can be observed from dif-
ferent source location and amplitude, so there is no unique solution. However, considering damping property of the struc-
ture, there is no more singularity and the inverse problem can be (roughly) solved.

5.2. Force Analysis Technique

The operator matrix D is then constructed from geometrical and structural parameters of the beam of Table 1 and from
the frequency of Table 2. As explained in Section 2.3, forward and backward finite difference schemes are used at boundaries
of the studied subdomain. Fig. 3 shows that the location and the amplitude (after a spatial integration) of the point source are
revealed with accuracy and precision when this operator matrix is applied to the noisefree displacement w while the point
source is totally covered by aberrant forces when applied to the noisy displacement vector y. In practice, w is never known,
so a regularization step is generally needed to extract information about sources from Fig. 3b.

5.3. Regularization

Regularization by means of the L-curve, GCV, MMAP and MCMC optimizations are compared in this section in order to
illustrate the improvement brought by the Bayesian framework. The first two methods are performed by using the Hansen’s
RegTools package [35]. The following results are obtained from the noisy displacement field of Fig. 2.

5.3.1. L-curve regularization
Fig. 4 shows the L-curve on a 2D plot with residual and source norms as axes, computed for several values of the regu-

larization parameter g2. The optimal value – i.e. the maximum of curvature – is identified as g2
Lcurve ¼ 3:02� 10�14 but other

local curvature maxima are visible, for example near g2 ¼ 10�10, thus illustrating the multimodality of this criterion.



Table 1
Geometrical and structural characteristics of the simulated steel beam.

Length L [m] Moment of inertia I [m4] Section S [m2] Spatial discretization Dx [m]

1 4
3� 10�11 4� 10�5 1� 10�2

Young modulus E [N/m2] Structural damping g Mass density q [kg/m3]

210� 109 1� 10�3 7800

Table 2
Characteristics of the simulated point source.

Location x0 [m] Amplitude A [N] Frequency m [Hz]
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Fig. 2. Real part of the simulated displacement field of the steel beam (w) and of the observed field (y) obtained after adding a noise with SNR = 15 dB.
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Fig. 3. Real part of the source distribution (N/m) calculated from the FAT, without (a) and with (b) noise added.
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5.3.2. GCV regularization

Fig. 5 represents the GCV cost function whose regularization parameter optimum value is found at g2
GCV ¼ 2:61� 10�15.

This cost function has only one global minimum but the precision of this criterion is quite large due to the flat shape near the
minimum.
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5.3.3. MMAP regularization
The MMAP cost function is computed from Eq. (25) and shown in Fig. 6. There is also a unique global minimum but, con-

trary to the GCV cost function, the parabolic shape at its minimum allows a better precision. The optimal value
g2
MMAP ¼ 8:11� 10�15 is between the L-curve and the GCV values and can thus be seen as a tradeoff between these two com-

mon criteria.
5.3.4. MCMC regularization
The MCMC regularization is perform by the Gibbs sampling and conditional pdf given in Eqs. (30)–(33), (32), (35)–(37).

Successive samples are added to Markov chains and allows the estimation of credible intervals of parameters from his-
tograms besides automatic regularization. In order to preserve the empirical approach used by previous criteria, a priori

parameters of precisions sn and sf are set to kn ¼ kf ¼ h�1n ¼ h�1f ¼ 0. In this case, the only maintaining a priori information
is the shape of the distribution but samples obtained from Eqs. (35) and (37) now depend only on the likelihood.

Initialization of chains. The better the initialization, the faster the convergence. Conversely, a bad initialization slows down
the convergence and can even make the chains completely diverge in some cases. We mean by ‘‘under/over regularization”
the initialization with under/over estimation of the parameter. Fig. 7 shows multiple chains on sn; sf and g2 for two different
initializations: over initialized sn (red) and under initialized sn (blue), sf being always well initialized. For the under initial-
ization of sn, the chains converge quickly to the expected values. In the case of over initialization of sn, errors are first prop-
agated to sf and g2 before all chains finally converge in a much higher number of iterations. The reason of this observation is
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that the step between two consecutive samples is directly linked to precisions sf and sn in the Gibbs sampling. If they are too
high, chains are treading water. When there is no a priori, it is then much better to under initialize than to over initialize. In
practice, the L-curve, GCV and MMAP indicators can be evaluated in a first step, then the median value is selected to avoid
over or under regularization. The source distribution can then be initialized from Eq. (20) with the median regularization

parameter, noted f init . The source precision can be directly initialized from kf initk�22 . The noise precision is initialized from
the comparison between the measurements y and the displacement resulting from the initialized source distribution by

ky � D�1f initk�22 .
End of chains. To design an algorithm even more unsupervised, an automatic procedure can be added to end sampling

when a convergence criterion reaches a target value. Several strategies are proposed in the scientific literature, such as
the monitoring of the chain autocorrelation, its mixing [36], a stationary test [37], the comparison of values in the early part
of the chain to those in the latter part of the chain [38] or the study of accurary percentiles [39]. Nevertheless, these methods
only ensure that the chain has converged, but they do not guarantee that the pdf has been widely explored, so the chain can
be stuck in a local maximum of the pdf. The convergence criterion used in this work is then based on multiple sequences of
the Gibbs sampling with different chains initializations and monitoring of chains variances [40]. When all of the Gibbs sam-
plers have converged to the same stationary distribution, it can be considered that the global maximum of the pdf has been
reached. Within-chain and between-chain variances of second-half sample chains of a specific variable are used to calculate
a Potential Scale Reduction Factor (PSRF) which monitors the convergence of this specific variable [40]. When the PSRF tends
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to 1, convergence is achieved and all the second-half samples can be concatenated to improve histograms. If convergence is
too fast, histograms can be inaccurate so a minimum number of iterations should be imposed. The regularization parameter
g2 being the ratio of noise and source precisions, it can be close to the optimum even if both precisions are wrong (if they
have the same multiplicative error). It is then preferable to monitor both precisions chains instead of the regularization
parameter ones. Fig. 8 shows three different initializations for sn and sf . The target value for the PSRF is set to 1.01 to con-
sider the algorithm has converged. The vertical line delineates then the transition from the so-called burn-in time (converg-
ing chains) to stationnary distribution (converged chains). Here, the minimum number of iterations is set to 450 to refine
parameters histograms even if 200 would be enough. In this work, both precisions are monitored and three chains are used

to compute the PSRF indicator. A first noise precision sð1Þninit is initialized from ky � D�1f initk�22 as explained before. The two

other noise precisions are initialized with a gain of �15 dB by multiplying sð1Þninit by 10�
15
10. This way, the Gibbs sampler covers

a wide measurement quality range. It is then considered that the noise precision perturbation propagates to the other vari-
ables, so the source distribution and its precision are initialized with the same value for the three chains, following the pro-
cedure detailed in the previous paragraph.

Histograms of both precisions and their ratio g2 are evaluated from stationary distributions and are presented in Fig. 9
with gamma distribution fits. To test the model sensitivity, these estimated distributions can then be used to perform a more
realistic propagation of uncertainty, rather than simply using Gaussian or uniform distributions with a priori parameters.
Besides, the noise level (i.e. s�1n ) is a direct indicator of measurement quality and is assessable by Gibbs sampling. As the
g2 histogram is not symmetric, the distribution mode is no longer equivalent to the mean value and to the median indicator.
The maximum of the regularization parameter g2 is then evaluated as the maximum of the associated gamma distribution
fit, g2

MCMC ¼ 1:04� 10�14. The GCV, MMAP and L-curve results are represented by vertical lines on the histogram of g2 for
comparison. The MMAP result is the closest value to the MCMC one and could even be considered as equivalent if the mode
of the histogram was as the reference value instead of the maximum of the gamma distribution fit.

Regularized source distribution. Fig. 10 presents the concatenation of corresponding converged chains over the source field.
The point source is clearly visible close to x ¼ 0:4 m. As this algorithm deals with Gaussians, the MAP estimator can be cal-
culated either by the mean value or by the median. Although these two indicators are asymptotically equivalent, the second
one is preferable because it is less sensitive to extreme values when there are few samples.

Credible intervals can also be estimated from chains quantiles, as shown in Fig. 11. The higher is the number of samples,
the less disturbed is this source field (with a lack of samples, the empirical median is not totally stabilized). Another possible
way is to use the MAP of g2 obtained by Gibbs sampling and to inject it into Eq. (20) just like for the other indicators. Both
fields are quite similar and illustrate the equivalence between the empirical Bayesian cost function of Eq. (25) and the fully
Bayesian application with no a priori provided by Gibbs sampling. It should be noticed that it would have required several
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measurements to obtain these intervals with traditional methods while a unique scan of the structure is sufficient within the
Bayesian framework. These intervals can be used to judge solution relevance. However, the prior defined in Eq. (11) inher-
ently leads to smooth solutions, because such prior does not promote sparsity. Then, the actual sparse source distribution
used for this numerical simulation may not lie in the credible intervals everywhere. Hence, credible intervals are prior-
dependent (contrary to confidence intervals from a frequentist point of view) and should be interpreted with caution. How-
ever, if the source amplitude is the quantity of interest, the spatial integration corrects the smoothing effect of the prior. As it
will be shown below, the source amplitude can thus be properly recovered. Nevertheless, these intervals can be used for
example to detect automatically the presence of sources. At each space point, if a credible interval of p% does not include
0, then there is a credibility of p% that there is actually a source there. This source presence credibility depends on the noise
level. Indeed, the intervals increase with the noise, so the credibility to include 0 increases too, so the credibility of a source
presence decreases. Depending on a false positive or a false negative tolerated rate, a threshold can be applied to the result-
ing detection credibility map to assess the presence of sources.
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5.3.5. MCMC samples illustrated on L-curve and GCV cost function
Fig. 12 illustrates the MCMC samples of a unique Gibbs sampler (i.e. a unique pair of Markov Chains from Fig. 8 in the

same representation as the L-curve and the GCV cost function. To compare with the L-curve, the Euclidean norm of each
source distribution sample f imcmc is computed, where the exponent i corresponds to the i-th iteration of the Gibbs sampler,

as well as the reconstruction error norm from y � D�1f imcmc instead of using the Hansen’s RegTools function. The difference
between the L-curve and the MCMC samples could be explained by the fact that the precisions ratio, and so the regulariza-
tion parameter, is conserved when the same term multiplies both numerator and denominator. Thus, MCMC samples seems
to converge towards a higher solution and residual norms than L-curve ones. To compute the GCV cost function from MCMC
samples, only the regularization parameter is required instead of using the two precisions. The calculation is then equivalent
to the Hansen’s RegTools function, MCMC samples and GCV cost function are overlapped. In both cases, the convergence area
of MCMC samples is closed but not exactly the same as the optimum values of L-curve and GCV cost function.
5.3.6. Comparison of source fields
Fig. 13 compares the source fields recovered from the four indicators. Even if they are quite close, the L-curve solution

tends to over-regularize and the GCV optimization to under-regularize, while the two Bayesian approaches yield almost
the same field. As it will be exposed in the next section, these small differences are verified in most cases but can be signif-
icantly amplified for some specific frequencies.
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6. Experimental validations

The applicability of the FAT and Bayesianmethods is presented here on experimental data and for a wide frequency range.
6.1. Experimental setup

A freely suspended aluminum beam, whose geometrical and structural characteristics as well as mesh characteristics are
listed in Table 3, is excited by a shaker located at x0 ¼ 0:37 m. A force sensor is placed at the interface to acquire a reference
signal. The excitation signal is a linear chirp signal in frequency range 100;4000½ � Hz with frequency resolution
Df ¼ 0:625 Hz, the displacement measurement is performed by a scanning laser vibrometer. Pictures in Fig. 14 show the
experimental setup.
6.2. Measurements of noisy displacements

Fig. 15 presents a space-frequency map of the measurements yðx;xÞ with a logarithmic scale on the module, where
curved lines correspond to nodal lines. On this simple analytical structure, the force location can easily be evaluated between
0.35 m and 0.40 m but the quantification of injected effort is not as direct.
6.3. Regularization parameters

For each frequency in the range ½100; 4000� Hz, the four regularization optimization criteria are calculated, as illustrated
in Fig. 16. L-curve and GCV solutions are unstable at several frequencies whereas the two Bayesian solutions are overall
stable and almost overlapped. Wrong L-curve optimization tends to force the source field to zero while wrong GCV optimiza-
tion tends not to filter residuals.
Table 3
Structural and geometrical characteristics of the experimental aluminum beam and characteristics of the mesh.

Young modulus E [N/m2] Mass density q [kg/m3] Structural damping g

70� 109 2700 1� 10�4

Length L [m] Moment of inertia I [m4] Section S [m2]

72:25� 10�2 6:02� 10�11 8:58� 10�5

Mesh length Lm [m] Number of nodes Nm Spatial discretization Dx

59:32� 10�2 105 5:7� 10�3



Fig. 14. Experimental setup of the free beam excited by a shaker with a linear chirp signal in frequency range 100; 4000½ � Hz. A force sensor is placed at the
interface between the beam and the shaker to acquire a reference signal.
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Fig. 17. Source level identified by L-curve, GCV, MMAP and MCMC as a function of frequency.
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6.4. Source identification

As first explained in Section 2.2, the identified source field corresponds to a source distribution in N/m and should be spa-
tially integrated around each source to obtain its force amplitude in Newton, following
Fig. 18
correcti
bAx ¼ Dx

Xne
i¼ns

f̂ ðxi;xÞ ð40Þ
with bAx the identified force amplitude of a specific source, ns and ne the limit nodes for the spatial integration around the

specific source and f̂ ðxi;xÞ the identified source distribution. A unique point source is considered in this experimental illus-
tration, so the injected force can be obtained by integrating all over the mesh, i.e. with ns ¼ 1 and ne ¼ Nm. Repeating this
step for each frequency, Fig. 17 shows the injected force as a function of frequency and for the four criteria. Logically, the
Bayesian solutions are almost equivalent and more stable than L-curve and GCV ones.
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6.5. Credible intervals and comparison with reference signal

Three main steps are required to obtain the force amplitude in dB from the spatial force distribution: the computa-
tion of a sum, a magnitude and a logarithm. Then, it could be hazardous to determine credible intervals on the force
amplitude directly by integrating the force distribution with credible intervals from Fig. 11. To propagate the credibility
of the force spatial distribution, polynomial chaos could be used. However, the samples must be resumed to a well-
known pdf. Also, the pdf of a variable magnitude logarithm is not easily reachable analytically. Sampling strategies could
also be applied (for example a Metropolis-Hastings step). Rather than drawing force amplitude samples from a force dis-
tribution obtained itself by a sampling strategy, it is more practical to reuse the results of Fig. 10 and to calculate force
amplitude samples directly from force distribution samples. This time, each force spatial distribution draw from the sta-
tionary distribution of the Markov chain is spatially integrated and quantiles are calculated from all these resulting
source level samples. Because the MMAP and MCMC curves are quite similar and because L-curve and GCV ones are
unstable, only MCMC results are compared to the reference signal of the force sensor at the interface (see Fig. 18).
The raw signal reference is close to the MCMC results only at peaks and far from it near troughs. It must be noticed
that the FAT identifies the force actually injected to the structure while the force sensor can be biased by its own inertia.
A method to correct the reference signal is proposed in Ref. [41] and applied here. It consists in identifying first the sen-
sor mass from two measurements with two different calibrated masses, then multiplying it for all the frequencies by the
measured acceleration of the beam corresponding to the maximum of identified source field, and finally in subtracting
this product from the raw signal of reference. After this correction, the source level identified by the inverse method is
quite close to the corrected reference signal. At least, the latter is almost always included in the 50% credible interval.

7. Conclusion and perspectives

In the present paper, significant improvement in terms of robustness has been noticed for the vibration source char-
acterization problem by using an empirical Bayesian criterion instead of the L-curve or the GCV regularizations which,
for specific frequencies, under-regularizes and over-regularizes respectively. A fully Bayesian procedure has also been set
up by adding a priori pdf on noise and source precisions, and by identifying the whole a posteriori pdf on unknown vari-
ables by the Gibbs sampler, a particular case of MCMC algorithms. With an empirical parametrization (i.e. non informa-
tive hyperpriors on both precisions), the fully Bayesian procedure yields the same most probable source field as the one
obtained by using the empirical Bayesian criterion. This observation reinforces the relevance of the empirical Bayesian
criterion which has been criticised for not solving the problem in its entirety. Credible intervals can also be identified
from the fully Bayesian procedure, on the spatial source distribution as well as on scalar variables such as the source
amplitude (in Newton) or the source and noise precisions. Information about the variability of each variable can be use-
ful for propagation of uncertainties and sensitivity analyzes or for assessing measurement quality. These two Bayesian
approaches are completely unsupervised and can be applied easily to a more complex structure requiring a finite ele-
ment model. The extension of the fully Bayesian approach with sparse prior on sources is a promising outlook for
the separation of spatially close sources, which might be used for example for the structure-borne noise characterization
of a bolted source at multiple attachment points.
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Appendix A. Matrix inversion lemma

The matrix inversion lemma (or Woodbury identity) is given by
Aþ BCEð Þ�1BC ¼ A�1B C�1 þ EA�1B
� ��1

: ð41Þ
Let us introduce,
A ¼ g2I; ð42Þ
B ¼ I; ð43Þ
C ¼ D�HD�1 ¼ DDH

� ��1
; ð44Þ

E ¼ I: ð45Þ

The expression of the regularized sources given in Eq. (17) can be expressed as
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f̂MAP ¼ D�HD�1 þ g2I
� ��1

D�Hy; ð46Þ

¼ D�HD�1 þ g2I
� ��1

D�H D�1D|fflffl{zfflffl}
�I

y; ð47Þ

¼ Aþ Cð Þ�1CDy; ð48Þ
¼ A�1 C�1 þ A�1

� ��1
Dy; ð49Þ

¼ g�2 DDH þ g�2I
� ��1

Dy; ð50Þ

¼ DDHg2 þ I
� ��1

Dy; ð51Þ
with the last expression corresponding to Eq. (18).

A.1. Gibbs sampler from structural operator SVD

From the SVD of the structural operator matrix given in Eq. (19), the covariance matrix for the sampling of f in Eq. (15)
can be expressed as
Rf ¼ U
s2i

s2i sf þ sn

	 

UH; ð52Þ
the associated mean vector is given in Eq. (20) so that
f jD; y; sf ; sn
� � � N c f ;U

si
1þ g2s2i

	 

VHy;U

s2i
s2i sf þ sn

	 

UH

� 
: ð53Þ
Sampling from a multivariate Gaussian distribution usually involves the Cholesky decomposition of the covariance matrice
which may be expensive to compute if the dimension of the distribution is large. A new parametrization is proposed to
reduce the sampling cost. Let us introduce the notations
~f ¼ UHf ; ~y ¼ VHy: ð54Þ
Knowing that a multivariate Gaussian pdf can be expressed as
N x;lx;Rx
� � ¼ lx þ R

1
2
xN x;0; Ið Þ; ð55Þ
it is then easier to sample from
~f jD; y; sf ; sn
h i

� si
1þ g2s2i

	 

~y þ s2i

s2i sf þ sn

	 
1
2

N c x;0; Ið Þ; ð56Þ
equivalent to multiple univariate sampling from standard normal distribution whose numerical cost is marginal. The sample

on f is then obtained simply by left-multiplying the sample on ~f by U. It can also be noted that
kf k22 ¼k~f k22; ð57Þ
kD�1f � yk22 ¼kds�1i c~f � ~yk22: ð58Þ
From these equivalences and from Eqs. (35) and (37), both precision distributions can be expressed using the new
parametrization,
snjD; y; f ; kn; hn½ � / G sn; kn þ N; h�1n þ kds�1i c~f � ~yk22
� ��1� 

; ð59Þ

sf jf ; kf ; hf
� � / G sf ; kf þ N; h�1f þ k~f k22

� ��1� 
: ð60Þ



A.2. Pseudo-code of the Gibbs sampler
Algorithm 1. Gibbs sampler.

1: % Initialization:
2: kf  0 % hyperparameters on sf
3: hf  þ1
4: kn  0 % hyperparameters on sn
5: hn  þ1
6: N  3 % number of chains in parallel
7: Rn  2 % PSRF for sn (higher than 1) from [40]
8: Rf  2 % PSRF for sf (higher than 1)
9: Rt  1:01 % threshold for the PSRF
10: g2  median g2

Lcurve;g
2
GCV ;g

2
MMAP

� �
% initial regularization parameter

11: ~y VHy% projection of the measurements on the right singular vectors
12: for k ¼ 1 to N do

13: Initialize ~f ðkÞ from Eq. (20) and g2

14: Initialize sðkÞf from k~f ðkÞk�22

15: Initialize sðkÞn from kds�1i c~f ðkÞ � ~yk�22 � 10
SNRðkÞ
10 %SNR ¼ �15;0;þ15½ �

16: end for
17: % Sampling:
18: while Rn > Rt and Rf > Rt do
19: for k ¼ 1 to N do

20: g2ðkÞ  sðkÞ
f

sðkÞn

21: eðkÞ  sample from N c eðkÞ;0; I
� �

22: ~f ðkÞ  si
1þg2ðkÞ s2

i

	 

~y þ s2i

s2
i
sðkÞ
f
þsðkÞn

	 
1
2

eðkÞ % from Eq. (56)

23: sðkÞn  sample from G sn; kn þ N; h�1n þ kds�1i c~f ðkÞ � ~yk22
� ��1� 

% from Eq. (59)

24: sðkÞf  sample from G sf ; kf þ N; h�1f þ ~f ðkÞ
��� ���2

2

� �1 !
% from Eq. (60)

25: end for
26: Rn  compute from [40]
27: Rf  compute from [40]
28: end while
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