
HAL Id: hal-01712710
https://hal.science/hal-01712710

Submitted on 28 Feb 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

On the Composition of Discrete and Continuous-time
Assume-Guarantee Contracts for Invariance

Adnane Saoud, Antoine Girard, Laurent Fribourg

To cite this version:
Adnane Saoud, Antoine Girard, Laurent Fribourg. On the Composition of Discrete and Continuous-
time Assume-Guarantee Contracts for Invariance. European Control Conference (ECC 2018), 2018,
Limassol, Cyprus. �10.23919/ECC.2018.8550622�. �hal-01712710�

https://hal.science/hal-01712710
https://hal.archives-ouvertes.fr


On the Composition of Discrete and Continuous-time
Assume-Guarantee Contracts for Invariance*

Adnane Saoud1,2, Antoine Girard1 and Laurent Fribourg2

Abstract— Many techniques for verifying invariance prop-
erties are limited to systems of moderate size. In this paper,
we propose an approach based on assume-guarantee contracts
and compositional reasoning for verifying invariance properties
of a broad class of discrete-time and continuous-time systems
consisting of interconnected components. The notion of assume-
guarantee contracts makes it possible to divide responsibil-
ities among the system components: a contract specifies an
invariance property that a component must fulfill under some
assumptions on the behavior of its environment (i.e. of the other
components). We define weak and strong semantics of assume-
guarantee contracts for both discrete-time and continuous-time
systems. We then establish a certain number of results for
compositional reasoning, which allow us to show that a global
invariance property of the whole system is satisfied when all
components satisfy their own contract. Interestingly, we show
that the weak satisfaction of the contract is sufficient to deal
with cascade compositions, while strong satisfaction is needed
to reason about feedback composition. Specific results for
systems described by differential inclusions are then developed.
Throughout the paper, the main results are illustrated using
simple examples.

I. INTRODUCTION

The concept of positive invariance plays an important role
in control theory (see [Bla99], [BM08] and the references
therein). They allow, for instance, to verify that a set of
unsafe states cannot be reached by the trajectories of a
system starting in a given set of initial states. However,
centralized approaches to verify invariance properties usually
suffer from the curse of dimensionality and are limited to
systems of moderate size. The study of invariance properties
of dynamical systems using decentralized approaches has
been an ongoing research area in recent years. Numerical
methods have been developed to compute compositionally
invariants [RKF10], [CVZ+12], [NO16], [SPW12], [CA15]
under the form of ellipsoids, polytopes or level sets of (poly-
nomial) functions. Other compositional approaches, using
formal methods and symbolic techniques, are presented in
[MGW15], [LFM+16]. All these works develop efficient
computational techniques by making specific assumptions on
the classes of dynamical systems and of sets to which they
can be applied.
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In the current work, we aim at proposing a general
theoretical framework and thus we make weak assumptions
on systems and invariants. We initiate a high-level frame-
work for verifying invariance properties of complex systems,
consisting of interconnected components, using a contract-
based approach [BCN+15]. Each component is assigned an
assume-guarantee contract, which specifies the invariance
property that the component must fulfill under assumption
about its environment (i.e. the other components). We in-
troduce contracts and define weak and strong semantics for
both discrete-time and continuous-time systems. We then
establish results that allow us to reason compositionally using
assume-guarantee contracts: i.e. if all components satisfy
their own contract then a global invariance property of the
whole system is satisfied.

Assume-guarantee reasoning have been previously used
in control theory. The authors in [KVDS09] presented a
compositionality result for linear dynamical systems based
on the notion of simulation introduced in [VdS04]. In spirit,
our work is closer to the framework presented in [KAS17]
for verifying general properties (not only invariance) using
parametric assume-guarantee contracts and compositional
reasoning by means of small-gain theorems. However, the
main compositionality result in that work requires to assume
that at least one component satisfies a contract (for some
parameter value), independently of the behavior of other
components. This breaks the circularity of implications of
the assume-guarantee contracts, which is arguably the main
difficulty in rigorous contract-based design. In the present
work, we do not make such an assumption.

The paper is organized as follows. In Section II, we intro-
duce the class of systems and interconnections considered
through the paper. In Section III, we introduce assume-
guarantee contracts, their weak and strong semantics and we
establish compositionality results for reasoning about inter-
connected systems. In Section IV, we develop specific results
for systems described by differential inclusions. Throughout
the paper, simple examples are used as illustrations of the
main results. The proofs for the propositions and theorems
can be found in the appendix.

Notation: Z, N and N+ denote the sets of integers, of
non-negative integers, and of positive integers, respectively.
R, R+

0 , R+ and R−0 denote the sets of real, of non-negative
real, of positive real and of non-positive real numbers,
respectively. For p ∈ N, [0, p]N = [0, p] ∩ N is an interval
of integers. The set of discrete-time domains is I(N) =
{[0, a]N, a ∈ N} ∪ {N} and the set of continuous-time



domains is I(R+
0 ) = {[0, a], a ∈ R+

0 } ∪ {[0, a), a ∈
R+} ∪ {R+

0 }. For x ∈ Rn, ‖x‖ denotes the Euclidean norm
of x. B denotes the unit ball. For ε ∈ R+, A ⊆ Rn the ε-
expansion of A is Bε(A) = {y ∈ Rn | ∃x ∈ A, ‖x−y‖ ≤ ε}.
Given a set A ⊆ Rn, its interior is denoted Int(A).

II. SYSTEMS AND INTERCONNECTIONS

In this section, we introduce the classes of systems
and interconnections considered throughout this paper, it
is important to note that the classes of systems used in
the paper are quite general, and includes deterministic and
nondeterministic systems, in discrete-time or in continuous-
time, described by difference or differential equations and
inclusions and allows us to deal with phenomena such as
sampling, time delays...

Definition 1: A discrete-time system is a tuple Σ =
(W,X, Y, T ) where
• W ⊆ Rm, X ⊆ Rn and Y ⊆ Rp, are the sets of inputs,

states, and outputs;
• T is a set of discrete-time trajectories (w, x, y) : I →
W ×X × Y where I ∈ I(N).

Definition 2: A continuous-time system is a tuple Σ =
(W,X, Y, T ) where
• W ⊆ Rm, X ⊆ Rn and Y ⊆ Rp, are the sets of inputs,

states, and outputs;
• T is a set of continuous-time trajectories (w, x, y) :
I →W ×X ×Y where I ∈ I(R+

0 ), and y : I → Y are
left-continuous functions.

Let us remark that trajectories of continuous-time systems
are allowed to be discontinuous though left-continuity of the
output is required for technical reasons.

We consider interconnections of systems of the same
temporal nature (discrete or continuous-time) that can be
described using cascade and feedback compositions, as
shown in Figure 1. Our notions of cascade and feedback
compositions are consistent with common usage and are
formally defined below.

Definition 3: Let Σ1 = (W1, X1, Y1, T1) and Σ2 =
(W2, X2, Y2, T2) be two systems such that Y1 ⊆ W2. The
cascade composition of Σ1 and Σ2 is the system Σ1||cΣ2 =
(W1, X1 × X2, Y2, Tc), such that (w1, (x1, x2), y2) : I →
W1 × (X1 × X2) × Y2 belongs to Tc if and only if there
exist (w1, x1, y1) : I1 → W1 × X1 × Y1 in T1, and
(w2, x2, y2) : I2 →W2×X2×Y2 in T2 such that I = I1∩I2
and for all t ∈ I , y1(t) = w2(t).

Definition 4: Let Σ = (W,X, Y, T ) be a system such that
Y ⊆W . The feedback composition of Σ is the system Σf =
({0}, X, {0}, Tf ), such that (0, x, 0) : I → {0} ×X × {0}
belongs to Tf if and only if there exists (w, x, y) : I →
W ×X × Y in T such that for all t ∈ I , y(t) = w(t).

Note that systems resulting from feedback composition
have trivial null inputs and outputs. Hence, with an abuse of
notation, we will denote Σf = (X, Tf ) and x ∈ Tf , with
x : I → X .

Σ1 Σ2

Σ1||cΣ2

y1 = w2w1 y2
Σ

Σf

y = w

Σ1 Σ2
y1 = w2 Σ3

y2 = w3

y3 = w1

(Σ1||cΣ2||cΣ3)f

Fig. 1. Cascade, feedback compositions and an example of interconnection
of systems

We should emphasize that trajectories of systems need not
be defined on the whole time domains N or R+

0 . This makes
it possible to avoid forward-completeness issues related to
feedback composition as shown in the following example.

Example 1: Let us consider Σ = (W,X, Y, T ) where
W = X = Y = R. A trajectory of Σ is a triple (w, x, y) :
I → W ×X × Y in T where I ∈ I(R+

0 ), w is continuous,
x and y are differentiable and such that x(0) = 1 and for all
t ∈ I , {

ẋ(t) = w(t)
y(t) = x2(t).

It is clear that Σ has trajectories defined on the whole time
domain R+

0 . However, if we only consider those trajectories,
the set of trajectories Tf of the feedback composition Σf

would be empty since the trajectories of Tf are of the form
x : I → X where I ⊆ [0, 1), and for all t ∈ I , x(t) = 1

1−t .

III. ASSUME-GUARANTEE REASONING FOR INVARIANCE

A. Assume-guarantee contracts

An assume-guarantee contract is a compositional tool that
specifies how a system behaves under assumptions about its
inputs [BCN+15]. The use of assume-guarantee contracts
makes it possible to reason on a global system based on
properties of its components. In this section, we introduce
assume-guarantee contracts to reason on invariance proper-
ties of discrete or continuous-time systems. These contracts
are equipped with a weak and a strong semantics, which
will allow us to establish compositionality results. Let us
first define contracts for discrete-time systems:

Definition 5: Let Σ = (W,X, Y, T ) be a discrete-time
system, an assume-guarantee contract for Σ is a tuple C =
(AW , GX , GY ) where
• AW ⊆W is a set of assumptions;
• GX ⊆ X and GY ⊆ Y are sets of guarantees.

We say that Σ (weakly) satisfies C, denoted Σ |= C, if for all
trajectories (w, x, y) : I →W ×X × Y in T :
• for all l ∈ I , such that for all k ∈ [0, l]N, w(k) ∈ AW ,

we have:
– for all k ∈ [0, l]N, x(k) ∈ GX ;
– for all k ∈ [0, l]N, y(k) ∈ GY .



We say that Σ strongly satisfies C, denoted Σ |=s C, if for
all trajectories (w, x, y) : I →W ×X × Y in T :
• y(0) ∈ GY ;
• for all l ∈ I , such that for all k ∈ [0, l]N, w(k) ∈ AW ,

we have:
– for all k ∈ [0, l]N, x(k) ∈ GX ;
– for all k ∈ [0, l + 1]N ∩ I , y(k) ∈ GY .

Let us remark that Σ |=s C obviously implies Σ |= C.
Intuitively, an assume-guarantee contract for a discrete-time
system states that if the input of the system belongs to AW

up to a time l ∈ N, then the state of the system belongs
to GX at least until l and the output of the system belongs
to GY at least until l, or until l + 1 in the case of strong
satisfaction. We now introduce contracts for continuous-time
systems:

Definition 6: Let Σ = (W,X, Y, T ) be a continuous-time
system, an assume-guarantee contract for Σ is a tuple C =
(AW , GX , GY ) where
• AW ⊆W is a set of assumptions;
• GX ⊆ X and GY ⊆ Y are sets of guarantees, where
GY is closed.

We say that Σ (weakly) satisfies C, denoted Σ |= C, if for all
trajectories (w, x, y) : I →W ×X × Y in T :
• for all t ∈ I , such that for all s ∈ [0, t], w(s) ∈ AW ,

we have:
– for all s ∈ [0, t], x(s) ∈ GX ;
– for all s ∈ [0, t], y(s) ∈ GY .

We say that Σ strongly satisfies C, denoted Σ |=s C, if for
all trajectories (w, x, y) : I →W ×X × Y in T :
• y(0) ∈ GY ;
• for all t ∈ I , such that for all s ∈ [0, t], w(s) ∈ AW ,

we have:
– for all s ∈ [0, t], x(s) ∈ GX ;
– there exists δ > 0, such that for all s ∈ [0, t+δ]∩I ,
y(s) ∈ GY .

Again, Σ |=s C obviously implies Σ |= C. An assume-
guarantee contract for a continuous-time system states that
if the input of the system belongs to AW up to a time t ∈ R+

0 ,
then the state of the system belongs to GX at least until t,
and the output of the system belongs to GY at least until t,
or until t+δ with δ > 0 in the case of strong satisfaction. Let
us remark that the value of δ may depend on the trajectory
(w, x, y) ∈ T and on the value of the time instant t ∈ I ,
which makes a noticeable difference with the discrete-time
case. Another difference is that for technical reasons, in the
continuous-time case, the set GY is required to be closed.

B. Compositional reasoning

We now provide results allowing to reason about intercon-
nected systems based on contracts satisfied by the compo-
nents. The results apply equally to discrete or continuous-
time systems.

Firstly, we provide the following result on assume-
guarantee contracts under cascade composition:

Theorem 1 (Contracts under cascade composition):
Let Σi = (Wi, Xi, Yi, Ti), i = 1, 2 be systems with
Y1 ⊆ W2. Let Ci = (AWi

, GXi
, GYi

) be assume-guarantee
contracts for Σi, i = 1, 2 with GY1

⊆ AW2
, and let

Cc = (AW1
, GX1

× GX2
, GY2

). The following implications
hold:
• If Σ1 |= C1 and Σ2 |= C2, then Σ1||cΣ2 |= Cc;
• If Σ1 |=s C1 and Σ2 |= C2, then Σ1||cΣ2 |=s Cc;
• If Σ1 |= C1 and Σ2 |=s C2, then Σ1||cΣ2 |=s Cc.

Secondly, we provide a result on feedback composition:
Theorem 2 (Contracts under feedback composition):

Let Σ = (W,X, Y, T ) be a system with Y ⊆ W and let
Σf = (X, Tf ). Let C = (AW , GX , GY ) be an assume-
guarantee contract for Σ with GY ⊆ AW . If Σ |=s C then,
for all trajectories x : I → X in Tf , we have for all t ∈ I ,
x(t) ∈ GX .

Let us remark that, for continuous-time systems, the left-
continuity of the output trajectories and the closedness of the
guarantee set GY are crucial for the proof of Theorem 2.

Let us point out that weak semantics is generally insuf-
ficient to reason on feedback composition, as shown by the
following counter-example:

Example 2: Let us consider Σ = (W,X, Y, T ) where
W = X = Y = R+

0 . A trajectory of Σ is a triple
(w, x, y) : I → W × X × Y in T where I = R+

0 , w is
continuous, x and y are differentiable and such that x(0) = 0,
and for all t ∈ R+

0 ,{
ẋ(t) =

√
w(t)

y(t) = x(t).

Let us consider the assume-guarantee contract C =
({0}, {0}, {0}) for Σ. We can easily check that Σ |= C.
However, the conclusion of the previous theorem does not
hold. Indeed, the map x : R+

0 → X defined by x(t) = t2/4
can be shown to belong to Tf and there exists t ∈ R+

0 such
that x(t) /∈ GX = {0}.

It is clear from the previous example that strong satisfac-
tion is needed to reason about feedback interconnections. We
show two modifications of the previous example, based on
sampling or time-delays, which lead to strong satisfaction of
the contract:

Example 3: Let the system Σ1 = (W,X, Y, T1) where
W = X = Y = R+

0 . A trajectory of Σ1 is a triple
(w, x, y) : I → W × X × Y in T1 where I = R+

0 , w is
continuous, x is differentiable and such that x(0) = 0, and
for all t ∈ R+

0 , ẋ(t) =
√
w(t)

y(t) = 0 0 ≤ t ≤ t0
y(t) = x(tk) tk < t ≤ tk+1, k ∈ N.

where (tk)k∈N a strictly increasing sequence of sampling
instants with t0 ≥ 0 and tk → +∞ when k → +∞. Let us
remark that y is left-continuous. Let us consider the assume-
guarantee contract C = ({0}, {0}, {0}) for Σ. We can easily
check that Σ |=s C, where the value of δ as in Definition 6 is



given by δ = tk+1 − t if tk ≤ t < tk+1. We can also check
that the conclusion of the previous theorem holds since the
only trajectory x : R+

0 → X in Tf is given by x(t) = 0, for
all t ∈ R+

0 .
Example 4: Let the system Σ2 = (W,X, Y, T2) where

W = X = Y = R+
0 . A trajectory of Σ2 is a triple

(w, x, y) : I → W × X × Y in T2 where I = R+
0 , w is

continuous, x is differentiable and such that x(0) = 0, and
for all t ∈ R+

0 , ẋ(t) =
√
w(t)

y(t) = 0 0 ≤ t ≤ T
y(t) = x(t− T ) T < t.

where T > 0 is a time delay. Let us remark that y is left-
continuous. Let us consider the assume-guarantee contract
C = ({0}, {0}, {0}) for Σ. We can easily check that Σ |=s C,
where the value of δ as in Definition 6 is given by δ = T . We
can also check that the conclusion of the previous theorem
holds since the only trajectory x : R+

0 → X in Tf is given
by x(t) = 0, for all t ∈ R+

0 .
It can be seen from the Examples 3 and 4 that our

framework is suitable to reason on systems that includes
some sampled or delayed behaviors. Moreover, these exam-
ples suggest that by sampling or delaying the output of a
component, strong satisfaction of a contract can be obtained.
These examples also show how one can go from weak to
strong satisfaction by slightly modifying the system, in the
next section we show that this is also possible by slightly
modifying the contract.

Remark 1: Theorems 1 and 2 apply to a very general
class of systems. When considering more specific classes,
one can sometimes reason on feedback composition without
strong contract satisfaction. Such a case will be shown in
Section IV, where we consider systems modeled by Lipschitz
differential inclusions.

C. From weak to strong contract satisfaction

In this section, we show that under some additional
assumptions (continuity of output trajectories and strict in-
clusion of guarantees GY in assumptions AW ), it is possible
to reason about feedback compositions using the weak se-
mantics of assume guarantee contracts. The results of this
section only apply to continuous-time systems:

Proposition 1: Let Σ = (W,X, Y, T ) be a continuous-
time system and let C = (AW , GX , GY ) be an assume-
guarantee contract for Σ. Let us assume that for all tra-
jectories (w, x, y) ∈ T , y is continuous and y(0) ∈ GY .
If Σ |= C, then for all ε > 0, Σ |=s Cε where Cε =
(AW , GX ,Bε(GY ) ∩ Y ).

The following result on feedback composition, stated
without proof, is a direct consequence of Proposition 1 and
Theorem 2:

Corollary 1: Let Σ = (W,X, Y, T ) be a system with
Y ⊆ W and let Σf = (X, Tf ). Let C = (AW , GX , GY ) be
an assume-guarantee contract for Σ such that Bε(GY )∩Y ⊆
AW for some ε > 0. Let us assume that that for all

trajectories (w, x, y) ∈ T , y is continuous and y(0) ∈ GY .
If Σ |= C, then for all trajectories x : I → X in Tf , we have
for all t ∈ I , x(t) ∈ GX .

The following example shows an application of the previ-
ous corollary:

Example 5: Let the system Σ = (W,X, Y, T ) where
W = X = Y = R+

0 . A trajectory of Σ is a triple
(w, x, y) : I → W × X × Y in T where I = R+

0 , w is
continuous, x and y are differentiable and such that x(0) = 0,
and for all t ∈ R+

0 ,{
ẋ(t) =

√
w(t)− x(t)

y(t) = x(t).

Let a > 1, let us consider the assume-guarantee contract
C = (AW , GX , GY ) for Σ where AW = [0, a2], GX =
GY = [0, a]. We have Bε(GY ) ∩ Y = [0, a+ ε] ⊆ [0, a2] =
AW for some ε > 0. It is easy to check that Σ |= C and
that for all trajectories (w, x, y) ∈ T , y is continuous and
y(0) = 0 ∈ GY . Then, from Corollary 1, it follows that
for all trajectories x : I → X in Tf , x(t) ∈ [0, a] for all
t ∈ R+

0 . In addition, since this holds for all a > 1, one can
conclude that x(t) ∈ [0, 1] for all t ∈ R+

0 . Let us remark that
there exists non-zero trajectories in Tf such as x : R+

0 → X
defined by x(t) = (1− e−t/2)2, for all t ∈ R+

0 .
It is important to note that Corollary 1 cannot be applied

when Bε(GY ) ∩ Y  AW , for any ε > 0, and in particular,
when GY = AW and GY 6= Y .

IV. COMPOSITIONAL INVARIANTS FOR
DIFFERENTIAL INCLUSIONS

In this section, we focus on continuous-time systems
Σ = (W,X, Y, T ) defined by differential inclusions. We use
the classical characterization of invariant sets for differential
inclusions developed using the concept of contingent cone
(see [Aub09] and the references therein) to derive sufficient
conditions for weak satisfaction of assume-guarantee con-
tracts. We also show that invariant sets can be combined
under cascade and feedback composition, making it possible
to reason compositionally without strong satisfaction of
assume-guarantee contracts.

A trajectory of Σ is a triple (w, x, y) : I → W ×X × Y
in T where I ∈ I(R+

0 ), w is locally measurable, x and y
are absolutely continuous and continuous, respectively, and
satisfy for almost all t ∈ I:{

ẋ(t) ∈ F (x(t), w(t)), x(0) ∈ X0

y(t) = h(x(t))
(1)

where F : Rn×Rm ⇒ Rn is a set-valued map, h : Rn → Rp

is continuous and X0 is the set of initial conditions. Let us
introduce the following assumption on the system Σ:

Assumption 1: The set-valued map1 F : Rn × Rm ⇒ Rn

is locally Lipschitz, has compact values and X × W ⊆
1Given a set-valued map F : Rq ⇒ Rn, the domain of F is dom(F ) =
{z ∈ Rq | F (z) 6= ∅}. F is said to be locally Lipschitz if for all z ∈
Int(dom(F )), there exists a neighborhood U of z and a constant L ≥ 0
(the Lipschitz constant) such that for every z1, z2 ∈ U∩dom(F ), F (z1) ⊆
F (z2)+L||z1−z2||B. It has compact values if for all z ∈ dom(F ), F (z)
is compact.



Int(dom(F )). The map2 h : Rn → Rp satisfies X ⊆
Int(dom(h)) and h(X) ⊆ Y .

Given systems Σi = (Wi, Xi, Yi, Ti) of the form (1) with
maps and initial sets Fi, hi, X0

i , i = 1, 2, and Y1 ⊆ W2,
their cascade composition Σ1||cΣ2 can be written under the
same form with maps Fc, hc and initial set X0

c given by

Fc(x1, x2, w1) = F1(x1, w1)× F2(x2, h1(x1)),
hc(x1, x2) = h2(x2),

X0
c = X0

1 ×X0
2 .

The feedback composition Σf of Σ = (W,X, Y, T ) of the
form (1) with Y ⊆ W can also be written as a differential
inclusion under the form:

ẋ(t) ∈ Ff (x(t)), x(0) ∈ X0,

where Ff (x) = F (x, h(x)). Note that these representations
are consistent with those given in Definitions 3 and 4.

The following technical result is straightforward and is
stated without proof:

Claim 1: The following properties hold:
• If h1 is locally Lipschitz and Assumption 1 holds for

Σ1 and Σ2, then it holds for Σ1||cΣ2;
• If h is locally Lipschitz and Assumption 1 holds for Σ,

then Ff is locally Lipschitz, has compact values and
X ⊆ Int(dom(Ff )).

A. Invariants relative to assume-guarantee contracts

We give sufficient conditions for weak satisfaction of
assume-guarantee contracts based on the classical character-
ization of invariant sets for differential inclusions (see e.g.
Theorem 5.3.4 in [Aub09]).

Definition 7: Let K ⊆ Rn and x ∈ K, the contingent
cone to set K at point x, denoted TK(x), is given by:

TK(x) =

{
z ∈ Rn | lim inf

h→0+

dK(x+ hz)

h
= 0

}
where dK(y) denotes the distance of y to K, defined by
dK(y) = inf

y′∈K
||y − y′||.

Definition 8: Let Σ = (W,X, Y, T ) be a continuous-
time system described by (1). Let C = (AW , GX , GY ) be
an assume-guarantee contract for Σ with a compact set of
assumptions AW . A closed set K ⊆ X is said to be an
invariant of Σ relative to the contract C if the following
conditions hold:
(i) X0 ⊆ K ⊆ GX ∩ h−1(GY );

(ii) for all x ∈ K, F (x,AW ) ⊆ TK(x).
where the set-valued map F (., AW ) =

⋃
w∈AW

F (., w).

We prove that the existence of an invariant of Σ relative
to a contract C implies the weak satisfaction of this contract.

Proposition 2: Let Σ = (W,X, Y, T ) be a continuous-
time system described by (1) such that Assumption 1 holds.

2Given a map h : Rn → Rp, the domain of h is denoted dom(h) and
consists of elements x ∈ Rn such that h(x) is defined.

Let C = (AW , GX , GY ) be an assume-guarantee contract
for Σ with a compact set of assumptions AW . If there exists
a closed set K ⊆ X invariant of Σ relative to the contract C
then Σ |= C.

B. Composition of invariants

We now provide results allowing to reason about intercon-
nected systems based on invariants of their components.

Firstly, we provide the following result on cascade com-
position:

Theorem 3 (Invariants under cascade composition):
Let Σi = (Wi, Xi, Yi, Ti), be continuous-time systems
described by (1) with maps and initial sets Fi, hi, X0

i ,
i = 1, 2, and Y1 ⊆ W2. Let us assume that h1 is locally
Lipschitz and Assumption 1 holds for Σ1 and Σ2. Let
Ci = (AWi , GXi , GYi) be assume-guarantee contracts
for Σi, with compact set of assumptions AWi , i = 1, 2
and GY1

⊆ AW2
. If there exist closed sets Ki ⊆ Xi

invariants of Σi relative to the contracts Ci, i = 1, 2, then
K1 ×K2 is an invariant of Σ1||cΣ2 relative to the contract
Cc = (AW1

, GX1
×GX2

, GY2
).

Secondly, we provide a result on feedback composition:

Theorem 4 (Invariants under feedback composition): Let
Σ = (W,X, Y, T ) be a continuous-time system described by
(1) with maps and initial sets F , h, X0, with Y ⊆ W and
let Σf = (X, Tf ). Let us assume that h is locally Lipschitz
and Assumption 1 holds for Σ. Let C = (AW , GX , GY ) be
an assume-guarantee contract for Σ, with compact set of
assumptions AW and GY ⊆ AW . If there exists a closed
set K ⊆ X invariant of Σ relative to the contract C, then,
for all trajectories x : I → X in Tf , we have for all t ∈ I ,
x(t) ∈ GX .

We show an example to illustrate the application of the
previous theorems.

Example 6: Consider systems Σi = (Wi, Xi, Yi, Ti), i =
1, 2 where Wi = Xi = Yi = R. A trajectory of Σi is a triple
(wi, xi, yi) : I →Wi ×Xi × Yi in Ti where I = R+

0 , wi is
locally measurable, xi and yi are absolutely continuous and
continuous, respectively, and satisfy for almost all t ∈ I:{

ẋi(t) = fi(xi(t), wi(t)) = −aixi(t) + aiwi(t),
yi(t) = hi(x(t)) = xi(t).

where xi(0) ∈ [0, bi] with ai, bi ∈ R+
0 , let b = max(b1, b2).

Let us remark that hi is locally Lipschitz and that Assump-
tion 1 holds for Σi. We can easily check that for all x ∈ [0, b],
fi(x, [0, b]) ⊆ T[0,b](x), since

T[0,b](x) =

 R+ if x = 0,
R− if x = b,
R if x ∈ (0, b)

Then [0, b] is an invariant of the system Σi, relative to the
contract Ci = ([0, b], [0, b], [0, b]). By Theorem 3, [0, b]2

is an invariant of Σ1||cΣ2 relative to the contract Cc =
([0, b], [0, b]2, [0, b]). Let (Σ1||cΣ2)f = (X1 × X2, Tf ), the
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trajectories x : I → X in Tf are the solutions of the
differential equation:{

ẋ1(t) = −a1x1(t) + a1x2(t),
ẋ2(t) = −a2x2(t) + a2x1(t),

where x(t) = (x1(t), x2(t)) and x(0) ∈ [0, b1] × [0, b2]. By
Theorem 4, it follows that for all t ∈ I , x(t) ∈ [0, b]2.

V. CONCLUSION

In this paper, we proposed a contract based approach for
verifying compositionally invariance properties of discrete-
time and continuous-time interconnected systems. The main
notions considered in the paper and their relationships are
sketched in Figure 2. The main contributions are summarized
below. We introduced a notion of assume-guarantee contracts
equipped with a weak and a strong semantics. We showed
that:
• both semantics are compatible with cascade composi-

tion (Theorem 1);
• strong semantics is required to reason on feedback

composition (Theorem 2 and Example 2);
• strong satisfaction of a contract can sometimes be

obtained from weak satisfaction (Proposition 1).
We then developed specific results for systems described by
differential inclusions. We showed that:
• sufficient conditions for weak satisfaction of contracts

can be given using invariant sets (Proposition 2);
• invariants are compatible with both cascade and feed-

back compositions (Theorems 3 and 4).
In future work, we will extend our framework to deal with

other types of properties, beyond simple invariance properties
considered in this paper.
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APPENDIX

Proof of Theorem 1

Proof: We provide the proof for continuous-time sys-
tems only, but the proof for discrete-time systems can be
derived similarly. Let (w1, (x1, x2), y2) : I → W1 × (X1 ×
X2) × Y2 in Tc. Then, there exists (w1, x1, y1) : I1 →
W1×X1× Y1 in T1 and (w2, x2, y2) : I2 →W2×X2× Y2
in T2 such that I = I1 ∩ I2 and for all t ∈ I , y1(t) = w2(t).



Implication 1 - Let Σ1 |= C1 and Σ2 |= C2. Let t ∈ I ,
such that for all s ∈ [0, t], w1(s) ∈ AW1 . Satisfaction of C1
gives that for all s ∈ [0, t], x1(s) ∈ GX1 and y1(s) ∈ GY1 .
Then, since w2 = y1 we have for all s ∈ [0, t], w2(s) =
y1(s) ∈ GY1

⊆ AW2
. Then, satisfaction of C2 gives that

for all s ∈ [0, t], x2(s) ∈ GX2
and y2(s) ∈ GY2

. Hence,
Σ1||cΣ2 |= Cc.

Implication 2 - Let Σ1 |=s C1 and Σ2 |= C2. Strong
satisfaction of C1 gives that y1(0) ∈ GY1

. Then, since
w2 = y1 we have w2(0) = y1(0) ∈ GY1

⊆ AW2
. Then,

satisfaction of C2 gives that y2(0) ∈ GY2
. Now, let t ∈ I ,

such that for all s ∈ [0, t], w1(s) ∈ AW1
. Strong satisfaction

of C1 gives that for all s ∈ [0, t], x1(s) ∈ GX1 and there
exists δ > 0 such that for all s ∈ [0, t+ δ]∩ I , y1(s) ∈ GY1 .
Then, since w2 = y1 we have for all s ∈ [0, t + δ] ∩ I ,
w2(s) = y1(s) ∈ GY1

⊆ AW2
. Then, satisfaction of C2 gives

that for all s ∈ [0, t+ δ]∩ I , x2(s) ∈ GX2
and y2(s) ∈ GY2

.
Hence, Σ1||cΣ2 |=s Cc.

Implication 3 - Let Σ1 |= C1 and Σ2 |=s C2. Strong
satisfaction of C2 gives that y2(0) ∈ GY2

. Now, let t ∈ I ,
such that for all s ∈ [0, t], w1(s) ∈ AW1

. Satisfaction
of C1 gives that for all s ∈ [0, t], x1(s) ∈ GX1

and
y1(s) ∈ GY1 . Then, since w2 = y1 we have for all s ∈ [0, t],
w2(s) = y1(s) ∈ GY1 ⊆ AW2 . Then, strong satisfaction of
C2 gives that for all s ∈ [0, t], x2(s) ∈ GX2

and there exists
δ > 0 such that for all s ∈ [0, t+δ]∩I , y2(s) ∈ GY2

. Hence,
Σ1||cΣ2 |=s Cc.

Proof of Theorem 2

Proof: We start with the discrete-time case. Let x :
I → X in Tf , then there exists (w, x, y) : I →W ×X × Y
in T such that w = y. Strong satisfaction of C, gives that
y(0) ∈ GY . Then, since w = y, we have w(0) ∈ GY ⊆ AW .
Then, it follows that x(0) ∈ GX and for all k ∈ [0, 1]N ∩ I ,
y(k) ∈ GY . Proceeding by induction, we obtain that for all
l ∈ N, for all k ∈ [0, l]N ∩ I , w(k) ∈ AW , x(k) ∈ GX and
for all k ∈ [0, l + 1]N ∩ I , y(k) ∈ GY . Then, for all k ∈ I ,
x(k) ∈ GX .

We now deal with the continuous-time case. Let x : I →
X in Tf , then there exists (w, x, y) : I →W ×X ×Y in T
such that w = y. Let us define

T = sup{t ∈ I| ∀s ∈ [0, t], y(s) ∈ GY }. (2)

Strong satisfaction of C gives that y(0) ∈ GY , it then follows
that T ∈ R+

0 ∪ {+∞}. Let us remark that by (2) we have
for all s ∈ [0, T ), y(s) ∈ GY . Let us consider consider four
different cases:

Case 1 - I = [0, a] with a ∈ R+
0 , and T < a: Then, using

the left-continuity of y and since GY is closed, we have that
for all s ∈ [0, T ], y(s) ∈ GY . Since w = y and GY ⊆ AW ,
we also have for all s ∈ [0, T ], w(s) ∈ AW . Then, strong
satisfaction of C gives that there exists δ ∈ (0, a − T ] such
that for all s ∈ [0, T + δ], y(s) ∈ GY . This contradicts the
definition of T given by (2), which shows that this case is
actually impossible.

Case 2 - I = [0, a] with a ∈ R+
0 , and T = a: Then,

using the left-continuity of y and since GY is closed, we

have that for all s ∈ I = [0, T ], y(s) ∈ GY . Let t ∈ I , then
for all s ∈ [0, t], w(s) = y(s) ∈ GY ⊆ AW . It follows that
x(t) ∈ GX .

Case 3 - I = [0, a) with a ∈ R+
0 ∪ {+∞}, and T < a:

Then, following the same lines as in case 1, we contradict
the definition of T given by (2), which shows that this case
is actually impossible.

Case 4 - I = [0, a) with a ∈ R+
0 ∪ {+∞}, and T = a:

Then, we directly get that for all s ∈ I = [0, T ), y(s) ∈ GY .
Let t ∈ I , then for all s ∈ [0, t], w(s) = y(s) ∈ GY ⊆ AW .
It follows that x(t) ∈ GX .

Proof of Proposition 1

Proof: Let (w, x, y) ∈ T , then y(0) ∈ GY ⊆ Bε(GY )∩
Y . Let t ∈ I , such that for all s ∈ [0, t], w(s) ∈ AW . Then,
satisfaction of C gives that for all s ∈ [0, t], x(s) ∈ GX

and y(s) ∈ GY . By continuity of y, there exists δ > 0 such
that for all s ∈ [0, t + δ] ∩ I , y(s) ∈ Bε(GY ). Also by
definition, for all s ∈ [0, t + δ] ∩ I , y(s) ∈ Y , and hence
y(s) ∈ Bε(GY ) ∩ Y .

Proof of Proposition 2

Proof: Let (w, x, y) : I → W × X × Y in T . Let
t ∈ I and suppose that for all s ∈ [0, t], w(s) ∈ AW ,
then for almost all s ∈ [0, t], ẋ(s) ∈ F (x(s), AW ). From
Assumption 1, we have X ⊆ Int(dom(F (., AW ))) and then
K ⊆ Int(dom(F (., AW ))). Moreover, from the compact-
ness of AW , it follows that the set-valued map F (., AW ) is
locally Lipschitz and has compact values. Then, since for all
x ∈ K, F (x,AW ) ⊆ TK(x), we have by Theorem 5.3.4 in
[Aub09] that for all s ∈ [0, t], x(s) ∈ K ⊆ GX and then for
all s ∈ [0, t], y(s) = h(x(s)) ∈ h(K) ⊆ GY . Hence, Σ |= C.

Proof of Theorem 3

Proof: We first prove that the closed set K1 × K2 is
an invariant for the differential inclusion:

ẋ(t) ∈ Fc(x(t), AW1
), where x(t) = (x1(t), x2(t)). (3)

Let x : I → Rn1×Rn2 with I ⊆ I(R+
0 ) be a solution of this

differential inclusion with x(0) ∈ K1×K2. By definition of
Fc, the following differential inclusion holds for almost all
t ∈ I:

ẋ1(t) ∈ F1(x1(t), AW1
).

Following the same line as in the proof of Proposition 2, we
can show that x1(t) ∈ K1 for all t ∈ I . Since h1(K1) ⊆
GY1
⊆ AW2

, it follows that h1(x1(t)) ∈ AW2
for all t ∈ I .

Then, by definition of Fc, the following differential inclusion
holds for almost all t ∈ I:

ẋ2(t) ∈ F2(x2(t), h1(x1(t))) ⊆ F2(x2(t), AW2).

Following the same line as in the proof of Proposition 2,
we can show that x2(t) ∈ K2 for all t ∈ I . Hence, for all
t ∈ I , x(t) ∈ K1 × K2, which is therefore an invariant of
the differential inclusion (3).

Since K1 and K2 are closed, so is K1 × K2. More-
over, by Claim 1 and compactness of AW1 , Fc and thus



Fc(., AW1
) is locally Lipchitz and has compact values.

Moreover, X1 × X2 × W1 ⊆ Int(dom(Fc)) and thus
X1 × X2 ⊆ Int(Fc(., AW1)), which in turn implies that
K1 ×K2 ⊆ Int(Fc(., AW1

)). Then, from Theorem 5.3.4 in
[Aub09], we have

∀x ∈ K1 ×K2, Fc(x,AW1
) ⊆ TK1×K2

(x).

Finally, we have X0
c = X0

1 ×X2
0 ⊆ K1 ×K2. Moreover,

K1×K2 ⊆ GX1
×GX2

, and K1×K2 ⊆ Rn1×h−12 (GY2
) =

h−1c (GY2
). Hence, K1 × K2 is an invariant of Σ1||cΣ2

relative to the contract Cc = (AW1 , GX1 ×GX2 , GY2).

Proof of Theorem 4

Proof: Let x : I → X in Tf , then the following
differential inclusion holds for almost all t ∈ I:

ẋ(t) ∈ Ff (x(t)).

Moreover, x(0) ∈ X0 ⊆ K. Let us show that the closed set
K is an invariant for that differential inclusion. By Claim 1,
we have that Ff is locally Lipschitz, has compact values
and K ⊆ X ⊆ Int(dom(Ff )). Moreover, for all x ∈ K,
h(x) ∈ GY ⊆ AW . Then, for all x ∈ K, Ff (x) =
F (x, h(x)) ⊆ F (x,AW ) ⊆ TK(x). It follows from Theorem
5.3.4 in [Aub09], that for all t ∈ I , x(t) ∈ K ⊆ GX .


