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Abstract

Infrared spectra of high temperature H2O–CO2–CO mixtures are calculated using narrow band models in order to
simulate hot jet signature at long distance. The correlated k-distribution with fictitious gas (CKFG) approach generally
gives accurate data in such situations (especially for long atmospheric paths) but results in long computation time in cases
involving mixtures of gases. This time may be reduced if the mixture is treated as a single gas (single-mixture gas
assumption, SMG). Thus the lines of the single-mixture gas are assigned to the fictitious gases. In this study, the accuracy
of two narrow band models is evaluated. The first narrow band model considers one single-mixture gas and no fictitious
gas (CK-SMG) whereas the second model accounts for one single-mixture gas and three fictitious gases (CKFG-SMG).
Both narrow band models are compared with reference spectra calculated with a line-by-line (LBL) approach. As expected,
the narrow band accuracy is improved by the fictitious gas (FG) assumption particularly when long atmospheric paths are
involved. Concerning the SMG assumption, it may lead to an underestimation of about 10% depending on the variation of
the gas mixture composition ratio. Nevertheless, in most of realistic situations the SMG assumption results in negligible
errors and may be used for remote sensing of plume signature.
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1. Introduction

Remote sensing of plume radiation involves non-homogeneous mixture containing gases and particles with
high temperature gradient and large atmospheric path-lengths. Determining predictions about spectral
intensity emitted from the plume requires precise absorption coefficient function integration with respect to
wavenumber and distance. Accurate description of spectral absorption coefficient variations is the key
problem to be solved in radiative heat transfer study involving gases. On the one hand, large number of
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spectral lines requires integration with small increments (the line-by-line (LBL) method provides necessary
precision) and, on the other hand, numerical simulation of complex radiation problems in gases necessitate
fast methods of computation. Then, since the LBL method is the more accurate but needs huge computer time
and memory, for practical needs [1–3], the use of narrow band models leads to a more reasonable computer
time. However, LBL calculations allow parameterization of approximate narrow band models and provide
reliable reference calculations useful for verifying the accuracy of narrow band models. In long range sensing
of plume signature, high temperature combustion gases, such as CO2, H2O and CO, are also present in the
atmosphere. In this type of application, emission is mainly due to hot regions whereas absorption occurs
principally in the cold region which is the atmosphere between hot regions and detector. In the following, we
describe a computationally efficient numerical procedure for computing radiative intensities emitted by a non-
homogeneous, non-isothermal column, composed of a H2O–CO2–CO mixture. The model allows to account
for large temperature gradients and long atmospheric paths.

Among narrow band models, the correlated k-distribution approach is used. This band model approach is
chosen for its numerical efficiency and its ability to include multiple scattering rigorously. But, the correlated
k-distribution approach retains the relative spectral alignment of absorption lines between the hot and cold
regions. In remote-sensing applications, this basic approach fails and produces large errors. This is the main
limit of correlated k-distribution models. Ludwig et al. [4] have proposed to group lines on the basis of their
lower-state energy value in order to improve the treatment of spectral correlations by maintaining similar
behavior of each group with temperature. Rivière et al. [5] have applied this idea to the correlated
k-distribution method with the so-called fictitious gases [6] which are groups of lines having similar lower-state
energy values. Hereafter, the use of fictitious gases has been retained. However, another recent grouping idea
has been proposed by Zhang and Modest [7] in which spectral intervals are placed into spectral groups
according to their dependence on temperature and (partial) pressure. Besides, several treatments of
overlapping gas mixture with the correlated k-distribution method have been proposed. One can use the
multiplication property [2,3] of gases narrow band transmittivity, which implies that individual gas spectra are
uncorrelated, in order to express the cumulative distribution of a mixture in terms of those of the individual
gases that form the mixture [8–11]. We can also mention other contributions to the development of
approximate overlapping gases treatment proposed by Gerstell [9] and Solovjov and Webb [12–14]. But, it is
possible to treat overlapping bands in correlated k-distribution approach without further approximation as
Goody et al. [8] notice. Then, the cumulative distribution can be formed directly from LBL mixture spectrum
and the result can be treated as if the medium is described by a single complex gas.

In this paper, the LBL method used to build high resolution spectrum is detailed first. Furthermore, the
narrow band model set up is presented and common problems arising with the correlated k-distribution
approach combined to the fictitious gases idea and the single-mixture gas assumption are emphasized. Finally,
specifically considering remote-sensing application, spectral correlations effects on narrow band radiative
intensities are investigated.

2. Line-by-line model description

The monochromatic absorption coefficient of a gas mixture, at wavenumber n, is a function of gases molar
fraction xg, total pressure p, temperature T, and can be written in the form

kn ¼
X

g

xgp

kBT

X

i

SiFi, (1)

where kB is the Boltzmann constant, Si is the line intensity for the ith absorption line, of the gth gas, centered
at wavenumber n0i,

1 and Fi is the Voigt line shape. The line intensity SiðTÞ is computed from the HITRAN
[15] quantity SiðT ref Þ contained in a spectroscopic database, with the following expression:
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1The collisional shift is neglected.



where T ref value depends on the spectroscopic database, QðTÞ is the total internal partition function calculated
using the parameterization of Fischer et al. [16], c2 is the second radiation constant c2 ¼ hc=kB ¼ 1:4388 cmK,
h is the Planck constant, c the speed of light in vacuum and E00i is the transition lower-state energy. The
spectroscopic database used for H2O is a line list, provided by ONERA,2 composed of lines from HITRAN
[15], HITEMP [17] and from the water line list of Partridge and Schwenke [18]. For CO2 spectroscopic
database, CDSD-1000 [19] and HITEMP are publicly available. CDSD-1000 is retained since Tashkun et al.
[19] have shown that CDSD-1000 is more accurate than HITEMP at temperature exceeding 1000K. The CO
spectroscopic database of HITEMP is chosen for its very high temperature validity [17]. The Voigt line shape
is a good approximation near the line center
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where NA is the Avogadro number, Mg the molecular weight (in kgmol$1), ps and T s are the standard
pressure and temperature (1 atm, 296K), g0 is the collision partner of the absorbing molecule g, xg0 the
corresponding molar fraction, ngg0 is a phenomenological parameter and gsL;igg0 the standard Lorentz half-
width. The fast algorithm of Wells [20] is used to calculate the Voigt profile. When ngg0 and gsL;igg0 are not
included in the spectroscopic database then approximate expressions are used. Approximate expressions for
H2O line broadening by H2O, N2, O2, CO2 which are valid at high temperatures were taken from [21].
Similarly, expressions for CO2 line broadening by CO2, H2O, N2 and O2 and expressions for CO broadening
by CO2, H2O, N2 and O2 were taken, respectively, from [22] and [23]. The Voigt profile does not account
neither for the finite duration of collisions nor for the line mixing effects. According to Ibgui and Hartmann
[24,25], near the center of the line, line mixing effects can be disregarded since they vanish when integrated
over wavenumber. However, in the line wings, the simultaneous effects of line mixing and of the finite collision
duration on absorption cannot be neglected. In order to account for such effects the line profile in the wings is
modified by an empirical multiplicative factor w [26–28]. The far line wings have been corrected below 300K,
using the empirical w functions of Clough et al. [29] for H2O self-broadening and foreign-broadening. w-factors
used for CO2 self-broadening, N2 and O2 broadening was published in [30–34]. For atmospheric temperatures,
the line profile have a Lorentzian behavior and the expression of corrected profile is written in the form

Fi ¼
ln 2

g2Di

1

p
p
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P
g0 xg0gsL;igg0

Ts
T

& 'ngg0wgg0

x2 þ y2
. (6)

The intensity and the line wing cut off adopted are, respectively, I cut ¼ 10$25 cm$2 and Dncut ¼ 500 cm$1. In
order to improve LBL calculation efficiency, the LBL software uses a method of multiple spectral grids and
line projection described by Ibgui [24,35]. This method achieves relative error lower than 0.3% on line
projection and linear interpolation. The thinest grid resolution used in the multi-grid technique is fixed to
Dnhr ¼ 5( 10$4 cm$1. Fig. 1 shows the validity of the LBL software. This validation is obtained comparing
high-temperature high-resolution CO2 experimental spectrum around 2271:7 cm$1 from Rosenmann et al.
[36], with calculated spectrum using the LBL code. The experimental pure CO2 transmission spectrum has
been measured for the following conditions: T ¼ 789K; p ¼ 18mbar; ‘ ¼ 11:48 cm. Tashkun et al. [19] have
obtained the same calculated spectrum.
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Moreover, Fig. 2 shows computed H2O high-temperature spectroscopic database results compared to
Ludwig [37] experimental result. The experimental H2O emissivity spectrum has been measured for the
following conditions: xH2O ¼ 0:1735;T ¼ 1450K; p ¼ 1 atm, ‘ ¼ 150 cm. The calculated spectrum is
convoluted using a triangular apparatus function of 40 cm$1 full-width at half-maximum [38]. Good
agreement is found in the spectral range beyond 4000 cm$1 between the experimental spectrum of Ludwig [37]
and the calculated spectrum using our LBL code and ONERA database. But, in the spectral interval between
3880 and 4000 cm$1 errors lower than 10% are found with the calculated spectrum which underestimates the
emissivity. This error comes either from the database used where lines having high lower states energies should
missed, or from experimental uncertainties on the measured spectrum.

2271.68 2271.72 2271.76 2271.8 2271.84
0.5

0.6

0.7

0.8

0.9

1

Wavenumber ν [cm-1]

Tr
an

sm
is

si
on

Fig. 1. CO2 transmission spectra near 2271:75 cm$1: ð$ þ$Þ experimental [36]; (—) calculated. T ¼ 789K, p ¼ 18mbar, xCO2
¼ 1,

‘ ¼ 11:48 cm.
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Fig. 2. H2O emissivity spectra between 3880 and 4180 cm$1: ð$ þ $Þ experimental [37]; (—) calculated. T ¼ 1450K, p ¼ 1 atm,
xH2O ¼ 0:1735, ‘ ¼ 150 cm.



3. Single-mixture gas and correlated-k with fictitious gases model description

The k-distribution method is used to integrate absorption coefficient kn in a narrow band, Dn. This
approach takes into account the highly repetitive character of absorption line spectrum. The computational
efficiency can be improved by replacing the integration over wavenumber by an integration over the k space
[39,40], since the spectral average depends on the k-distribution but is independent of the ordering of the
absorption coefficient. Then, this integration is performed with the basic idea of grouping spectral intervals
according to absorption coefficient strength. For a given absorption gas mixture in homogeneous conditions
under which pressure and temperature are constant, the exact spectral average of any function IðknÞ may be
expressed by

I ¼
1

Dn

Z

Dn
IðknÞdn ¼

Z 1

0
IðkÞf ðkÞdk, (7)

where f ðkÞ is the absorption coefficient distribution function and f ðkÞdk denotes the probability that the
absorption coefficient kn belongs in the range k and k þ dk. Several authors [41–47] have applied the
k-distribution method to radiative problems in terrestrial atmosphere. The k-distribution approach is
developed for a homogeneous path and its extension to non-homogeneous path, the correlated k-distribution
method (CK), was first proposed by Lacis et al. [48]. With this method, the integration over wavenumber is
replaced by one over the g-space,

I ¼
Z 1

0
IðkgÞdg ¼

XNq

i¼1
oiIðkgi

Þ (8)

with, g the cumulative distribution function, a monotonically increasing function of k, which can be inverted
to yield k as a function of g, is defined by

gðkÞ ¼
Z k

0
f ðk0Þdk0 (9)

gðkÞ represents the fraction of Dn where kn lies between 0 and k. Finally, the spectral integration is carried out
with a Nq points quadrature formula (Eq. (8)), where oi and gi are, respectively, quadrature weights and
abscissa since the variation of I vs. g is smooth. In the CK method, the effects of profile inhomogeneities
(pressure broadening, temperature) are modeled through the hypothesis that absorption coefficient spectrum
is correlated over the n-space (or g-space) at any point of a non-homogeneous path. Thus, when relative
spectrum shape is not preserved, the correlated k-distribution hypothesis fails. Many authors have
investigated the CK method [8,49–51]. But, for particular objectives, the only way to assess the accuracy of
the CK method is to compare its results with LBL reference calculations.

In long range sensing and plume signature, large variations of temperatures exist along a line of sight and
the relative strength of different spectral lines within Dn change drastically with spatial position. Namely, in
high temperature regions radiation is due to the so-called hot-lines whereas in low temperature regions these
lines do not exist. Consequently, the correlation hypothesis of the CK method fails because it associates
spectrum intervals where kn is large in hot regions, with spectrum intervals where kn is large in cold regions. It
is a matter of fact that these spectrum intervals are differently located in n-space, since the first belongs to high
E00 emission lines and the later belongs to low E 00 absorption lines. Then, as it can be expected, absorption due
to the atmosphere is overestimated and this error tends to increase with the atmospheric path-length. Ludwig
et al. [4] proposed to divide spectral lines into groups so that all lines in a particular group will have similar
strengths and temperature dependencies to improve the accuracy of calculation. This similar behavior with
temperature is necessary to preserve relative spectrum shape along a line of sight. This grouping is best done
on the basis of the energy of the lower state of the transition E00 and all the lines belonging to one group
constitute a fictitious gas [6]. The CK fictitious gas method (CKFG) was first presented by Rivière et al. [5]
(see also Refs. [52,53]) for only one gas, H2O. If the radiative transfer equation (RTE) is formulated under its
differential form, correlated k-distribution method results in long computation time when applied to radiative



transfer in a mixture of Ng gases since the RTE have to be resolved N
Ng
q times. The CKFG approach addresses

such cases.
The basic CKFG method consists in dividing one real gas in Nfg fictitious gases which include lines from the

same DE00 intervals. This basic CKFG method when applied to each mixture component would lead to a huge
number of iterations, N

Ng)Nfg
q . The idea of Fu and Liou [50], who calculate CK parameters for a single-mixture

gas, may be extended to decrease the total number of fictitious gases (Ng )Nfg) and greatly enhance
computational efficiency. Our idea is firstly to put together all the lines from every real gases in order to create a
single-mixture gas (SMG approach) with its own line database. Then, we build a single gas, similar to the mixture,
which has a complex spectral behavior. Secondly, we divide this single-mixture gas in Nfg fictitious gases with
lines having their E00 in a given range DE00. This final step applies the fictitious gas idea to lines having similar
behavior with temperature to a single-mixture gas. We anticipate the additional blurring of the correlated
assumption due to the variability of the real gases mixing ratio, as Fu and Liou [50] pointed out. For a non-
homogeneous and isothermal column, the SMG assumption is valid if the mixing ratio of each real gas is
conserved along the line of sight. Then, spectra are correlated and relative spectrum shape is preserved. Generally,
mixing ratios along a line of sight are variable and this source of discrepancies is investigated in the results section.

In the following, CK and CKFG narrow band parameters of a 10-point Gauss–Legendre quadrature are
determined from LBL spectra calculations with a bisection method. CK parameters are calculated taking
account for the whole single-mixture gas spectrum whereas CKFG parameters are calculated for each
fictitious gas of the SMG spectrum.

4. Radiative intensity methods of computation

We consider the radiative intensity I averaged on a narrow band Dn and emitted from a non-homogeneous
and non-isothermal column. The line of sight is discretized in Nc homogeneous and isothermal gaseous
columns and the monochromatic radiative intensity is averaged on Dn ¼ 25 cm$1 in order to compare LBL
results with CK single-mixture gas (CK-SMG) and CKFG-SMG results. LBL computations of monochro-
matic radiative intensities are carried out using the discretized integral form of the RTE:

I n ¼
XNc

n¼1
½1$ tnn&Lo

nðTnÞ
YNc

n0¼nþ1

tnn0 (10)

with Lo
nðTnÞ the Planck function at Tn, the nth gaseous column temperature, and the monochromatic

transmittivity is defined by

tnn ¼ exp½$knn‘n&, (11)

where kn is the monochromatic absorption coefficient of the mixture and ‘n is the length of the column. In the
CK-SMG method, the integration along the line of sight can be carried out in g-space under the correlation
assumption. Then, computations are made over the full line of sight extent for each fixed value of g before
being summed over Nq to obtain the narrow band radiative intensity

I ¼
XNq

i¼1
oiIðkgi

Þ. (12)

This is the fixed-g concept which allows computation of pseudo-monochromatic radiative intensities Iðkgi
Þ by

monochromatic formula such as

Iðkgi
Þ ¼

XNc

n¼1
½1$ tgin&L

o
nðTnÞ

YNc

n0¼nþ1

tgin
0 (13)

with

tgin ¼ exp½$kgin‘n&, (14)

where kgin is the absorption coefficient of the nth column corresponding to the abscissa gi. In the CKFG-SMG
method, we follow the same procedure as in the CK-SMG method but assumption that fictitious gases



absorption spectra are uncorrelated is required. For improving computational efficiency, we consider here
three fictitious gases since Rivière et al. [5] found similar results when using three or five fictitious gases. Many
studies of Taine and co-workers [3,5,6,11,52,53] use different fictitious gas classes and hereafter, we choose the
following three fictitious gases classes [5] DE00, 0–1500 cm$1, 1500–3000 cm$1 and 3000 cm$1 $1. Thus, the
pseudo-monochromatic radiative intensities can be written in the form

Iðkgi
; kgj

; kgk
Þ ¼

XNc

n¼1
½1$ tgijkn&Lo

nðTnÞ
YNc

n0¼nþ1

tgijkn0 (15)

with

tgijkn ¼ exp½$ðkgin þ kgjn þ kgknÞ‘n& (16)

and be summed as

I ¼
XNq

i¼1

XNq

j¼1

XNq

k¼1

oiojokIðkgi
; kgj

; kgk
Þ, (17)

where i; j; k are subscripts, respectively, relating to a single fictitious gas class. Comparisons between resolution
numbers of RTE required to compute the intensities emitted by a H2O–CO2–CO mixture in a narrow band for
different models are given in Table 1.

5. Models results and discussion

We compare computed spectra of both CKFG-SMG and CK-SMG models with LBL reference solution.
Then, we consider narrow band spectra of the radiative intensity I emitted from three different columns at
atmospheric pressure. Radiative intensities spectra are shown for two spectral windows, [1200–2500 cm$1] and
[2800–4200 cm$1]. H2O emits in both windows, while H2O, CO2 and CO can overlap in the [1950–2325 cm$1]
window. In addition, H2O and CO2 overlap in the [2350–2425 cm$1] and [3225–3775 cm$1] windows.
Moreover, H2O and CO overlap in the [1625–1925 cm$1] and [3800–4350 cm$1] windows. It is important to
note that the overlapping boundaries cited above account for maximum spread of mixture lines arising at high
temperature. The first column depicted in Fig. 3 is isothermal and highly non-homogeneous. The non-
homogeneous character of this column is chosen to evaluate the validity of the single-mixture gas assumption.
Fig. 3(a) shows errors induced by the overlapping mixture of H2O–CO2–CO between 1950 and 2250 cm$1. In a
like manner, Fig. 3(b) shows errors induced by the overlapping in mixture of H2O–CO2 between 3450 and
3775 cm$1. Although the mixing ratio of each real gas changes drastically along the line of sight, the correlated
assumption according to the variability of real gases mixing ratio produces maximum relative errors lower
than 10% in a narrow band. Also, we notice that CKFG-SMG gives best results than CK-SMG in Fig. 3(a)
whereas both SMG models have the same accuracy in Fig. 3(b). In the spectral range between 1950 and
2250 cm$1 of Fig. 3(a) only hot-lines belonging to H2O and CO2 are present whereas both cold and hot-lines
are present for CO. Thus, the CKFG-SMG model is more accurate, since the blurring due to the SMG

Table 1

Comparisons between RTE resolution numbers required to compute the intensities emitted in a narrow band, with Dn ¼ 25 cm$1;Dnhr ¼
5( 10$4 cm$1;Ng ¼ 3;Nfg ¼ 3;Nq ¼ 10

Models Resolution numbers

LBL Dn
Dnhr
¼ 5( 104

Basic CKFG N
Ng )Nfg
q ¼ 109

CKFG-SMG N
Nfg
q ¼ 103

Basic CK N
Ng
q ¼ 103

CK-SMG Nq ¼ 10



assumption is weak for the fictitious gas which is composed of cold-lines. In the spectral range between 3450
and 3775 cm$1 of Fig. 3(b), H2O and CO2 overlapping lines are from different lower-state energies.
Consequently, the blurring due to the SMG assumption affects both SMG models. The second column
described in Fig. 4 is homogeneous and non-isothermal. In this case, we evaluate the efficiency of the fictitious
gas assumption applied to a single-mixture gas. Fig. 4 shows the radiative intensity for the same two spectral
windows as studied before in Fig. 3. In this results, two different path-lengths are involved. They correspond,
respectively, to a thin and a thick optical thickness in order to represent the influence of variable atmospheric
path-length. Figs. 4(a) and (c) show the radiative intensity spectra and absolute errors for a small atmospheric
path-length. In both cases, CKFG-SMG gives better results than CK-SMG. For long atmospheric path, such
as in Figs. 4(b) and (d), CKFG-SMG model produces a far better accuracy than CK-SMG does. Rivière et al.
[5] have obtained similar results for H2O spectra. Presently, we notice that the fictitious gas assumption gives
good results for a H2O–CO2–CO mixture treated as a single-mixture gas. The third column shown in Fig. 5 is
both non-homogeneous and non-isothermal. This column composition allows to evaluate the efficiency of
both the fictitious gas and the single-mixture gas assumptions, in a quasi-realistic remote-sensing plume
signature application. Fig. 5 shows the radiative intensity for two spectral windows and for two atmospheric
path-lengths. In high temperature layers, mixing ratios are approximately constant. But, in the cold layer
ðT ¼ 300KÞ mixing ratios are different from their values in high temperature region. In Figs. 5(c) and (a) the
influence of the cold region optical thickness is too small to produce great difference between CKFG-SMG
and CK-SMG models results. For the results involving long atmospheric path-lengths in Figs. 5(b) and (d),
CKFG-SMG model achieves good precision with a maximum relative error of 15% in a narrow band whereas
CK-SMG model leads to a maximum error in a narrow band of more than 50%. In both Figs. 5(b) and (d),
CK-SMG errors are principally due to the correlated assumption of high temperature spectrum with

− −

− −

−
−

−
−

−−

− −

Fig. 3. Comparisons of narrow band radiative intensities spectra emitted from non-homogeneous column and computed with LBL,
CKFG-SMG and CK-SMG models: (a) 1200–2500 cm$1, (b) 2800–4200 cm$1 window.



atmospheric spectrum. CKFG-SMG approach which is designed for such situations is very accurate. Effects
of the additional blurring due to gases mixing ratio variation are found to be negligible. In Fig. 5(b), since the
CO atmospheric optical thickness is very weak, the blurring induced by the SMG assumption is due to the
H2O and CO2 overlap in the 2100–2250 cm$1 spectral window. This source of discrepancies produces
maximum errors in the 2100–2250 cm$1 spectral window lower than 15% that can be neglected especially
when intensity have to be integrated on a wide spectral band. In Fig. 5(d) there is no error on intensity due to
the SMG assumption since the intensity in the overlapping spectral region of H2O and CO2 is totally absorbed
by the atmosphere. The CKFG-SMG and CK-SMG errors are principally due to spectral correlations induced
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Fig. 4. Comparisons of narrow band radiative intensities spectra emitted from non-isothermal column and computed with LBL, CKFG-
SMG and CK-SMG models: (a) 1200–2500 cm$1 and ‘ ð300KÞ ¼ 0:2m, (b) 1200–2500 cm$1 and ‘ ð300KÞ ¼ 10m, (c) 2800–4200 cm$1

and ‘ ð300KÞ ¼ 0:2m, (d) 2800–4200 cm$1 and ‘ ð300KÞ ¼ 10m.



by the temperature change in column layers and long atmospheric path-length when gases mixing ratios does
not change drastically in high temperature layers.

6. Conclusion

CKFG-SMG and CK-SMG models are exposed and assessed on the basis of Rivière et al. [5] work on
CKFG model, and Fu and Liou [50] work with the single-mixture gas assumption (SMG). In order to improve
the CK model, fictitious gases have been introduced to address strong spectral correlations due to long
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atmospheric path-length. CKFG-SMG is very accurate especially when large temperature gradient and long
atmospheric path are involved in comparison with CK-SMG. The single-mixture gas concept has been
assumed to decrease the number of radiative transfer equation resolutions needed when treating radiatively
active gases mixture. In some cases, when gases mixing ratio change along a line of sight, SMG assumption is a
source of discrepancies. But, investigations of that discrepancies have shown locally relative errors lower than
10% when gases mixing ratio drastically change in the hot temperature region. In addition, SMG assumption
errors can be neglected when gases mixing ratios remain approximately constant in the hot temperature
region. SMG assumption allows a great reduction of gas number but shifts the computational effort into the
tabulation of CK-SMG and CKFG-SMG parameters. Using single-mixture gas parameters require LBL
calculations of absorption coefficient spectra at many temperatures, pressures and mixture mixing ratios. Once
the tabulation is performed, simple interpolations on the database will produce precise k-distribution
parameters. The tabulation of CK-SMG and CKFG-SMG parameters for H2O–CO2-CO mixture is now
under preparation.
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