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Polynomial Vector Addition Systems With States
Jérôme Leroux1

1 LaBRI, UMR CNRS 5800, University of Bordeaux, Talence, France

Abstract
The reachability problem for vector addition systems is one of the most difficult and central
problem in theoretical computer science. The problem is known to be decidable, but despite
instance investigations during the last four decades, the exact complexity is still open. For some
sub-classes, the complexity of the reachability problem is known. Structurally bounded vector
addition systems, the class of vector addition systems with finite reachability sets from any
initial configuration, is one of those classes. In fact, the reachability problem was shown to be
polynomial-space complete for that class by Praveen and Lodaya in 2008. Surprisingly, extending
this property to vector addition systems with states is open. In fact, there exist vector addition
systems with states that are structurally bounded but with Ackermannian large sets of reachable
configurations. It follows that the reachability problem for that class is between exponential space
and Ackermannian. In this paper we introduce the class of polynomial vector addition systems
with states, defined as the class of vector addition systems with states with size of reachable
configurations bounded polynomially in the size of the initial ones. We prove that the reachability
problem for polynomial vector addition systems is exponential-space complete. Additionally, we
show that we can decide in polynomial time if a vector addition system with states is polynomial.
This characterization introduces the notion of iteration scheme with potential applications to the
reachability problem for general vector addition systems.

1998 ACM Subject Classification Dummy classification – please refer to http://www.acm.org/
about/class/ccs98-html

Keywords and phrases Vector additions system with states, Reachability problem, Formal veri-
fication, Infinite state system, Linear algebra, Kosaraju-Sullivan algorithm

Digital Object Identifier 10.4230/LIPIcs.ICALP.2018.

1 Introduction

Vector addition systems or equivalently Petri nets are one of the most popular formal meth-
ods for the representation and the analysis of parallel processes [4]. The reachability problem
is central since many computational problems (even outside the parallel processes) reduce
to the reachability problem. In 1981, Mayr [12] provided the first decidability proof of the
reachability problem. Later, that proof was first simplified by Kosaraju [7], and then ten
years later by Lambert [9]. This last proof still remains difficult and the complexity up-
per bound of the corresponding algorithm is just known to be non-primitive recursive [10].
Nowadays, it is an open problem whether an elementary complexity upper bound for this
problem exists. In fact, the known general reachability algorithms are exclusively based on
the Kosaraju-Lambert-Mayr (KLM) decomposition. Despite instance investigations during
the last four decades, the exact complexity is still open.

When the reachability set of a vector addition system is finite, the KLM decomposition
degenerates and it just corresponds to the regular language of all possible executions of the
vector addition system from an initial configuration to a final one. Even in that case, the
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XX:2 Polynomial Vector Addition Systems With States

complexity of the KLM algorithm is Ackermannian and no better complexity upper bound
are known.

In 2008, Praveen and Lodaya proved that the reachability problem for structurally
bounded vector addition systems, the class of vector addition systems with finite reach-
ability sets from any initial configuration is polynomial-space complete [16]. Surprisingly,
extending this property to vector addition systems with states is open. In fact, there exist
vector addition systems with states that are structurally bounded but with Ackermannian
large sets of reachable configurations. It follows that the reachability problem for that class
is between exponential space and Ackermannian.

Intuitively, for structurally bounded vector addition systems with states, the KLM al-
gorithm fails to avoid enumerating all the possible reachable configurations since it tries to
detect cycles of edges that can be iterated to obtain arbitrarily large components (such a
cycle cannot exists due to the structurally bounded condition). Characterizing indexes that
can be very large but not necessarily arbitrarily large should provide new insights on how
to overcome the Ackermannian complexity of the KLM algorithm.

Our contributions

In this paper we introduce the class of polynomial vector addition systems with states defined
as the vector addition systems with states such that reachable configurations have sizes
polynomially bounded with respect to sizes of initial configurations. We proved that a
vector addition systems with states is not polynomial if, and only if, it contains a so-called
iteration scheme that that can increase some components. We prove that we can decide in
polynomial time if a vector addition system with states is polynomial, and we show that
the reachability problem for polynomial vector addition systems with states is exponential-
space complete. Up to our knowledge, our notion of iteration scheme is new and provide a
potential application to patch the KLM algorithm.

Outline

In Section 2 we introduce the vector additions systems with states (VASS for short), and
the subclass of polynomial VASS. Iteration schemes are defined in Section 3. Intuitively
iteration schemes are sequences of cycles that can be iterated many times (at least an
exponential number of times). Indexes that can be increased by an iteration scheme are
called iterable indexes, and edges that occur in iteration schemes are called iterable edges.
We show that reachable configurations cannot be polynomially bounded with respect to the
size of the initial configurations on any iterable index. It follows that VASS with iterable
indexes cannot be polynomial. In Section 4, we recall some general properties about the
Kirchoff’s functions and the Euler’s lemma. Those definitions are used in Section 5 to prove
the correctness of a polynomial-time algorithm inspired by the Kosaraju-Sullivan algorithm
for computing the set of iterable indexes and the set of iterable edges. In Section 6 we
show that reachable configurations are polynomially bounded on the non-iterable indexes
with respect to the size of the initial configurations. Finally in Section 7 we show that we
can decide in polynomial time if a VASS is polynomial and we prove that the reachability
problem for polynomial VASS is exponential-space complete.
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2 Polynomial Vector Addition Systems With States

In this section we first introduce the vector addition systems, and the structurally bounded
ones. Then, we recall how the reachability problem for that subclass can be solved in
polynomial space[16]. Next, we introduce the vector addition systems with states (VASS)
and we show that the previous approach for VAS no longer apply on VASS. Finally, we
introduce the class of polynomial VASS, the main class of VASS studied in that paper.

Concerning notations used in that paper, we denote by Z,N,Q the set of integers, natural
numbers, and rational numbers. The absolute value of a rational λ ∈ Q is denoted by |λ|.
Let d ∈ N be a natural number. Vectors in Qd are denoted in bold face, and we denote by
v[1], . . . ,v[d] the components of v, i.e. v = (v[1], . . . ,v[d]). Every operations are performed
component-wise on the vectors; for instance the sum x +y of two vectors in Qd is the vector
z in Qd satisfying z[i] = x[i] + y[i] for every i ∈ {1, . . . , d}. We write x ≥ y if x(i) ≥ y(i)
for every 1 ≤ i ≤ d, and we write x > y if x ≥ y and x 6= y. We denote by ui the ith
unit vector of Qd defined by ui[j] = 0 if j 6= i and ui[i] = 1. Notice that x =

∑d
i=1 x[i]ui

with our notations. The norm of a vector v ∈ Qd is the rational number ||v|| = maxi |v[i]|.
The norm of a finite set V ⊆ Qd is defined as ||V|| = maxv∈V ||v||. We introduce the sets
||v||+ = {i | v[i] > 0} and ||v||− = {i | v[i] < 0}. The dot product of two vectors x,y ∈ Qd
is the rational number

∑
i x[i] · y[i] denoted as x · y.

2.1 Vector Addition Systems
A vector addition system (VAS for short) is a non-empty finite set A ⊆ Zd of actions. A
vector in Nd is called a configuration of the VAS A. The semantics is defined thanks to the
binary relation → over the configurations by x → y if y = x + a for some action a ∈ A.
The reflexive and transitive closure of → is denoted as ∗−→ and it is called the reachability
relation. If x ∗−→ y, we say that y is reachable from x.

The reachability problem consists in deciding for a triple (x,A,y) where x,y are two
configurations of a VAS A, if x ∗−→ y. The problem is decidable [13] but its complexity
remains elusive; the problem is known to be exponential-space hard [11], and the best
known upper bound is non-primitive recursive [10].

A VAS A is said to be bounded from an initial configuration x if the set of configurations
reachable from x is finite. The boundedness problem is known to be exponential-space
complete [17]. Since the size of reachable configurations are at most Ackermannian in
that case [14, 5], it follows that the reachability problem can be decided in Ackermannian
complexity (space and time are equivalent for that class of complexity). This is the best
known upper bound, far from the exponential-space lower bound [11].

When enforcing the VAS to be bounded for any initial configuration, we obtain the so-
called structurally bounded VAS. More formally, a VAS is said to be structurally bounded if
it is bounded from any initial configuration. In polynomial time, one can decide if a VAS
is structurally bounded. In fact, a VAS A is not structurally bounded if, and only if, the
following linear system is satisfiable over the non negative rational number: (λa)a∈A:∑

a∈A

λaa > 0

The previous observation combined with the Farkas Lemma [18] shows that a VAS is struc-
turally bounded if, and only if, there exists a vector v in Nd, called a place invariant such
that v[i] > 0 for every i, and such that v · a ≤ 0 for every action a in A.

ICALP 2018
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I Example 1. The VAS A = {2ui+1 − ui | 1 ≤ i < d} admits the place invariant v ∈ Nd
defined by v[i] = 2d−i for every i.

Notice that if x ∗−→ y then v · y ≤ v · x for any place invariant v. We deduce that
||y|| ≤ (

∑d
i=1 v[i])||x||. The norm of reachable configurations is therefore bounded linearly

in the norm of the initial one. As observed by Praveen and Lodaya [16], the norm of the
vector v can be bounded thanks to a small solution theorem of Borosh and Treybig [1] in
such a way the reachability problem for structurally bounded VAS is decidable in polynomial
space. Based on the reduction of QBF to the reachability problem of structurally bounded
VAS, Praveen and Lodaya deduced the following result.

I Theorem 2 (Theorem 3.10 and Theorem 3.11 of [16]). The reachability problem for struc-
turally bounded VAS is polynomial-space complete.

2.2 Vector Addition Systems With States
The previous approach no longer apply for structurally bounded vector addition systems
with states. Formally, a vector addition systems with states (VASS for short) is a graph
G = (Q,A, E) where Q is a non empty finite set of states, A is a VAS, and E ⊆ Q×A×Q
is a finite set of edges. A configuration is a pair (q,x) in Q × Nd denoted as q(x) in the
sequel. The semantics of an edge e is defined thanks to the binary relation e−→ over the
configurations by p(x) e−→ q(y) if e = (p,y − x, q). We associate to a word π = e1 . . . ek of
edges the binary relations π−→ over the configurations defined as the following composition:

e1−→ · · · ek−→

Notice that ε−→ is the identity binary relation. The reachability relation of a VASS G is
the binary relation ∗−→ defined as the union

⋃
π∈E∗

π−→. A configuration q(y) is said to be
reachable from a configuration p(x) if p(x) ∗−→ q(y).

The following lemma states the so-called VASS monotony property. We refer to that
lemma when we mention a monotony property in the sequel.

I Lemma 3. We have p(x + c) π−→ q(y + c) for every p(x) π−→ q(y) and for every c ∈ Nd.

Proof. By induction on the length of π. J

We associate to a VASS G = (Q,A, E) the functions src, tgt : E → Q and ∆ : E →
A satisfying e = (src(e),∆(e), tgt(e)) for every e ∈ E. The states src(e) and tgt(e) are
respectively called the source and target states. The vector ∆(e) is called the displacement
of e. We extend the displacement function to words π = e1 . . . ek of edges by ∆(π) =
∆(e1) + · · · + ∆(ek). A word π = e1 . . . ek of edges is called a path of G from a state p to
a state q, if there exists a sequence q0, . . . , qk of states with q0 = p and qk = q such that
(src(ej), tgt(ej)) = (qj−1, qj) for every 1 ≤ j ≤ k. A path is said to be simple if qi = qj
implies i = j. A cycle on a state q is a path from q to q. A cycle is said to be elementary if
qi = qj and i < j implies i = 0 and j = k.

Let T ⊆ E be a subset of edges. An edge e of T is said to be recurrent if there exists a
path from tgt(e) to src(e) in T , otherwise, it is said to be transient. We denote by rec(T )
the set of edges that are recurrent. The set T is said to be reccurent if every edge in T is
recurrent, i.e. rec(T ) = T . We observe rec(T ) is recurrent for any set T . We associate to a
subset T the equivalence relation ∼T over rec(T ) defined by e ∼T e′ if there exists a path
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from tgt(e) to src(e′) and a path from tgt(e′) to src(e). The equivalence classes of ∼T are
called the strongly connected components of T , and they are denoted as SCC(T ). The set
T is said to be strongly connected if SCC(T ) = {T}. We also denote by SCC(G) the set
SCC(E), and we say that G is strongly connected if E is strongly connected.

I Example 4. We adapt the VASS introduced in [6] by introducing the following VASS:

p q(−1, 2, 0) (2,−1, 0)

(0, 0, 0)

(0, 0,−1)

Notice that p(1, 0, n) ∗−→ p(4n, 0, 0) for every natural number n since for every n,m ∈ N with
n ≥ 1, we have:

p(m, 0, n) (p,(−1,2,0),p)m(p,(0,0,0),q)(q,(2,−1,0),q)2m(q,(0,0,−1),p)−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ p(4m, 0, n− 1)

A VASS G is said to be bounded from an initial configuration p(x) if the reachability
set from that configuration is finite. Let us recall that the boundedness problem is decid-
able in exponential space since the boundedness problem for VASS is logspace reducible
to the boundedness for VAS using for instance the encoding of control states as additional
counters [6]. A VASS is said to be structurally bounded if it is bounded from any initial
configuration. Let us recall that a VASS G is not structurally bounded if, and only if, there
exists a cycle σ such that ∆(σ) > 0. Moreover, this property is decidable in polynomial
time using the Kosaraju-Sullivan algorithm [8].

Example 4 shows that reachable configurations of structurally bounded VASS can be
exponentially larger than the initial configuration. Unfortunately, it can even be larger by
observing that the Ackermannian VASS introduced in [14] are structurally bounded. It
follows that the best complexity upper bound for the reachability problem for structurally
bounded VASS is Ackermannian. Concerning the lower bound, by observing that Lipton’s
construction [11, 3] also produces structurally bounded VASS, it follows that the reachability
problem is exponential-space hard.

2.3 Polynomial VASS
In this paper we consider a subclass of the structurally bounded VASS, called the polynomial
VASS. More formally, a polynomial function is a function f : Q→ Q such that there exists
a sequence c0, . . . , ck of coefficients in Q satisfying f(x) =

∑k
j=0 cj .x

j for every x ∈ Q.

I Definition 5. A VASS is said to be polynomial if there exists a polynomial function f

such that ||y|| ≤ f(||x||) for every p(x) ∗−→ q(y).

I Example 6. We introduce the following VASS:

p q(−1, 1, 0) (1,−1, 2)

(0, 0, 0)

(−1, 0, 0)

ICALP 2018
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We have p(n, 0, 0) ∗−→ p(0, 0, n2 + n)) for every n ∈ N since for every n,m ∈ N with m ≥ 1,
we have:

p(m, 0, n) (p,(−1,1,0),p)m(p,(0,0,0),q)(q,(1,−1,2),q)m(q,(−1,0,0),p)−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ p(m− 1, 0, n+ 2m)

We will prove in Example 15 that the VASS is polynomial.

I Remark. The VASS given in Example 4 is not polynomial.
We notice that since the Lipton’s construction [11, 3] produces polynomial VASS, it

follows that the reachability problem is exponential-space hard for polynomial VASS. In
this paper we show that (1) we can decide in polynomial time if a VASS is polynomial, (2)
the reachability problem is exponential-space complete for polynomial VASS.

3 Iteration Schemes

An iteration scheme of a VASS G is a finite sequence σ1, . . . , σk of cycles such that:
k∧
j=1
||∆(σj)||− ⊆ ||∆(σ1) + · · ·+ ∆(σk)||+

Observe that the displacement of an iteration scheme is necessarily a vector in Nd. An
index i ∈ {1, . . . , d} such that there exists an iteration scheme with a displacement strictly
positive on i is called an iterable index. An edge t that occurs in an iteration scheme is called
an iterable edge. By concatenating iteration schemes, notice that there exists an iteration
scheme with a displacement strictly positive on every iterable index, and such that every
iterable edge occurs in the scheme.

I Example 7. Let us come back to the VASS introduced in Example 4. Notice that the
cycles (p, (−1, 2, 0), p) and (q, (2,−1, 0), q) forms an iteration scheme with a displacement
equal to (1, 1, 0). It follows that the two first indexes are iterable.

I Example 8. We introduce the following VASS:

p q(−1, 1) (1,−1)

(0, 0)

(0, 0)

Notice that the cycles (p, (−1, 1), p) and (q, (1,−1), q) do not form an iteration scheme.

The following lemma shows that if a strongly connected VASS admits an iteration scheme
with a non-zero displacement, then the VASS is not polynomial.

I Lemma 9. For every strongly-connected VASS, there exists a rational number λ > 1 such
that for every n ∈ N there exists an execution pn(xn) πn−−→ qn(yn) such that:
||xn|| ≥ n.
yn[i] ≥ λ||xn|| for every iterable index i.
Every iterable edge occurs in πn at least λ||xn|| times.

Proof. The proof is given in appendix. Intuitively, iteration schemes can be iterated an
exponential number of times. J

In section 6, we prove that conversely, indexes that are not iterable can be bounded with
a polynomial, as well as non iterable edges occurs at most a bounded polynomial number of
times.
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4 Kirchoff’s Functions and Euler’s Lemma

We recall some classical results about Kirchoff’s functions and Euler’s lemma. We assume
that G = (Q,A, E) is a VASS.

A multiset of edges is a function φ : E → N. The set {e ∈ E | φ(e) 6= 0} is called the
domain of φ and it is denoted by dom(φ). Given a subset T ⊆ E and a multiset of edges φ,
we denote by φ ∩ T the multiset of edges defined as follows:

φ ∩ T (t) =
{
φ(t) if t ∈ T
0 otherwise

The Parikh image of a word π of edges is the multiset of edges φ such that φ(e) is the
number of occurrences in π of e for every edge e ∈ E.

The displacement function ∆ is extended over the multiset of edges φ by ∆(φ) =∑
e∈E φ(e).∆(e). The vector ∆(φ) are called the displacement of φ. Notice that if φ is

the Parikh image of a word π of edges then ∆(φ) = ∆(π). Given a sequence π1, . . . , πk of
words of edges, the vector ∆(π1)+· · ·+∆(πk) is also called the displacement of the sequence.

A Kirchoff function φ is a multiset of edges such that for every q ∈ Q:∑
e∈E|tgt(e)=q

φ(e) =
∑

e∈E|src(e)=q

φ(e)

Let us recall that a finite sum of Parikh images of cycles is a Kirchoff function and every
Kirchoff function is a finite sum of Parikh images of elementary cycles. It follows that
the domain of a Kirchoff function is recurrent. The Euler’s Lemma claims that a Kirchoff
function is the Parikh image of a cycle if, and only if, its domain is strongly connected.

5 Computing the Set of Iterable Indexes and Edges

In this section, we show that the set of iterable indexes and the set of iterable edges of a
VASS G = (Q,A, E) are computable in polynomial time. Given a pair (I, T ) where I is a
subset of {1, . . . , d} and T is a subset of edges, a sequence σ1, . . . , σk of cycles of T is called
an (I, T )-constrained iteration scheme if

k∧
j=1
||∆(σj)||− ⊆ ||∆(σ1) + · · ·+ ∆(σk)||+ ⊆ I

We denote by Γ(I, T ) the pair (I ′, T ′) where I ′ is the set of indexes i ∈ I such that there
exists an (I, T )-constrained iteration scheme with a displacement strictly positive on i, and
where T ′ is the set of edges that occurs in an (I, T )-constrained iteration scheme. Observe
that Γ({1, . . . , d}, E) is the pair (I ′, T ′) where I ′ is the set of iterable indexes and T ′ is the
set of iterable edges.

We are going to compute Γ(I, T ) inductively by reducing the pair (I, T ) into a pair
(I ′, T ′) in such a way Γ(I, T ) = Γ(I ′, T ′) and such that Γ(I, T ) = (I, T ) if it is not possible
to reduce (I, T ) anymore. Such an approach is similar to the one used by the Kosaraju-
Sullivan algorithm [8, 2] for computing from a VASS the set of edges occurring in cycles
with zero displacements.

ICALP 2018
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Our reduction is defined by introducing the pair Ω(I, T ) obtained as the union of the
pairs (||∆(φ)||+,dom(φ)) indexed over the Kirchoff’s functions φ such that dom(φ) ⊆ T ,
∆(φ ∩ S)[i] = 0 for every S ∈ SCC(T ) and for every i 6∈ I, and such that ∆(φ)[i] ≥ 0 for
every i ∈ I. The following lemma shows that Ω(I, T ) is computable in polynomial time.

I Lemma 10. Let (I, T ) be a pair such that I ⊆ {1, . . . , d} and T ⊆ E, and let us consider
the following linear system over the variables (µi)i∈I and (λt)t∈T ranging over the non-
negative rational numbers:∧

q∈Q

∑
t∈T |tgt(t)=q

λt =
∑

t∈T |src(t)=q

λt

∧
S∈SCC(T )

∧
i6∈I

∑
t∈S

λt.∆(t)[i] = 0

∧
i∈I

∑
t∈T

λt.∆(t)[i] = µi

Then Ω(I, T ) = (I ′, T ′) where:
I ′ is the set of indexes i ∈ I satisfying the previous linear system and µi > 0, and
T ′ is the set of edges t ∈ T satisfying the previous linear system and λt > 0.

Proof. Let us consider a Kirchoff function φ such that dom(φ) ⊆ T , ∆(φ ∩ S)[i] = 0 for
every S ∈ SCC(T ) and for every i 6∈ I, and such that ∆(φ)[i] ≥ 0 for every i ∈ I. By
introducing the sequences (λt)t∈T and (µi)i∈I defined by λt = φ(t) and µi = ∆(φ)[i] we
obtain a solution of the linear system. It follows that Ω(I, T ) ⊆ (I ′, T ′). Conversely, let us
consider a solution of the linear system given by two sequences (µi)i∈I and (λt)t∈T of non
negative rational numbers. By multiplying that solution by a large natural number, we can
assume that the solution is over the natural numbers. Now, just notice that the multiset
of edges φ defined by φ(t) = λt if t ∈ T and φ(t) = 0 otherwise is a Kirchoff function
proving that (||φ||+,dom(φ)) ⊆ Ω(I, T ). Notice moreover that µi > 0 implies i ∈ ||φ||+
and λt > 0 implies t ∈ dom(φ). It follows that (I ′, T ′) ⊆ Ω(I, T ). We have proved that
Ω(I, T ) = (I ′, T ′). J

Notice that Ω(I, T ) ⊆ (I, T ). Intuitively, Ω(I, T ) reduces the pair (I, T ). The following
lemma shows that this reduction let unchanged the value of Γ(I, T ).

I Lemma 11. We have Γ(I, T ) = Γ(Ω(I, T )).

Proof. Since Ω(I, T ) ⊆ (I, T ) we get Γ(Ω(I, T )) ⊆ Γ(I, T ). For the converse inclusion, let
us consider an (I, T )-constrained iteration scheme σ1, . . . , σk. Let φj be the Parikh image
of σj , and let φ =

∑k
j=1 φj . Notice that φ is a Kirchoff function proving the inclusion

(||φ||+,dom(φ)) ⊆ Ω(I, T ). It follows that σ1, . . . , σk is in fact an Ω(I, T )-constrained itera-
tion scheme. Therefore Γ(I, T ) ⊆ Γ(Ω(I, T )). J

Finally, the following lemma shows that Γ(I, T ) is equal to (I, T ) if (I, T ) cannot be
reduced anymore.

I Lemma 12. We have Γ(I, T ) = (I, T ) if, and only if, Ω(I, T ) = (I, T ).

Proof. Assume that Γ(I, T ) = (I, T ). Lemma 11 shows that Ω(I, T ) = (I, T ). Conversely,
assume that Ω(I, T ) = (I, T ). By adding Kirchoff functions, notice that there exists a
Kirchoff function φ such that dom(φ) = T , ||φ||+ = I, and such that ∆(φ ∩ S)[i] = 0 for
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every S ∈ SCC(T ) and for every i 6∈ I, and such that ∆(φ)[i] ≥ 0 for every i ∈ I. Euler’s
Lemma shows that for every S ∈ SCC(T ), there exists a cycle σS with a Parikh image equal
to φ ∩ S. Notice that ||∆(σS)||− = ||∆(φ ∩ S)||− ⊆ I. Moreover ||

∑
S ∆(σS)||+ = I. It

follows that (σS)S∈SCC(T ) is an (I, T )-constrained iteration scheme. This scheme shows that
(I, T ) ⊆ Γ(I, T ). Therefore Γ(I, T ) = (I, T ). J

Now, let us introduce Ω∞(I, T ) =
⋂
n∈N Ωn(I, T ). Since (Ωn(I, T ))n∈N is a non-increasing

sequence, there exists n ≤ |I|.|T | such that Ωn+1(I, T ) = Ωn(I, T ) and for such an n, we have
Ω∞(I, T ) = Ωn(I, T ). From Lemma 10, we deduce that Ω∞(I, T ) is computable in polyno-
mial time. Moreover, from Lemma 11 and Lemma 12, we deduce that Γ(I, T ) = Ω∞(I, T ).
We have proved the following theorem.

I Theorem 13. Iterable indexes and iterable edges are computable in polynomial time.

I Example 14. Let us come back to Example 4. We observe that Ωn({1, 2, 3}, E) is equal
to ({1, 2}, E) if n = 1, and it is equal to ({1, 2}, {(p, (−1, 2, 0), p), (q, (2,−1, 0), q)}) if n ≥ 2.

I Example 15. Let us come back to Example 6. We observe that Ωn({1, 2, 3}, E) is equal
to ({3}, E) if n = 1, ({3}, {(p, (−1, 1, 0), p), (q, (1,−1, 2), q)}) if n = 2, and (∅, ∅) if n ≥ 3.

I Example 16. Let us come back to Example 8. We observe that Ωn({1, 2}, E) is equal to
(∅, E) for every n ≥ 1.

6 Non-iterable case

In this section we prove the following theorem.

I Theorem 17. Let G = (Q,A, E) be a strongly connected VASS. For every p(x) π−→ q(y),
the values y[i] where i is a non iterable index, and the number of occurrences of non iterable
edges in π are bounded by:

[(1 + ||x||)2d2(3||A||.|Q|)15d4
]4

d|E|

We first prove the following lemma that is based on a “small solution” theorem of Pot-
tier [15].

I Lemma 18. Let (ns,z)s,z be a sequence of natural numbers indexes by s in a non-empty
finite set S, and by z in a finite subset Z ⊆ {−µ, . . . , µ}d for some µ ≥ 1. Let I ⊆ {1, . . . , d}
and m ≥ 1 such that:
|
∑

z∈Z ns,zz[i]| ≤ m for every s ∈ S and for every i 6∈ I, and
The vector v defined as

∑
s∈S

∑
z∈Z ns,zz satisfies v[i] ≥ −m for every i ∈ {1, . . . , d}.

There exists a sequence (ms,z)z∈Z,s∈S of natural numbers such that:∑
z∈Z ms,zz[i] = 0 for every s ∈ S and for every i 6∈ I, and

The vector w defined as
∑
s∈S

∑
z∈Z ms,zz satisfies w ≥ 0

and such that δ = |S|(md)2(3µ)9d4 satisfies:
If ns,z > δ then ms,z > 0, and
If v[i] > δ then w[i] > 0.

Proof. The proof is given in appendix. It is based on an application of a “small solution”
theorem of Pottier [15] on each s ∈ S, and then, on the resulting solutions we apply again
the “small solution” theorem for extracting solutions satisfying w ≥ 0. J

We are now ready for proving the following lemma.
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I Lemma 19. Let G = (Q,A, E) be a VASS such that ||A|| ≥ 1, I ⊆ {1, . . . , d}, and T be a
recurrent set of edges. We consider a path π such that p(x) π−→ q(y). Let m ≥ 1 satisfying:

The number of occurrences in π of edges not in T is bounded by m, and

x[i] + ∆(π′)[i] ≤ m for every every prefix π′ of π and for every i 6∈ I.
Then m′, I ′, T ′ defined as follows:

m′ = m4(1 + ||x||)2d2(3µ)15d4

(I ′, T ′) = Ω(I, T )

Where µ = ||A||.|Q| satisfies:

The number of occurrences in π of edges not in T ′ is bounded by m′, and

x[i] + ∆(π′)[i] ≤ m′ for every every prefix π′ of π and for every i 6∈ I ′.

Proof. Notice that it is sufficient to prove that the number of occurrences in π of edges not
in T ′ is bounded by m′, and y[i] ≤ m′ for every i 6∈ I ′. In fact, the more general bound
x[i]+∆(π′)[i] ≤ m′ for every prefix π′ of π and for every i 6∈ I ′ can be obtained as a corollary.

Let k be the number of occurrences in π of edges not in T . It follows that π can be
decomposed into: π = π0t1π1 . . . tkπk where π0, . . . , πk are paths in T and t1, . . . , tk are not
in T . We introduce the sequences (pj(xj))1≤j≤k and (qj(yj))0≤j≤k of configurations such
that pj(xj)

πj−→ qj(yj) for every 0 ≤ j ≤ k, qj−1(yj−1) tj−→ pj(xj) for every 1 ≤ j ≤ k, and
such that p0(x0) = p(x) and qk(yk) = q(y). Notice that xj [i],yj [i] ≤ m for every i 6∈ I

and for every 0 ≤ j ≤ k since xj and yj can be obtained trivially as vectors of the form
x + ∆(π′) for some prefixes π′ of π.

Let us observe that since πj is a path in T and since T is recurrent, it follows that there
exists Sj ∈ SCC(T ) such that πj is a path in Sj . We decompose the Parikh image αj of πj
into αj = φj +

∑
`∈Lj

ψj,` where φj is the Parikh image of a simple path in Sj , and ψj,` is
a Parikh image of an elementary cycle in Sj for every ` in a finite set Lj .

We introduce the set Z of displacements of elementary cycles. Notice that ||Z|| ≤ µ. We
associate to each S ∈ SCC(T ) and each z ∈ Z the cardinal nS,Z of the set

⋃
j|Sj=S{(j, `) |

` ∈ Lj ∧∆(ψj,`) = z}. Observe that for every S, we have:

∑
z∈Z

nS,zz =
∑

j|Sj=S

∑
`∈Lj

∆(ψj,`)

=
∑

j|Sj=S

∆(αj)−∆(φj)

=
∑

j|Sj=S

(yj − xj −∆(φj))

It follows that for every i 6∈ I, we have:

|
∑
z∈Z

nS,zz[i]| ≤ (k + 1)(m+ |Q|||A||) ≤ 2m(2mµ) ≤ 4m2µ(1 + ||x||)
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Moreover, we have:

∑
S∈SCC(T )

∑
z∈Z

nS,zz =
k∑
j=0

(yj − xj −∆(φj))

=
k∑
j=0

(yj − xj) +
k∑
j=1

∆(tj)−
k∑
j=0

∆(φj)−
k∑
j=1

∆(tj)

= y− x−
k∑
j=0

∆(φj)−
k∑
j=1

∆(tj)

If follows that for every i, we have:∑
S∈SCC(T )

∑
z∈Z

nS,zz[i] ≥ −(||x||+(k+1)(|Q|−1)||A||+k||A||) ≥ −3mµ(1+||x||) ≥ −4m2µ(1+||x||)

Let us introduce δ = |SCC(T )|(4m2µ(1+||x||)d)2(3µ)9d4 . Notice that δ ≤ m4(1+||x||)2d2(3µ)12d4 .
Lemma 18 shows that there exists a sequence of natural numbers (mS,z)S,z such that:∑

z∈Z mS,zz[i] = 0 for every S, and every i 6∈ I.∑
S

∑
z∈Z mS,zz ≥ 0

nS,z > δ implies mS,z > 0,∑
S

∑
z∈Z nS,zz[i] > δ implies

∑
S

∑
z∈Z mS,zz[i] > 0.

It follows that:
if nS,z > δ then every simple cycle of S with a displacement equal to z is a simple cycle
of T ′, and
if y[i] > ||x||+ δ +m+ (k + 1)(|Q| − 1)||A||+ k||A|| then i ∈ I ′.

It follows that y[i] ≤ ||x||+δ+3mµ ≤ 3δ ≤ m′ for every i 6∈ I ′. Moreover, it follows that
for every S, the number of occurrences of cycles ψj,` with j such that Sj = S, and ` ∈ Lj
such that dom(ψj,`) 6⊆ T ′ is bounded by |Z|δ ≤ m4(1 + ||x||)2d2(3µ)13d4 . It follows that
the number of occurrences of edges not in T ′ in π is bounded by k + |SCC(T )|.|Q|.m4(1 +
||x||)2d2(3µ)13d4 ≤ m4(1 + ||x||)2d2(3µ)15d4 = m′. J

Let us consider p(x) π−→ q(y) and let (In, Tn) = Ωn({1, . . . , d}, E). We introduce for
every n the minimal number mm ≥ 1 such that the number of occurrences of edges in π that
are not in Tn is bounded by mn, and x[i] + ∆(π′)[i] ≤ mn for every i 6∈ In and for every
prefix π′ of π. Notice that m0 = 1, and Lemma 19 shows that for every n ≥ 0:

mn+1 ≤ m4
n(1 + ||x||)2d2(3µ)15d4

Let us introduce the sequence (sn)n≥0 defined by s0 = 1, and the induction for every n ∈ N:

sn+1 = s4
n.(1 + ||x||)2d2(3µ)15d4

Observe that mn ≤ sn for every n. Moreover, we have:

sn = [(1 + ||x||)2.d2(3µ)15d4
]4

n−1

Since Γ({1, . . . , d}, E) = Ω∞({1, . . . , d}, E) = Ωd|E|({1, . . . , d}, E), we have proved The-
orem 17.
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7 Applications

Theorem 17 shows that a strongly connected VASS without iterable indexes is polynomial.
Combined with Lemma 9, we deduce the following characterization.

I Theorem 20. A strongly connected VASS is polynomial if, and only if, its set of iterable
indexes is empty.

As a direct consequence of Theorems 20 and 13 and the following Lemma 21, we get
the following Theorem 22. Note that the restriction of a VASS G = (Q,A, E) to a subset
T ⊆ E of edges is defined as the VASS G|T = (Q,A, T ).

I Lemma 21. A VASS is polynomial if, and only if, its restriction to every SCC is polyno-
mial.

Proof. The proof is given in appendix. J

I Theorem 22. We can decide in polynomial-time if a VASS is polynomial.

Moreover, since Theorem 17 shows that reachable configurations are bounded exponen-
tially in space, we derive the following result.

I Theorem 23. The reachability problem for polynomial VASS is exponential-space com-
plete.

Proof. Theorem 17 shows that reachable configurations are bounded exponentially in space.
It follows that the reachability problem is decidable in exponential space. We have already
observed the lower bound in Section 2.2. J

8 Conclusion

In this paper we introduced the class of polynomial VASS and showed that the membership
problem of a VASS in that class is decidable in polynomial time. Moreover, we proved
that the reachability problem for polynomial VASS is exponential-space complete. Our
characterization of polynomial VASS is based on the notion of iteration schemes. Intuitively,
whereas a cycle of a VASS with a non-negative displacement can be iterated an arbitrarily
number of times to obtain arbitrarily large values on indexes that are strictly increased by
the cycle, iteration schemes can be iterated an exponential number of times and provide
a way to increase by an exponential number every index that is increased by the iteration
scheme. As a future work, we are interested in by using iteration schemes rather than
iterable cycles in the KLM algorithm to hopefully obtain better complexity upper bound for
the reachability problem for general vector addition systems.

References
1 I. Borosh and L. B. Treybig. Bounds on positive integral solutions of linear dio-

phantine equations. Proc. Amer. Math. Soc., 55(2):299–304, 1976. doi:10.1090/
S0002-9939-1976-0396605-3.

2 E. Cohen and N. Megiddo. Strongly polynomial-time and nc algorithms for detecting
cycles in dynamic graphs. In Proceedings of the Twenty-first Annual ACM Symposium on
Theory of Computing, STOC ’89, pages 523–534, New York, NY, USA, 1989. ACM. URL:
http://doi.acm.org/10.1145/73007.73057, doi:10.1145/73007.73057.

http://dx.doi.org/10.1090/S0002-9939-1976-0396605-3
http://dx.doi.org/10.1090/S0002-9939-1976-0396605-3
http://doi.acm.org/10.1145/73007.73057
http://dx.doi.org/10.1145/73007.73057


Jérôme Leroux XX:13

3 Javier Esparza. Decidability and complexity of Petri net problems — an introduction.
In Advances in Petri Nets ’98, volume 1491 of LNCS, pages 374–428. Springer, 1998.
doi:10.1007/3-540-65306-6_20.

4 Javier Esparza and Mogens Nielsen. Decidability issues for petri nets - a survey. Bulletin
of the EATCS, 52:244–262, 1994.

5 Diego Figueira, Santiago Figueira, Sylvain Schmitz, and Philippe Schnoebelen. Acker-
mannian and primitive-recursive bounds with dickson’s lemma. In Proceedings of the
26th Annual IEEE Symposium on Logic in Computer Science, LICS 2011, June 21-24,
2011, Toronto, Ontario, Canada, pages 269–278. IEEE Computer Society, 2011. URL:
https://doi.org/10.1109/LICS.2011.39, doi:10.1109/LICS.2011.39.

6 John E. Hopcroft and Jean-Jacques Pansiot. On the reachability problem for 5-
dimensional vector addition systems. Theor. Comput. Sci., 8:135–159, 1979. doi:
10.1016/0304-3975(79)90041-0.

7 S. Rao Kosaraju. Decidability of reachability in vector addition systems (preliminary ver-
sion). In Harry R. Lewis, Barbara B. Simons, Walter A. Burkhard, and Lawrence H.
Landweber, editors, Proceedings of the 14th Annual ACM Symposium on Theory of Com-
puting, May 5-7, 1982, San Francisco, California, USA, pages 267–281. ACM, 1982. URL:
http://doi.acm.org/10.1145/800070.802201, doi:10.1145/800070.802201.

8 S. Rao Kosaraju and Gregory F. Sullivan. Detecting cycles in dynamic graphs in poly-
nomial time (preliminary version). In Janos Simon, editor, Proceedings of the 20th
Annual ACM Symposium on Theory of Computing, May 2-4, 1988, Chicago, Illinois,
USA, pages 398–406. ACM, 1988. URL: http://doi.acm.org/10.1145/62212.62251,
doi:10.1145/62212.62251.

9 Jean-Luc Lambert. A structure to decide reachability in petri nets. Theor. Comput. Sci.,
99(1):79–104, 1992. URL: https://doi.org/10.1016/0304-3975(92)90173-D, doi:10.
1016/0304-3975(92)90173-D.

10 Jérôme Leroux and Sylvain Schmitz. Demystifying reachability in vector addition systems.
In 30th Annual ACM/IEEE Symposium on Logic in Computer Science, LICS 2015, Kyoto,
Japan, July 6-10, 2015, pages 56–67. IEEE Computer Society, 2015. URL: https://doi.
org/10.1109/LICS.2015.16, doi:10.1109/LICS.2015.16.

11 R. J. Lipton. The reachability problem requires exponential space. Technical Report 63,
Department of Computer Science, Yale University, January 1976.

12 Ernst W. Mayr. An algorithm for the general petri net reachability problem. In Proceedings
of the 13th Annual ACM Symposium on Theory of Computing, May 11-13, 1981, Milwau-
kee, Wisconsin, USA, pages 238–246. ACM, 1981. URL: http://doi.acm.org/10.1145/
800076.802477, doi:10.1145/800076.802477.

13 Ernst W. Mayr. An algorithm for the general Petri net reachability problem. SIAM
J. Comput., 13(3):441–460, 1984. URL: http://dx.doi.org/10.1137/0213029, doi:10.
1137/0213029.

14 Ernst W. Mayr and Albert R. Meyer. The complexity of the finite containment problem for
petri nets. J. ACM, 28(3):561–576, 1981. URL: http://doi.acm.org/10.1145/322261.
322271, doi:10.1145/322261.322271.

15 Loic Pottier. Minimal solutions of linear diophantine systems: Bounds and algorithms. In
Proceedings of the 4th International Conference on Rewriting Techniques and Applications,
RTA ’91, pages 162–173, London, UK, UK, 1991. Springer-Verlag. URL: http://dl.acm.
org/citation.cfm?id=647192.720494.

16 M. Praveen and Kamal Lodaya. Analyzing reachability for some petri nets with fast growing
markings. Electr. Notes Theor. Comput. Sci., 223:215–237, 2008. URL: https://doi.org/
10.1016/j.entcs.2008.12.041, doi:10.1016/j.entcs.2008.12.041.

ICALP 2018

http://dx.doi.org/10.1007/3-540-65306-6_20
https://doi.org/10.1109/LICS.2011.39
http://dx.doi.org/10.1109/LICS.2011.39
http://dx.doi.org/10.1016/0304-3975(79)90041-0
http://dx.doi.org/10.1016/0304-3975(79)90041-0
http://doi.acm.org/10.1145/800070.802201
http://dx.doi.org/10.1145/800070.802201
http://doi.acm.org/10.1145/62212.62251
http://dx.doi.org/10.1145/62212.62251
https://doi.org/10.1016/0304-3975(92)90173-D
http://dx.doi.org/10.1016/0304-3975(92)90173-D
http://dx.doi.org/10.1016/0304-3975(92)90173-D
https://doi.org/10.1109/LICS.2015.16
https://doi.org/10.1109/LICS.2015.16
http://dx.doi.org/10.1109/LICS.2015.16
http://doi.acm.org/10.1145/800076.802477
http://doi.acm.org/10.1145/800076.802477
http://dx.doi.org/10.1145/800076.802477
http://dx.doi.org/10.1137/0213029
http://dx.doi.org/10.1137/0213029
http://dx.doi.org/10.1137/0213029
http://doi.acm.org/10.1145/322261.322271
http://doi.acm.org/10.1145/322261.322271
http://dx.doi.org/10.1145/322261.322271
http://dl.acm.org/citation.cfm?id=647192.720494
http://dl.acm.org/citation.cfm?id=647192.720494
https://doi.org/10.1016/j.entcs.2008.12.041
https://doi.org/10.1016/j.entcs.2008.12.041
http://dx.doi.org/10.1016/j.entcs.2008.12.041


XX:14 Polynomial Vector Addition Systems With States

17 Charles Rackoff. The covering and boundedness problems for vector addition sys-
tems. Theor. Comput. Sci., 6:223–231, 1978. URL: http://dx.doi.org/10.1016/
0304-3975(78)90036-1, doi:10.1016/0304-3975(78)90036-1.

18 Alexander Schrijver. Theory of Linear and Integer Programming. John Wiley and Sons,
New York, 1987.

http://dx.doi.org/10.1016/0304-3975(78)90036-1
http://dx.doi.org/10.1016/0304-3975(78)90036-1
http://dx.doi.org/10.1016/0304-3975(78)90036-1


Jérôme Leroux XX:15

A Proof of Lemma 9

Let us fix a strongly connected VASS G, and let σ1, . . . , σk be an iteration scheme such
that its displacement v is strictly positive on every iteration index and such that every
iterable edge occurs in the scheme. We let vj be the vector ∆(σ1) + · · · + ∆(σj) for each
j ∈ {0, . . . , k}. Observe that v0 = 0 and vk = v. Notice that vj [i] < 0 implies that that
there exists ` ≤ j such that i ∈ ||∆(σ`)||−, and in particular i ∈ ||v||+. It follows that there
exists a natural number a > 0 such that a.v + vj ≥ 0 for every 0 ≤ j ≤ k.

We denote by qj the state such that πj is a cycle on qj . We also denote by q0 the
state qk. Since the VASS is strongly connected, there exists a path πj from qj−1 to qj for
every 1 ≤ j ≤ k. Notice that there exists a sequence (cj)0≤j≤k of vectors in Nd such that
qj(cj)

σj−→ qj(cj + ∆(σj)) for every 1 ≤ j ≤ k, and such that:

q0(c0) π1−→ q1(c1) · · · πk−→ qk(ck)

We first prove the following two lemmas:

I Lemma 24. For every 1 ≤ j ≤ k and for every h ∈ N, we have:

qj(cj + h.(a.v + vj−1))
σh

j−−→ qj(cj + h.(a.v + vj))

Proof. We introduce for each n ∈ {0, . . . , h}, the vector xn = cj + (h − n).(a.v + vj−1) +
n(a.v + vj). By monotony, since a.v + vj−1 ≥ 0 and a.v + vj ≥ 0, we derive from
qj(cj)

σj−→ qj(cj + ∆(σj)) the relation (qj ,xn−1) σj−→ qj(xn−1 + ∆(σj)) for every 1 ≤ n ≤ h.

Since xn−1 + ∆(σj) = xn, it follows that qj(x0)
σh

j−−→ qj(xh). Since x0 = cj + h.(a.v + vj−1)
and xh = cj + h.(a.v + vj), we are done. J

I Lemma 25. For every 1 ≤ j ≤ k and for every h ∈ N, we have:

qj−1(cj−1 + h.(a.v + vj−1)) πj−→ qj(cj + h.(a.v + vj−1))

Proof. Since qj−1(cj−1) πj−→ qj(cj), the proof is obtained by monotony. J

We deduce the following corollaries.

I Corollary 26. For every h ∈ N, we have:

q0(c0 + h.a.v) π1σ
h
1 ...πkσ

h
k−−−−−−−−→ qk(ck + h.(a+ 1).v)

Proof. For every j ∈ {1, . . . , k} and for every h ∈ N, Lemma 24 and Lemma 25 shows that:

qj−1(cj−1 + h.(a.v + vj−1))
πjσ

h
j−−−→ qj(cj + h.(a.v + vj))

We have proved the corollary since v0 = 0 and vk = v. J

I Corollary 27. For every h ∈ N, we have:

q0(a.c0 + h.a.v) (π1σ
h
1 ...πkσ

h
k )a

−−−−−−−−−−→ qk(a.ck + 2.h.a.v)
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Proof. Let us introduce the sequence (xn)0≤n≤a defined by xn = (a−n).c0 +n.ck +h.(n+
a).v. Since xn ≥ c0 + h.a.v for every 0 ≤ n < a, Corollary 26 shows that q0(xn) σ−→
qk(xn − c0 + ck + h.v) where σ = π1σ

h
1 . . . πkσ

h
k . Since xn − c0 + ck + h.v = xn+1 and

q0 = qk, we have proved that q0(x0) σa

−−→ qk(xa). We have proved the corollary. J

I Corollary 28. For every m ∈ N, we have:

q0(m.a.c0 + a.v) wm−−→ qk(m.a.ck + 2m.a.v)

where wm is defined as follows:

wm = Π1≤h≤m(π1σ
h
1 . . . πkσ

h
k )a

Proof. Let us introduce the vector xn = (m−n).a.c0 +n.a.ck+2n.a.v for every 0 ≤ n ≤ m.
Let n < m. By monotony, applying Corollary 27 with h = 2n, we get q0(xn) σh−−→ qk(yn)
where yn = xn − a.c0 + a.ck + 2n.a.v and σh = (π1σ

h
1 . . . πkσ

h
k )a. Notice that yn = xn+1.

Since q0 = qk, by transitivity, we deduce that q0(x0) wm−−→ qk(xm) and the corollary is
proved. J

We have proved Lemma 9.

B Proof of Lemma 18

We first recall a “small solution” theorem from Pottier [15].

I Lemma 29 (Weaker statement of Theorem 1 in [15]). Solutions x in Nk of the following
linear system:

d∧
i=1

mi · x = 0

where m1, . . . ,md of vectors in Zk are finite sums of solutions s in Nk of the same system
satisfying additionally:

k∑
j=1

s[j] ≤ (1 + max
1≤i≤d

k∑
j=1
|mi[j]|)d

Now, let us prove Lemma 18. Let s ∈ S. We introduce for each i 6∈ I the sign εs,i ∈
{−1, 0, 1} and the absolute value ts,i of

∑
z ns,zz[i]. Observe that (ns,z)z∈Z and (ts,i)i 6∈I

forms a solution of the following linear system:∧
i 6∈I

∑
z∈Z

ns,zz[i]− ts,iεs,i = 0

Lemma 29 shows that this solution can be decomposed into a finite sum of solutions (n`s,z)z∈Z
and (t`s,i)i 6∈I indexed by ` in a finite set Ls such that for every ` ∈ Ls:∑

z∈Z

n`s,z +
∑
i 6∈I

t`s,i ≤ (2 + |Z|||Z||)d ≤ (2 + µ(1 + 2µ)d)d ≤ (3µ)2d2

Let K =
⋃
s∈S{s} × Ls. We associate to each k = (s, `) in K the vector vk =

∑
z∈Z n

`
s,zz.

Notice that ||vk|| ≤ µ(3µ)2d2 . Let K0 be the set of (s, `) ∈ K such that t`s,i = 0 for every
i 6∈ I. Observe that vk[i] = 0 for every k ∈ K0 and for every i 6∈ I. Since ts,i ≤ m for every
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i 6∈ I, and
∑
s∈S

∑
i 6∈I ts,i =

∑
(s,`)∈K\K0

∑
i 6∈I t

`
s,i ≥ |K\K0| we deduce that the cardinal

of K\K0 is bounded by |S|md. In particular, we get the following inequality:∑
(s,`)∈K\K0

n`s,z ≤ |K\K0|(3µ)2d2
≤ |S|md(3µ)2d2

Moreover, we have:
||

∑
k∈K\K0

vk|| ≤ |S|mdµ(3µ)2d2

Therefore, we deduce that for every i ∈ {1, . . . , d}:∑
k∈K0

vk[i] ≥
∑
s∈S

∑
z∈Z

ns,zz[i]− |S|mdµ(3µ)2d2

In particular
∑
k∈K0 vk[i] ≥ −2|S|m2dµ(3µ)2d2 for every i.

Now, let us introduce V = {vk | k ∈ K0}. We associate to each v ∈ V the set
K0

v = {k ∈ K0 | vk = v} and cv = |K0
v|. Observe that

∑
k∈K0 vk =

∑
v∈V cvv. We

introduce for each i ∈ {1, . . . , d} the sign εi and the absolute value ti of that vector. Observe
that (cv)v and (ti)i is a solution of the following linear system:

d∧
i=1

∑
v∈V

cvv[i]− εiti = 0

Lemma 29 shows that this solution can be decomposed into finite sum of solutions (crv)v∈V
and (tri )1≤i≤d indexed by r in a finite set R such that for every r ∈ R:

∑
v∈V

crv +
d∑
i=1

tri ≤ (2 + ||V|||V|)d ≤ (2 + µ(3µ)2d2
(1 + 2µ(3µ)2d2

)d)d ≤ (3µ)6d4

Let R+ be the set of r ∈ R such that tri = 0 for every i such that εi = −1. Notice
that ti ≤ 2zm|S|dµ(3µ)2d2 for every i such that εi = −1. We deduce that

∑
i|εi=−1 ti ≤

2(md)2|S|µ(3µ)2d2 . Moreover, we have
∑
i|εi=−1 ti =

∑
r∈R\R+

∑
i|εi=−1 t

r
i ≥ |R\R+|. We

have proved that:
|R\R+| ≤ 2(md)2|S|µ(3µ)2d2

Since cv =
∑
r∈R c

r
v and cv = |K0

v|, there exists a partition (Kr
v)r∈R of K0

v such that
crv = |Kr

v|. Let us introduce the sequence (ms,z)s,z defined as follows:

ms,z =
∑
r∈R+

∑
v∈V

∑
`|(s,`)∈Kr

v

n`s,z

For every s ∈ S and for every i 6∈ I, we have:∑
z∈Z

ms,zz[i] =
∑
v∈V

∑
r∈R+

∑
`|(s,`)∈Kr

v

∑
z∈Z

n`s,zz[i]

=
∑
v∈V

∑
`|(s,`)∈K0

v

vs,`[i]

= 0
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Notice that we have:

ns,z =
∑
`

n`s,z

=
∑

`|(s,`)∈K0

n`s,z +
∑

`|(s,`)∈K\K0

n`s,z

≤
∑

`|(s,`)∈K0

n`s,z + |S|md(3µ)2d2

=
∑
r∈R

∑
v∈V

∑
`|(s,`)∈Kr

v

n`s,z + |S|md(3µ)2d2

= ms,z +
∑

r∈R\R+

∑
v∈V

∑
`|(s,`)∈Kr

v

n`s,z + |S|md(3µ)2d2

≤ ms,z + |R\R+|(3µ)6d4
+ |S|md(3µ)2d2

≤ ms,z + 3(md)2|S|µ(3µ)6d4

≤ ms,z + |S|(md)2(3µ)7d4

It follows that if ns,z > |S|(md)2(3µ)7d4 then ms,z > 0.

Finally, let i ∈ {1, . . . d} such that
∑
s

∑
z ns,zz[i] > |S|mdµ(3µ)2d2 +2|S|(md)2µ(3µ)8d4 .

It follows that εi = 1 and ti > 2|S|(md)2µ(3µ)8d4 . We have ti =
∑
r∈R+ tri +

∑
r∈R\R+ tri ≤∑

r∈R+ tri + |R\R+|(3µ)6d4 ≤
∑
r∈R+ tri +2|S|(md)2µ(3µ)8d4 . Since ti > 2|S|(md)2µ(3µ)8d4 ,

we deduce that there exists r ∈ R+ such that tri > 0. Notice that for such an r, we have∑
r∈R+

∑
v∈V crvv[i] > 0. Observe that the following relations∑

s∈S

∑
z∈Z

ms,zz =
∑
r∈R+

∑
v∈V

∑
s∈S

∑
`|(s,`)∈Kr

v

∑
z∈Z

n`s,zz

=
∑
r∈R+

∑
v∈V

∑
k∈Kr

v

vk

=
∑
r∈R+

∑
v∈V

crvv

≥ 0

shows that
∑
s∈S

∑
z∈Z ms,zz[i] > 0 if

∑
s

∑
z ns,zz[i] is strictly larger than |S|mdµ(3µ)2d2 +

2|S|(md)2µ(3µ)8d4 , in particular if it is strictly larger than |S|(md)2(3µ)9d4 .

C Proof of Lemma 21

Proof. Naturally, if a VASS is polynomial then its restriction to every SCC is polynomial.
For the converse, assume that G = (Q,A, E) is a VASS such that its restriction to every
SCC is polynomial and let us prove that G is polynomial. A polynomial function with
non-negative coefficients is a function f such that there exists a sequence c0, . . . , ck ≥ 0 of
coefficients such that f(x) =

∑k
j=0 cj .x

j for every x ∈ Q. Notice that for every polynomial
function f there exists a polynomial function with non-negative coefficients g such that
f(x) ≤ g(x) for every x ≥ 0 by replacing the coefficients by their absolute values. For
every SCC S in SCC(G), since the restriction G|S is polynomial, there exists a polynomial
function with non-negative coefficients gS such that ||y|| ≤ gS(||x||) for every p(x) π−→ q(y)
where π is a path in S. Let us consider the polynomial function g satisfying g(x) = x +
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||A|| +
∑
S∈SCC(G) gS(x). Observe that gS(n) + ||A|| ≤ g(n), and n ≤ g(n) ≤ g(m) for

every 0 ≤ n ≤ m and for every S ∈ SCC(G). Assume that p(x) π−→ q(y) for some path π,
and notice that π can be decomposed as π0e1π1 . . . ekπk where k + 1 ≤ |Q|, e1, . . . , ek ∈ E,
and πj is a path in a strongly connected component Sj of G. We deduce that there exists
a sequence (pj(xj), qj(yj))0≤j≤k of pairs of configurations such that pj(xj)

πj−→ qj(yj) for
every 0 ≤ j ≤ k, p0(x0) = p(x), qk(yk) = q(y), and such that qj−1(yj−1) ej−→ pj(xj) for every
1 ≤ j ≤ k. We derive that ||xj || ≤ ||yj−1||+ ||A|| for every 1 ≤ j ≤ k, and ||yj || ≤ gSj (||xj ||)
for every 0 ≤ j ≤ k. It follows that ||xj || ≤ gSj−1(||xj−1||) + ||A|| ≤ g(||xj−1||) for every
1 ≤ j ≤ k. It follows that ||y||+ ||A|| ≤ gk−1(||x||) ≤ g|Q|(||x||) where g` means composing
g with itself ` times. The polynomial f = g|Q| shows that the VASS is polynomial. J
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