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Abstract

The spatiotemporal response of a stainless steel plate undergoing cyclic
laser shock is recorded with an infrared camera, and Digital Image Corre-
lation (DIC) is used to analyze both displacement and temperature fields.
Two very challenging difficulties are addressed: i) large gray level varia-
tions (due to temperature changes) and ii) convection effects affecting im-
ages. To this aim, a spatiotemporal regularization is designed exploiting
a numerical model of the test. The thermomechanical space-time predic-
tions are first processed through Karhunen-Loève decomposition to extract
dominant temporal and spatial modes. The temporal modes are then in-
serted in a spatiotemporal DIC framework to estimate the experimental
spatial modes that account for both gray level variations (and hence tem-
perature) and displacement fields. It is shown that with only three modes,
the full thermomechanical response of the material is captured. The tem-
poral regularization issued from the model also allows the spurious effect of
convection to be filtered out. Because of the drastic decrease in the num-
ber of degrees of freedom due to data reduction, the number of analyzed
frames can be reduced from 50 down to 6 to capture the thermomechanical
response, thereby leading to an enhanced efficiency.
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1 Introduction

Digital Image Correlation (DIC) applied to experimental mechanics appeared
in the early 1980’s [1–4]. The large amount of information provided by such
techniques allows the understanding of mechanical response of materials to be
enhanced through various experimental tests [5]. DIC generally consists in reg-
istering two images recorded at different loading stages assuming brightness
conservation. The displacement fields between reference and deformed states
can be measured. Different DIC methodologies have been proposed over the
years [2,6–9]. Local approaches for instance decompose the images into small in-
terrogation windows (or“zones of interest”, ZOIs) and cross-correlation between
corresponding ZOIs in reference and deformed images provides the displacement
of each ZOI center [8].

To control the intrinsic ill-posedness of the DIC problem when a fine spa-
tial resolution is sought, and its resulting noise sensitivity, different strategies
have been proposed to provide regularization (through a reduction in the num-
ber of degrees of freedom) and yet enough flexibility not to betray the actual
kinematics. Global DIC methods exploiting a mesh with finite element (FE)
formulation [10] easily endow the displacement fields with continuity. Higher
order finite-elements [11] or other parameterizations (spline [12], NURBS [13])
provide higher regularity and better conditioning of the DIC problem. For those
variants the whole region of interest (ROI) is to be considered at once, hence
the term “global” [7].

Rather than choosing a specific space in which displacement fields are sought
(i.e., “hard regularization” as above), it is also possible to turn to “soft regu-
larization,” in the spirit of Tikhonov [14], and penalize irregular or unexpected
displacements. For DIC, specific mechanical filters have been proposed [15,16].
When, in addition to accounting for a displacement field, gray level corrections
are necessary, say to register infrared (IR) frames, a (even) more general ap-
proach can be implemented [17, 18]. The same type of filtering can be applied
to dampen out inherent spatial fluctuations [19].

As regularization is enhanced, the danger is to betray reality. Thus, one
safe way to proceed is to incorporate a model that is as faithful as possible to
the actual case. Such approaches are called Integrated-DIC (I-DIC) and re-
duce the number of unknowns to only few parameters, which describe a defined
kinematics. The constrained registration is then limited to the sensitivity fields
(i.e., variation of the displacement field with respect to unknown parameters
of the model) provided by either closed-form solutions [20, 21] or FE predic-
tions [22–26].

All those regularization methods address DIC between a single pair of images
but many experimental applications necessitate a full movie or sequence of
images and the spatiotemporal information is of interest. Along the previous
lines, it is also possible to include the time dimension in the DIC formalism. A
global route has already been proposed [27, 28] where time integration over a
series of frames allows a 3D problem (with 2D spatial coordinates plus time)
to be analyzed with the DIC algorithm and revealed useful to analyze various
experimental cases [27–29]. An I-DIC procedure including time has also been
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proposed [24,25,30] in order to calibrate various material parameters.
In the present study, it is proposed to incorporate a spatiotemporal regu-

larization, which is constructed from an FE model of the experiment. Model
reduction is used in order to define temporal modes from the model, and those
modes are inserted in a spatiotemporal DIC framework. The algorithm is ap-
plied to the case of laser shocks on a stainless steel, which was already inves-
tigated with an incremental DIC routine [31]. When no temporal constraint is
introduced, temporal fluctuations are observed. They are due to small displace-
ment amplitudes that are measured, which are highly sensitive to experimental
noise. In order to assess the robustness of this new technique, two challenging
situations are considered. First high gray level (GL) variations are studied. The
second sequence deals with thermal convection.

A general introduction to DIC, where the notations are defined in a general
space-time framework including GL corrections, is presented in Section 2. The
formalism of global DIC is briefly discussed in order to set the basic equations
needed to introduced temporal regularization. Then it is proposed to use a
model reduction technique from a numerical thermomechanical modeling of the
studied case to provide the needed temporal modes. Section 3 shows that the
proposed technique allows us to cope with a very challenging case of gray level
changes due to a laser heating. The same experimental set-up is also used to
provide a second challenging case study where convection introduces a “ghost
motion.” As the latter follows a time evolution that is different from the retained
modes, the temporal regularization provides a remarkable robustness to such
very detrimental artifacts. The large reduction in the degrees of freedom allows
the question of saving on the number of studied time frames to be addressed, a
process called “pruning,” and studied in Section 4. It is shown that the number
of images can be cut down by more than a factor of 10 without much impact
on the determined solution, which is now interpolated in time over the entire
period and not just at the studied instants.

2 Spatiotemporal regularization of DIC

The space/time DIC approach follows the same general principles of Ref. [28]
while the algorithm is implemented in the same framework as Ref. [16]. The
use of unstructured T3 mesh support and GL conservation assumption relax-
ation allows us to handle images with GL variations [19]. In the region of
interest (ROI) dedicated spatial regularization kernels are added to the DIC
cost function. Such filters penalize displacement field fluctuations [16] and GL
correction fields [19]. Regularization over the time coordinate can be applied by
integrating over few frames [29] or series of frames [28] to filter out unwanted
time fluctuations. However in this work another route is preferred and uses a
model-based representation, which is a model reduced using Karhunen-Loève
decomposition (or KLD [32, 33]) to regularize the time evolution. Such choice
also allows an optimized search of the sought fields to be constructed.
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2.1 Generalized optical flow

The acquired movie consists of GL-valued scalar fields denoted f(x, t) where
x stands for the pixel coordinates and t for the time or frame number. The
reference state is considered to be acquired when no loading is applied and
corresponds to the first frame of the movie, f0(x) = f(x, t = 0). The subsequent
frames are assumed to contain the same GL information advected by the surface
motions u(x, t) generated by the experiment. The gray level conservation,
which is very often considered in standard DIC algorithms is expressed as

f(x+ u(x, t), t) = f0(x) (1)

When IR frames are exploited [17,18] for which the temperature field varies, the
GL conservation assumption is not satisfied and other formulations [6–8,34,35]
are necessary. The following extension will be used herein

f0(x) = a(x, t) + (1 + b(x, t))f(x+ u(x, t), t) (2)

where displacement u(x, t), brightness a(x, t) and contrast b(x, t) are
space/time fields.

The minimization of the quadratic norm of the residual defined as the dif-
ference between left and right members of Equation (2) reads

Φ2
c =

∑
t∈τ

∑
x∈ROI

(f0(x)− a(x, t)− (1 + b(x, t))f(x+ u(x, t), t))2 (3)

where τ and ROI are the considered time and spatial domains. All the unknown
fields are gathered in the vector v(x, t) ≡ {ux(x, t), uy(x, t), a(x, t), b(x, t)}.
The minimization of the non linear DIC problem in Equation (3) is performed
through a Gauss-Newton scheme [7]. It is convenient to introduce the corrected
image series, f̃(x, t), which depends on the current determination ṽ(x, t) of
v(x, t), such that

f̃(x, t) = ã(x, t) + (1 + b̃(x, t))f(x+ ũ(x, t), t) (4)

For each iteration, the current space/time gray level residual reads

ρ(x, t) =
∑
t∈τ

(
f0(x)− f̃(x, t)

)
(5)

The correction to each unknown, δv(x, t), is computed iteratively by solving
the linearized DIC problem

M(x, t)δv(x, t) = r(x, t) (6)

The expression of the DIC matrix M(x, t) and right hand side vector r(x, t)
use the sensitivity fields

si(x, t) ≡ ∂f̃(x, t)

∂vi(x, t)
≈ {f0,x, f0,y, 1, f}(x, t) (7)
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so that
M(x, t) = s(x, t)>s(x, t) (8)

and
r(x, t) = s(x, t)>ρ(x, t) (9)

M and r are defined pixel- and time-wise for all unknown fields. However the
problem is ill-posed as the rank of M is less than the number of unknowns.

To circumvent this so-called aperture issue, an FE decomposition [7,10,17] is
exploited and will restore well-posedness and better condition the DIC problem.
In this framework, v(x, t) is decomposed over elementary functions ξi(x, t) the
dyadic product of nodal shape functions defined over a spatial mesh, χi and
time functions ψj(t)

v(x, t) =
∑
i

νiξi(x, t)

=
∑
j,k

νjkχj(x)ψk(t)
(10)

where {ν} is the column vector gathering all unknown amplitudes νjk. Exploit-
ing the fact thatM is independent of time, the vector gathering the incremental
corrections to all the unknowns {δν} is solution to

[MDIC ] {δν} = {rDIC} (11)

where
[MDIC ] =

∑
t∈τ

∑
x∈ROI

ξ>(x, t)M(x, t)χ(x, t) (12)

and
{rM} =

∑
t∈τ

∑
x∈ROI

ξ>(x, t)r(x, t) (13)

The displacement and gray level changes {ν} are updated iteratively by {δν}
until the increment is less than a prescribed threshold (i.e., 10−5 in the sequel).
The mesh and time discretizations act as spatiotemporal regularization [28].
One possible route consists in considering a priori knowledge of the time evo-
lution, which will dictate the expression of ψk(t). Let us first discuss the soft
spatial regularization, which is similar to that introduced in Refs. [15, 16].

2.2 Soft spatial regularization

The interested reader is referred to Refs. [15, 16] for technical details. Let us
simply mention that steep variations of v in space are penalized by the quadratic
norm of a (discretized) second order differential operator in the bulk of the
domain (i.e., inner nodes). Issued from the equilibrium gap for the displacement
fields and Laplacian gap for the brightness corrections, a quadratic form

Φ2
e = (1/2){ν}>[R]{ν} (14)

weighted by ω is added to Φ2
c , to form the total cost function Φ2

t = Φ2
c + ωΦ2

e

to be minimized. It can be shown that ω is proportional to the fourth power of
a regularization length scale, `, that can be adjusted at will.
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2.3 Temporal regularization

Up to now, the mesh and temporal shape functions are arbitrary. When the
mesh size is smaller than the regularization length, the mesh discretization
plays no role anymore, and hence only a scalar length (i.e., weight) is used to
continuously adjust the fineness of the spatial degrees of freedom (or spatial
resolution). Time decomposition is proposed in the following to result from a
modeling of the problem of interest.

The heat transfer problem is first solved to provide the temperature field
T (x, t). Then the 3D temperature field T (x, t) is prescribed to the sample
volume in order to solve the thermomechanical problem, and compute the dis-
placement field u(x, t). Model-reduction techniques are then used to reduce
the number of effective degrees of freedom. The same concepts exist in differ-
ent forms ranging from Karhunen-Loève Decomposition (KLD), Singular Value
Decomposition (SVD), Principal Component Approximation (PCA) to Proper
Orthogonal Decomposition (POD). The idea is to approximate the temperature
field (or displacement alike) as

T (x, t) ≈
Nmode∑
k=1

pTk (x)hTk (t) (15)

where pTk (x) and hTk (t) are respectively the kth spatial and temporal mode.
By increasing the number of modes Nmode, this approximation can be made
arbitrarily accurate, but the key idea is rather to reduce Nmode to a low value,
and often, only few modes are sufficient to provide a fair approximation to T
and similarly for u.

The temporal modes hTk (t) resulting from the KLD of the temperature field
are natural candidates to use as ψk(t) functions. Likewise, the temporal modes
huk(t) coming from the displacement fields u(x, t) are possible choices for ψk(t)
functions when displacement modes are considered. Thus the brightness cor-
rection is decomposed as

a(x, t) =
∑
ik

aikχi(x)hTk (t) (16)

and similarly for the contrast b field. Displacements are decomposed over a
different basis in time

u(x, t) =
∑
ik

uikχi(x)huk(t) (17)

This decomposition allows the corresponding gray level spatial modes pTk (x) =∑
i

aikχi(x) and displacement modes puk(x) =
∑
i

uikχi(x) to be constructed.

Let us note that such approach allows for memory space saving (i.e., only
three spatial and temporal modes for each unknown fields are required to de-
scribe the full history in comparison with one field for each sought parameter
in image-per-image approaches). Moreover, each mode can be treated indepen-
dently (however the image correction step to be performed on each image of
the series is the most time consuming part).
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In the following the number of modes that will be considered either for the
temperature or the displacement fields is 3, i.e., a very small number that will
trigger a rather efficient regularization, and yet a good fidelity to the physical
problem at hand.

3 Experimental cases: laser shock assessment

3.1 Experimental setup

In order to better understand thermal fatigue of stainless steel plates (label
1© in Figure 1(a)), a new experimental setup has been proposed [36]. The
sample is a polished plate of dimensions 270 × 40 × 7 mm3. A natural pre-
oxidation of the surface of interest provides the marking needed for DIC both
in the visible and IR wavelength domains . Two copper clamps (label 2© in
Figure 1(a)) allow the sample to be heated up to a starting temperature of
400 ◦C by Joule effect. The mean temperature of the sample is controlled by
a type K thermocouple implanted in the center of the sample (mid-thickness,
length and width) The thermal fatigue test is performed in helium atmosphere
(after preliminary secondary vacuum is applied). In order to maintain the
thermal fatigue machine walls at room temperature, helium is cooled thanks
to a closed circuit, and forced convection is achieved within the chamber. A
pulsed laser (TruPulse 156 manufactured by Trumpf, λ = 1064 nm, labelled
3© in Figure 1(b)), is used to induce cyclic thermal shocks in the center of the
sample surface. The thermal shock frequency is 1 Hz with a pulse duration of
50 ms. The laser is inclined, relative to the sample surface, by an angle of 30◦,
which explains why the temperature distribution is elliptical and not circular.

(a) (b)

Figure 1: (a) Stainless steel sample 1©, held by two copper clamps 2©, onto
which thermal shocks are applied. (b) Experimental setup with laser source 3©
, IR 4© and visible light 5© cameras, and pyrometer 6©

Two experimental cases will be presented:

• IR frames are acquired with an x6540sc FLIR camera whose definition
is 640 × 512 pixels and spectral range λ = 3970 − 4010 nm (label 4© in
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Figure 1(b)) with a ×1 magnification lens (pitch = 15 µm). The dis-
placement and temperature fields can be measured simultaneously with
an acquisition frequency of 100 Hz. For this particular case, the laser
power density is set to reach an amplitude of temperature variation equal
to 210 ◦C.

IR image correlation (IRIC) is performed by considering reference and
deformed images recorded within a same laser pulse. The cycle lasts
1 second as the thermal shock frequency is set to 1 Hz. As a result no
oxidation effects are observed on the images from the beginning (reference
state) to the end of the pulse (various deformed states). In order to
estimate the “true” temperature, the mean 1 emissivity is determined by
applying consecutive constant thermal steps (controlled by thermocouple)
prior to the actual test. The sample was heated up by Joule effect using
the copper clamps. These verifications have shown that no variations of
emissivity with the applied temperature can be detected [37].

The ROI is selected to be as large as possible. For IR frames, the coordi-
nates of the top left corner of the ROI are x = 30 pixels and y = 30 pixels,
and the bottom right corner of the ROI is x = 495 pixels and y = 620 pix-
els. The considered spatial mesh size for the DIC calculation is 10 pixels,
and the time discretization corresponds to a fine mesh of 20 frames dur-
ing 50 ms (laser pulse duration) and 30 frames lasting 0.95 s or during
the cooling regime. The time discretization is following that selected in
the FE analysis but one can use interpolation functions and exploit more
frames. For instance the use of a stroboscopic reconstruction allows 600
frames to be captured during one cycle [31, 36]. However in Section 4 it
will be shown that the number of frames can be drastically reduced and
still yield good results.

• In the second case, helium circulation is kept on while acquiring to gener-
ate a perturbation and the images are used as a proof of concept for
the proposed methodology. The images acquired by the visible light
camera (label 6© in Figure 1(b)) equipped with a ×1 magnification lens
(pitch=10 µm) are exploited as the angle of inclination increases the sen-
sitivity of the optical tools to the forced convection effect. The inhomo-
geneous distribution of hot/cold helium in the chamber perturbs the light
path through the temperature dependence of the refraction index. This
phenomenon produces apparent (but artifactual) motions when analyzed
by DIC. The numerical model of this second case shows that, in spite of a
lower temperature amplitude of 150 ◦C, the temporal evolution is similar
as in the first case, and hence the same temporal modes will be used.

1In the present case the mean emissivity of the surface was actually determined. The
speckles, which were generated by pre-oxidation, provide a nonuniform emissivity distribution.
This is necessary to provide enough contrast for DIC (IRIC) measurement purposes. The
difference between the highest and lowest emissivity levels did not exceed 0.1. Using the mean
emissivity then leads to slight under- or overestimates locally. However, because of the larger
scales involved in the thermal loading (i.e., variation of temperature generated by the laser),
this homogenized emissivity assumption leads to negligible effects in the sequel.
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In both cases, an IR pyrometer (label 6© in Figure 1(b)) allows the ther-
mal loading to be monitored in real-time. Both cameras are synchronized and
triggered with the laser signal [31, 36]. These acquisitions can be combined for
so-called hybrid stereocorrelation [38]. However, in the following, only data sets
from one camera will be discussed for the two considered test cases.

A pair of IR reference and deformed images is displayed in Figure 2. In the
right image, the effect of laser heating on the stainless steel sample (namely
temperature elevation) is prominent. Such thermal response generates, in the
IR spectral range, a large change of the emitted radiative flux toward the camera
sensor. As a result, the deformed image undergoes a large gray level variation
in the impacted zone in addition to the gray level advection that is caused by
the thermomechanical response of the sample. Without considering additional
gray level corrections in the DIC formalism such images cannot be registered.

(a) (b)

Figure 2: Typical example of reference (a) and deformed (b) IR images (color
bar in degrees C). The space coordinates x and y are expressed in pixels (1
pixel=15 µm)

The use of gray level residual error will be used in the sequel to provide an
image based information on the quality of the DIC calculation. The instanta-
neous DIC residual ρ(t) is calculated at time t as

ρ(t) =
〈(f̃(x, t)− f0(x)2〉1/2ROI

(maxROI(f0)−minROI(f0))
(18)

where 〈•〉 denotes spatial averages. The global residual considers the time
integral of ρ(t)

ρ̂ =

∑
t∈τ ρ(t)

T
(19)

where T denotes the number of considered frames. The initial residual level
corresponding to the two frames shown in Figure 2 is 120 % while the global
residual ρ̂ equals 70 %.
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3.2 Thermal shock assessment

The laser shock is simulated with the FE software Cast3mTM (Figure 3). First
a heat transfer model is set up to determine the 3D temperature distribution
during thermal shock. An initial calibration of the boundary conditions is per-
formed thanks to the experimental IR frames, which provide the temperature
distribution (after a suited calibration [31]). Let us mention that for the fol-
lowing use, one may tolerate even rough approximations for the spatial thermal
boundary conditions of the problem without much consequence. In contrast,
the boundary conditions for the temporal evolution are strictly followed.

(a)

(b)

Figure 3: (a) Boundary conditions and (b) temporal histories provided by the
numerical and experimental results at the center of the laser shock
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The mechanical response is modelled by prescribing the resulting 3D thermal
field. A thermoelastoplastic constitutive law [39] with two kinematic hardenings
is considered to describe the material behavior [37]. The predicted 2D surface
displacement fields, projected onto the camera frame, are shown in Figure 4.

(a) ux (b) uy (c) T

(d) ux (e) uy (f) T

(g) ux (h) uy (i) T

Figure 4: ux (a,d,g) and uy (b,e,h) components of the displacement fields (ex-
pressed in pixel) and temperature (c,f,i) fields at the beginning of the laser pulse
(a,b,c), and the end of laser pulse (d,e,f) and in the cooling part of the thermal
cycle (g,h,i). The numerical fields are projected onto the IR camera frame, x
and y are expressed in pixels (1 pixel = 15 µm)

3.3 Extraction of temporal modes

As above mentioned, KLD is performed independently for the temperature and
the displacement fields. Because of symmetry, the spatiotemporal description
of the displacement fields ux and uy provides the same temporal modes. Fig-
ure 5 shows the first three spatial modes for both fields (i.e., displacement and
temperature).
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(a) uy mode 1 (b) T mode 1

(c) uy mode 2 (d) T mode 2

(e) uy mode 3 (f) T mode 3

Figure 5: First three spatial modes obtained for the displacement fields com-
ponent uy expressed in pixels (a,c,e), and temperature fields T (b,d,f). The
numerical fields are projected onto the IR camera space, x and y are expressed
in pixels (1 pixel = 15 µm)

The spatial modes could have been exploited to implement a (reduced
model) I-DIC route for analyzing the experiment [37] where the GL corrections
are performed by exploiting the spatial modes of the numerical temperature
fields. However, small offsets are expected in the spatial modes (e.g., shape
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and profile of the laser spot may not be exact) and such model errors, although
unimportant for the time history may preclude a proper spatial analysis. In the
sequel, only the temporal modes extracted from the numerical predictions (and
shown in Figure 6) are exploited.

(a) Temporal modes for ux

(b) Temporal modes for T

Figure 6: Three numerical temporal modes obtained for (a) ux components of
the displacement field, and (b) temperature field

The choice of the number of modes is carried out by computing the nor-
malized norm of the residuals obtained as the difference between the computed
field and the approximation resulting from a truncation of the modal series.
Figure 7 shows the change of these residuals against the truncation order at
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different instants. Less than four modes are sufficient to reconstruct the ther-
mal fields at the beginning of the laser pulse (“t = 10 ms”), end of laser pulse (“t
= 50 ms”), or in the cooling stage (“t = 80 ms”). The same trends are observed
when a global residual (“Entire cycle”) is considered.

(a) Residuals for ux

(b) Residuals for T

Figure 7: Residual, between the numerical and reconstructed results, change
with the number of considered modes to reconstruct the numerical (a) ux com-
ponent of the displacement and (b) T temperature fields

The modal decomposition is performed on an uncoupled thermomechanical
model, that is the mechanical response is assumed not to affect the thermal dis-
tribution. Such approximation is sufficient as the temperature elevation, which
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is caused by intrinsic dissipation due to plastic flow, is negligible compared with
the heat generated by the laser pulse itself. Spatiotemporal DIC can still be
used for coupled thermomechanical models. The numerical model would have to
consider the coupling between heat transfer and mechanics. The final output of
the FE model would still provide spatiotemporal temperature and displacement
fields. They could be processed similarly via KLD.

3.4 Modal DIC analysis

The use of IR frames for DIC purposes [17,19] is made possible by considering in
the formalism some additional (to displacement) corrections such as brightness
and contrast, since their changes in space and time are equivalent to the effect
of the temperature field. Therefore the temporal modes obtained from the
computed temperature fields are exploited to determine such correction fields.

At convergence the measured DIC modes for gray level corrections and ux
are displayed in Figure 8 and Figure 9 respectively. The GL modes are compa-
rable to those determined numerically from the thermal model (see Figure 5).
However for the displacement modes, only the first one is close to that of the
simulation. The second and third modes are not trivially corresponding to those
presented in Figure 5. However, the very low amplitude of variation may sug-
gest that those modes are masked by the uncertainty, and thus only the first
(experimental) mode really contains a trustworthy information.
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(a) (b)

(c) (d)

(e) (f)

Figure 8: Three experimental spatial modes obtained for (a,c,e) brightness a
(expressed in ◦C 1 ) and (b,d,f) the contrast b fields. The space coordinates x
and y are expressed in pixels (1 pixel = 15 µm)

1Here the brightness fields do not represent the temperature fields as they are combined
with the contrast fields. The unit is still ◦C as the gray levels on the images were transformed,
using the calibration file and emissivity value of the surface, in temperature fields. However,
when brightness and contrast are used, the true temperature reads T = a + (1 + b)f0.
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(a) (b)

(c) (d)

(e) (f)

Figure 9: Three experimental spatial modes obtained for the displacement fields
(a,c,e) ux and (b,d,f) uy (expressed in pixel). The space coordinates x and y
are expressed in pixels (1 pixel = 15 µm)

The combination of the determined spatial and temporal modes provides the
full spatiotemporal description (see Figure 10). The biaxial state generated by
the laser shock is recovered as expected [31], thereby corroborating the argument
that the spatial content of modes 2 and 3 does not contribute much to the overall
displacement field. This is the result of the competition between the mechanical
reaction (compression) and thermal expansion that generate such laser shocks.
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(a) ux (b) uy

(c) ux (d) uy

(e) ux (f) uy

Figure 10: Experimental ux and uy components of the displacement field (ex-
pressed in pixel) at the beginning of the laser pulse (a,b), the end of the laser
pulse (c,d) and in the cooling part of the thermal cycle (e,f). The space coor-
dinates x and y are expressed in pixels (1 pixel = 15 µm)

The corresponding brightness field correction a and DIC residuals are shown
in Figure 11. They describe well the temperature history. This is proven by
the global DIC residual ρ̂ for which the level does not exceed 5 %. Calculation
where only brightness is considered provide global DIC residual levels of 10 % .
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(a) Brightness a (b) Residual

(c) Brightness a (d) Residual

(e) Brightness a (f) Residual

Figure 11: Brightness correction a and DIC residual fields at the beginning of
the laser pulse (a,b), the end of the laser pulse (c,d) and in the cooling part of
the thermal cycle (e,f). The space coordinates x and y are expressed in pixels
(1 pixel = 15 µm)

An analysis was also performed with no GL correction in the DIC approach.
Only the spatiotemporal regularization for the kinematics was applied to the IR
frames. The algorithm converged in few iterations (23) and the final residuals
were about 60 % (mainly due to the non conservation of brightness). However,
in spite of such high levels of residuals, the overall shape of the displacement
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field was well captured. The amplitudes of displacement are much larger and
not deemed trustworthy. An image-per-image approach diverges when no GL
corrections are applied.

3.5 Application to images perturbed by convection

The thermal fatigue test is performed at high temperature (initial plate tem-
perature 400◦C). The helium atmosphere in the chamber circulates all along
the test to cool the walls. This flow generates a forced convection above the
studied sample surface. The mixing of gas at different temperatures has the
effect of generating “ghost” motions due to optical index variations. The effect
of convection on the displacement fields is illustrated in Figure 12 when an
image-per-image registration is performed with the visible light camera images.
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(a) ux (b) uy

(c) ux (d) uy

(e) ux (f) uy

Figure 12: Experimental ux and uy components of the displacement fields (ex-
pressed in pixel) at the beginning of the laser pulse (a,b), the end of the laser
pulse (c,d), and in the cooling part of the thermal cycle (e,f). These fields are
obtained with an image-per-image DIC approach while convection is occurring
during image acquisition. The space coordinates x and y are expressed in pixels
(1 pixel = 10 µm)

The displacement fields are very different from those expected from the FE
simulation (Figure 4), and from the previous experimental analysis (Figure 10).
The displacement fields due to the thermomechanical response and optical dis-
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tortion are correlated rendering the interpretation difficult. The brightness and
residual fields are shown in Figure 13. The brightness correction is not neces-
sary for visible light camera images but can still be performed as the CMOS
sensor is sensitive to the presence of the heat source generated by the laser.
The DIC residuals maps appear as pure noise and show that DIC performed
well, although one cannot distinguish between the physical displacement field
and the spurious motions due to convection.
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(a) Brightness a (b) Residual

(c) Brightness a (d) Residual

(e) Brightness a (f) Residual

Figure 13: The brightness correction a and DIC residual fields (expressed in
gray level (GL)) at the beginning of the laser pulse (a,b), the end of the laser
pulse (c,d), and in the cooling part of the thermal cycle (e,f). These fields are
obtained with an image-per-image DIC approach while convection is occurring
during image acquisition. The space coordinates are x and y are expressed in
pixels (1 pixel = 10 µm)

One pragmatic way to circumvent such effect is simply to shut down helium
flow and the convection has much less impact on the images. However, in cases
where the thermal shock frequency exceeds 1 Hz, the helium gun has to be on
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during the entire test including image acquisition. This seems to preclude the
use of DIC in those cases. However, the displacement induced by convection is
not expected to follow the temporal modes extracted from the thermal model.
Hence, by considering only the displacement field that is consistent with the
model-based temporal modes, it is expected that the effect of convection will
be drastically reduced, thereby opening new perspectives for exploiting high
frequency laser shock tests.

A paradox is then observed, namely, the global DIC residual obtained with
the spatiotemporal regularization is higher than that obtained without any
temporal penalization while in the latter case the displacement fields do not
correspond to the expected ones. The residual levels of ρ(t) are in the range
1-3 % while they do not exceed 0.5 % when no temporal regularization is ap-
plied. This is mainly due to the expression of the fictitious displacement modes
generated by the convection on the images. As they are not captured by the
spatiotemporal approach, because they do not represent any thermomechanical
signature, they are transcribed into the residuals fields.

The measured displacement fields after spatiotemporal regularization are
shown in Figure 14. The biaxial state is recovered and the convection effect
is cleared for the most part. The temporal modes successfully extract the
consistent contribution of the displacement field.
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(a) ux (b) uy

(c) ux (d) uy

(e) ux (f) uy

Figure 14: Experimental ux and uy components of the displacement fields (ex-
pressed in pixel) at the beginning of the laser pulse (a,b), the end of the laser
pulse (c,d), and in the cooling part of the thermal cycle (e,f). These fields are
obtained with the space/time DIC approach while convection is occurring dur-
ing image acquisition. The space coordinates x and y are expressed in pixels (1
pixel = 10 µm)

It is important for the success of this strategy that the temporal mode of the
convection part of the displacement field has a small projection (ideally null)
with respect to those of the physical displacement. This approach somehow
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extends the strategy used for fighting the adverse effect of turbulent thermal
plumes in high temperature mechanical tests that consisted in averaging images
with a long exposure time [40]. In the latter case the time average of convective
displacements is expected to be null, whereas in the present study, it is expected
to be orthogonal to the model-based dominant temporal evolution. The effects
of convection on images are still present but not captured by the constrained
kinematics. This is illustrated on the residual maps shown in Figure 15.
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(a) ux (b) uy

(c) ux (d) uy

(e) ux (f) uy

Figure 15: Brightness correction a and DIC residual fields (expressed in gray
level (GL) at the beginning of the laser pulse (a,b), the end of the laser pulse
(c,d), and in the cooling part of the thermal cycle (e,f). These fields are obtained
with the space/time DIC approach while convection is occurring during image
acquisition. The space coordinates x and y are expressed in pixels (1 pixel =
10 µm)
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4 Frame pruning

One of the benefits of the present DIC approach is an enhanced redundancy as
the number of degrees of freedom is reduced to be able to capture the spatiotem-
poral displacement field with only a few modes (here 3). This is advantageous
both for memory usage and time calculation saving. This advantage can ac-
tually be further optimized at the experimental level. It is proposed herein
to perform “data pruning” consisting in ignoring entirely some frames in the
analysis. In the present subsection, only a reduced number of frames Nframe

is kept in the otherwise untouched space/time DIC approach. Several down-
samplings in time of IR frames are performed to compute the full displacement
and temperature fields whereby Nframe = 25, 12, 6 and 3 as compared to the
entire sequence composed of 50 frames. The selected frames in the thermal
shock history are shown in Figure 16. In the case when only three frames are
exploited, two different choices of image numbers are analyzed. This will illus-
trate the importance of the instant selection for such limit case. The results will
be compared to the case where the full movie is used in the same DIC approach.

Let us stress here that even if some frames are not exploited, using to modes
allows the temperature and displacements to be determined at all pixels and
time steps. The modes themselves provide an interpolation that is based on
the physical model. This is much more trustworthy than the recourse to a
priori defined shape functions in space or time. Moreover, as these modes are
tailored to the studied case, the use of only a few degrees of freedom allows
for the present discussion of pruning. When much more degrees of freedom are
introduced, frame pruning becomes soon unstable (i.e., ill-conditioned).

Figure 16: Frames selected for different optimization strategies

The spatial modes obtained for different Nframe are all very similar to those
shown in Figure 3. Some differences are observed mostly in terms of amplitudes
and impact the DIC residual levels. The temperature variations and the DIC
residual levels are presented in Figure 17. For the first case where Nframe = 3
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the thermal loading history is not well captured. This is due to the fact that
two of the selected frames are at about the same temperature (see Figure 16),
and hence the identification of the mode becomes ill-conditioned. When the
three images are selected at different temperatures as performed for the case
Nframe = 3b the temperature variation is much better estimated and residuals
are dramatically improved, although no more than 3 instants are used.

Figure 17: Time history of the measured temperature variations for different
numbers Nframe of used IR frames in the DIC calculation

For case 3b, and for a larger number of selected frames, the residuals drop
down to levels comparable to the entire sequence (ca. 5-10 %). Only a very
modest benefit is observed as Nframe is increased, and the temperature time
profile appears to be perfectly captured from Nframe = 6 and more. The resid-
ual levels are mostly controlled by the GL corrections and hence it is difficult
to read properly the effect of pruning frames on displacement measurements.
Thus it is proposed to compare the displacement fields with the results obtained
when the full movie is exploited, as shown in Figure 18.
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Figure 18: RMS differences between the measured displacement fields using
Nframe and that measured with the entire sequence. Displacements are ex-
pressed in pixels (1 pixel = 15 µm)

The RMS displacement difference from the result obtained with a subset of
frames as compared with the full sequence analysis shown in Figure 18. When
Nframe = 3, the difference can reach 8 · 10−2 pixel. However, when a better
selection is performed, Nframe = 3b, the residual levels decrease and the largest
gaps are about 2 · 10−2 pixel. When Nframe = 6 and above, similar results are
obtained, with a discrepancy less than 2 centipixels.

The number of selected frames has also a drastic impact on the required
number of iterations to convergence (Table 1). It is observed that convergence
is very slow when only three frames are selected (i.e., more than five times
that of the entire series). This may be due to a degenerate mode not being
identifiable. As more frames are included, the number of iterations drops down
from about three times to one as Nframe increases from 6 to 25. It is noteworthy
that from 25 to 50 frames, the number of iterations is close to identical and hence
computation time is reduced by a factor of two, with virtually no prejudice to
the registration quality.

Table 1: Number of iterations, Niter, at convergence as a function of the number
of chosen frames, Nframe

Nframe Niter

3 135
3b 119
6 68
12 57
25 22
50 23

30



From all these observations, two exploitations can be considered:

• Either the entire time series has been acquired and one wants to use it
to exhaust all the information it contains. In that case, one may consider
frame pruning only as an intermediate computation stage. For instance,
cutting one image out of two speeds up the computation by a factor of
two and reaches virtually the same solution. Once it has been achieved,
it may be used as an initialization considering the entire series, so that
about one or two iterations only are expected to be needed. This route
drastically speeds up the entire computation. This principle can be used
recursively, as small Nframe are computationally cheap.

• Or one is limited by the total number of frames to be captured (e.g., for
long-term fatigue tracking). In that case, it is important to save on the
total number of frames to be acquired so that the saved images can be
reinvested to get intermediate evolution stages.

In both cases, even if redundancy is partly sacrificed through frame pruning,
the number of unknowns is still much smaller than the number of observables
and hence quality factors (e.g., from residuals) can always be computed to assess
the validity (or invalidity) of the procedure. Let us finally note that for extreme
frame number reduction, one may hit difficulties in evaluating amplitudes (as
observed for case Nframe = 3 versus Nframe = 3b). The question of the optimal
selection of the frames to be retained is an interesting question that warrants
further consideration.

5 Conclusions and prospects

A global space/time DIC approach has been applied to the investigation of
pulsed laser shock cyclic loading. Model-reduction techniques (i.e., KLD) are
used to capture relevant temporal modes from physics-based thermal and me-
chanical models. The modal representation has been simply imported within the
DIC framework to achieve a robust and accurate analysis. Challenging experi-
mental cases were selected to test the robustness of the proposed methodology.

In the first case, very large gray level corrections occurred due to temper-
ature variations. The spatiotemporal approach is very well suited to these
corrections, and using KLD, no more than three modes revealed sufficient to
account for the full space-time response for both temperature and displacement
fields. In spite of the reduced number of degrees of freedom, residuals were
brought down to 5-10 % (such values are to be compared to raw differences
that can reach 120 % as compared to the reference state).

In the second test case, convection induces spurious displacement fields due
to optical index heterogeneities. It was observed that when constrained to follow
the time evolution of the model, the DIC approach was able to partly retrieve
the meaningful contributions from the apparent displacement field.

Last, it was shown that the constraints due to time regularization lead to
the possibility to perform frame “pruning,” with very limited impact on the
result quality for Nframe as low as 3 or 6 as compared to 50 frames in the full
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sequence. This saving may allow for a better coverage of the fatigue test over
long times, or it can be used to speed up convergence time of DIC, temporarily
within the algorithm, without further consequence on the final result.
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