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Abstract—This paper is concerned with designing efficient algorithms for recovering sparse signals from noisy underdetermined measurements. More precisely, we consider minimization of a non-smooth and non-convex sparsity promoting function subject to an error constraint. To solve this problem, we use an alternating minimization penalty method, which ends up with an iterative proximal-projection approach. Furthermore, inspired by accelerated gradient schemes for solving convex problems, we equip the obtained algorithm with a so-called extrapolation step to boost its performance. Additionally, we prove its convergence to a critical point. Our extensive simulations on synthetic as well as real data verify that the proposed algorithm considerably outperforms some well-known and recently proposed algorithms.

Index Terms—Sparse signal recovery, compressed sensing, SL0, proximal splitting algorithms, iterative sparsification-projection

I. INTRODUCTION

Over the past decade, the area of signal processing has been significantly affected by the notion of sparsity. The sparsity assumption on signal and image representations has been successfully utilized in a variety of applications, including image enhancement [1], blind source separation (BSS) [2], medical image reconstruction [3], and compressed sensing (CS) [4]–[6]. Specifically, CS aims to recover an unknown sparse signal, $\mathbf{x}^* \in \mathbb{R}^n$, from a set of underdetermined measurements $\mathbf{y} = \mathbf{A}\mathbf{x}^* \in \mathbb{R}^m$ ($m < n$), where $\mathbf{A} \in \mathbb{R}^{m \times n}$ is the measurement (sensing) matrix. To achieve this goal, several sparse recovery problems have been formulated [7], [8], including $\ell_0$ (pseudo) norm\(^1\) minimization [9], and basis pursuit denoising (BPDN) [10], which is based on minimizing $\ell_1$ norm.

In this paper, we focus on the following constrained problem to retrieve sparse signals:

$$
\min_{\mathbf{x}} \ J(\mathbf{x}) \quad \text{s.t.} \quad \|\mathbf{y} - \mathbf{A}\mathbf{x}\|_2 \leq \epsilon,
$$

where, $J$ is a non-smooth sparsity promoting function like the $\ell_0$ norm, and $\epsilon$ is an error upper-bound. For $J(\mathbf{x}) = \|\mathbf{x}\|_1$, problem (1) is convex and, as such, it can be efficiently solved using algorithms with polynomial complexity [11]. Nevertheless, many studies have shown that using non-convex penalties, e.g., $\ell_p$ (pseudo) norms for $0 \leq p < 1$, leads to much better recovery performance than using convex functions like the $\ell_1$ norm. This has sparked significant research efforts toward designing better problems, mainly using non-convex sparsity promoting functions. Instances of such algorithms are proposed in [9], [12]–[14].

In this paper, we first propose an efficient solver for (1), when $J$ is non-convex and non-smooth. The proposed algorithm is based on penalty methods and proximal algorithms [15]. Then, motivated by existing accelerating techniques for gradient-based solvers of convex problems, we develop an improved version of our proposed algorithm, and establish its convergence. Finally, we discuss the connection of our proposed solver with some previous works. In particular, we show that our proposed algorithm is closely related to a recently introduced family of sparse recovery algorithms, called iterative sparsification-projection (ISP) [16], which also shares similarity with the family of iterative method with adaptive thresholding (IMAT) [17]–[20] algorithms. In fact, the overall framework of our algorithm is the same as the ISP algorithms, however, in contrast to [16], we directly derive the algorithm for solving (1) and prove its convergence to a critical point. Furthermore, we bring new insights into the smooth ISP algorithms and improve their performance.

The rest of the paper is organized as follows. Section II presents our main strategy for solving (1) and the resulting algorithm. This section is accompanied with discussing the connections of the proposed solver with some previous works. Then, Section III is devoted to simulation results.

Throughout the paper, we denote vector and matrix quantities by small and capital bold face characters, respectively. Domain of a function $f$ is represented as $\text{dom}f$. For a set $\mathcal{C}$, we define the indicator function $\delta_{\mathcal{C}}(\mathbf{x})$ as

$$
\delta_{\mathcal{C}}(\mathbf{x}) \triangleq \begin{cases} 
0 & \mathbf{x} \in \mathcal{C} \\
\infty & \mathbf{x} \notin \mathcal{C} 
\end{cases}.
$$

II. ITERATIVE PROXIMAL PROJECTION

In this section, we are going to directly solve (1) using an alternating minimization penalty method. Before proceeding into the details, we first provide a brief review of proximal

\(1\)For a vector $\mathbf{x}$, its $\ell_0$ (pseudo) norm, denoted by $\|\mathbf{x}\|_0$, is defined as the number of non-zero entries of $\mathbf{x}$.\)
splitting algorithms [15], [21], which play an important role in developing our proposed algorithm.

A. Background on proximal algorithms

Proximal (splitting) algorithms [15], [21]–[23] are efficient techniques for solving a broad class of convex, as well as non-convex minimization problems. In particular, the forward-backward splitting (FBS) [15] method targets minimization of composite objective functions expressed as

$$
\min_{x \in \mathbb{R}^n} f(x) + g(x),
$$

(2)

in which, $f : \mathbb{R}^n \mapsto \mathbb{R}$ is a smooth (possibly non-convex) gradient Lipschitz function, and $g : \mathbb{R}^n \mapsto (-\infty, +\infty]$ is a (usually) non-smooth (possibly non-convex) function. A key operator used in these algorithms is known as proximal mapping which is defined as follows:

**Definition 1** [15]. The proximal mapping of a proper and lower semicontinuous function $g : \text{dom}_g \mapsto (-\infty, +\infty]$ at $x \in \mathbb{R}^n$ is defined as

$$
\text{prox}_g(x) = \arg\min_{u \in \text{dom}_g} \left\{ \frac{1}{2} \| x - u \|^2_2 + g(u) \right\}.
$$

(3)

Some important functions in CS have closed-form proximal mappings. For instance, the proximal mapping of $g(x) = \lambda \| x \|_0$ is the hard-thresholding operator [1], $T_\lambda^0(x)$, which returns $x$ if $|x| \geq \lambda$, and $0$ otherwise. Furthermore, for $g(x) = \lambda \| x \|_1$ we get the soft-thresholding operator [1]: $T_\lambda^1(x) \triangleq \text{sign}(x)(|x| - \lambda)_+$, in which, $(x)_+ \triangleq \max(x, 0)$.

The beauty of the FBS method is that it handles $f$ and $g$ separately in each iteration, by taking one-step gradient descent of $f$ (forward step) and then evaluating the proximal mapping of $g$ at the resulting point (backward step). The FBS algorithm for solving (2) can be summarized as

$$
x_{k+1} = \text{prox}_{\mu_k g}(x_k - \mu_k \nabla f(x_k)),
$$

(4)

for a suitably chosen step-size $\mu_k > 0$.

The FBS scheme has been extensively utilized in compressed sensing for solving regularized sparse signal recovery problems. In view of (2), let $f(x) = 1/2 \| y - Ax \|^2_2$ and $g(x) = \lambda \| x \|_1$, where $\lambda > 0$ is a regularization parameter. Then, the FBS algorithm (4) leads to the well-known iterative shrinkage-thresholding algorithm (ISTA) [1], [24]. Also, $g(x) = \lambda \| x \|_0$ ends up with another well-known family of CS algorithms, called iterative hard-thresholding (IHT) [9].

FBS assumes that one of the involved functions is differentiable with a Lipschitz continuous gradient. This requirement is restrictive in some applications. Another splitting method, known as backward-forward splitting [21], resolves this issue by proposing the following solver for (2) when both $f$ and $g$ are non-smooth:

$$
x_{k+1} = \text{prox}_{g}(\text{prox}_{\mu_k f}(x_k)),
$$

(5)

for some sequence $\{\mu_k\}$. While the above technique has received little attention in compressed sensing, in this paper, we make use of it for solving (1).

Proximal splitting algorithms are ideal choices for large-scale problems [15]. However, they usually exhibit slow convergence, needing many iterations to reach a desired solution. To remedy this issue, some acceleration schemes have been proposed that make these algorithms converge faster with virtually no excessive computational load. One such acceleration method is based on extrapolating the two most recent estimates in order to update the next one [25]. In this scheme, the forward step is computed at an extrapolated point between $x_k$ and $x_{k-1}$, instead of $x_k$. More precisely, considering problem (2), for a smooth $f$ with a Lipschitz continuous gradient, this accelerated scheme is described via

$$
\begin{align*}
\hat{x}_k &= x_k + w \cdot (x_k - x_{k-1}) \\
 x_{k+1} &= \text{prox}_{\mu_k g}(\hat{x}_k - \mu_k \nabla f(\hat{x}_k))
\end{align*}
$$

(6)

where, $w \geq 0$ is a weighting constant.

The above technique has been utilized in some sparse recovery algorithms, the most well-known of which is the fast ISTA (FISTA) algorithm [26]. For this algorithm, and with a particular choice of $w$ which is iteration dependent, it has been proved that this simple acceleration scheme significantly improves the convergence rate of the plain version, i.e., ISTA [24], from $O(1/k)$ to $O(1/k^2)$.

B. Proposed algorithm

Now, consider problem (1). We assume that $J$ is proximable, i.e., it has a known or easy-to-compute proximal mapping. Then, consider the following reformulation of (1)

$$
\min_{x} J(x) + \delta_{A}(x),
$$

(7)

where

$$
A_\epsilon \triangleq \{ x \in \mathbb{R}^n \mid \| y - Ax \|_2 \leq \epsilon \}. 
$$

(8)

The cost function of (7) is non-smooth and non-convex, making it very challenging to solve. Nevertheless, it has the special structure of being the sum of two proximable functions. To make use of this structure, we consider the following equivalent form of (7)

$$
\min_{x, z} J(z) + \delta_{A_\epsilon}(x) \quad \text{s.t.} \quad z = x,
$$

(9)

where, we have introduced an auxiliary variable, namely $z$. Then, we solve this new problem using penalty methods [27], leading to

$$
(P_\alpha) : \min_{x, z} J(z) + \delta_{A_\epsilon}(x) + \frac{1}{2\alpha} \| x - z \|^2_2,
$$

(10)

in which, $\alpha > 0$ is a penalty parameter. Decreasing the value of $\alpha$ penalizes violation from the constraint $z = x$ more and more.

A widely-used strategy to solve problems of the form (10), where variables appear as disjoint blocks, is alternating minimization (also called block-coordinate descent). Utilizing this method, problem (10) is solved by iteratively optimizing over one variable while fixing the other one at its most recent value. This leads to the following iterations ($\forall k \geq 0$)

$$
\begin{align*}
\hat{z}_{k+1} &= \arg\min_{z} \alpha J(z) + \frac{1}{2\alpha} \| z - x_k \|^2_2 \\
x_{k+1} &= \arg\min_{x} \delta_{A_\epsilon}(x) + \frac{1}{2} \| x - z_{k+1} \|^2_2
\end{align*}
$$

(11)
which starts with some initial $x_0$. Recalling the definition of proximal mapping in (3), we can rewrite (11) as

$$
\begin{align*}
\begin{cases}
    z_{k+1} &= \text{prox}_{\alpha J}(x_k) \\
    x_{k+1} &= \text{prox}_{\delta A_z}(z_{k+1})
\end{cases}, \quad (12)
\end{align*}
$$

or, in a more compact form, as

$$
    x_{k+1} = \text{prox}_{\delta A_z}\left(\text{prox}_{\alpha J}(x_k)\right) = P_{A_z}\left(\text{prox}_{\alpha J}(x_k)\right) \quad (13)
$$

in which, $P_{A_z}$ stands for the projection onto $A_z$. As $\alpha$ determines the threshold by which the estimates are shrunk, choosing a very small value for it can lead to a quite slow convergence. To avoid this problem, we follow the same warm-starting approach used by penalty methods [27], and solve the problem $P_\alpha$ (10) for a decreasing sequence $\alpha_1, \alpha_2, \ldots$, started with a sufficiently large value. Each subproblem $P_{\alpha_j}$ (10) is solved by iteratively performing (13) until a stopping criterion is met, and then, its final solution is passed to the next subproblem, $P_{\alpha_{j+1}}$, as a starting point.

To improve the performance of the algorithm, we utilize acceleration ideas for solving convex minimization problems. It should be noted that in the context of compressed sensing, most accelerated techniques have been mainly applied to convex sparsity regularized problems, like FISTA, as discussed in the previous subsection. In fact, little efforts have been done to accelerate non-convex sparse recovery solvers, especially those targeting constrained problems. It should also be noted that iterative algorithms for convex problems eventually converge to the global minimizer, and the principal role of the acceleration is to make this process faster. Nevertheless, for general non-convex problems, due to the presence of many local minima, the situation is complicated. Contrary to most works that have focused on composite smooth plus non-smooth objective functions, e.g., FISTA, here, we introduce a similar acceleration technique for backward-backward algorithms applied on objective functions where both components are non-smooth, like (7). This new version is stated as follows

$$
\begin{align*}
\begin{cases}
    \tilde{x}_k &= x_k + w \cdot (x_k - x_{k-1}) \\
    x_{k+1} &= P_{A_z}\left(\text{prox}_{\alpha J}(\tilde{x}_k)\right)
\end{cases}, \quad (14)
\end{align*}
$$

There exist some results on convergence of block-coordinate descent methods; see e.g., [28], [29]. However, they assume some conditions, such as block quasiconvexity of cost function [28], or convexity of non-smooth parts of the cost function [29], which do not apply here. As an alternative, in Appendix A, we derive an approximation of (14), summarized in Algorithm 1, and call it iterative proximal projection (IPP). In Appendix A, it is also shown that when the relaxation parameters $\mu_1$ and $\mu_2$ tend to 1, then the inner iterations of Algorithm 1, i.e., lines 4-9, approach to (14). Theorem 1 below establishes the convergence of IPP.

\textbf{Theorem 1.} In Algorithm 1, assume that $0 < w < \frac{1}{\max\{\mu_1, \mu_2\}} - 1$. The sequence $\{u_k = (x_k, z_k)\}_{k=0}^\infty$ generated by IPP for each value of $\alpha$ (the inner-loop iterations) converges to a critical point, $u^*$, of the cost function defined in (10). Furthermore, if the cost function satisfies the Kurdyka-Lojasiewicz (KL) property [22] with $\psi(t) = c \cdot t^{1-\theta}$ for some $t > 0$ and $\theta \in (0, 1)$, then:

- If $\theta = 0$ then the sequence $\{u_k\}_{k \geq 0}$ converges in a finite number of steps.
- If $\theta \in (0, 1/2]$ then there exist $d > 0$ and $\tau \in (0, 1)$ such that $\|u_k - u^*\|_2 \leq d \cdot \tau^k$.
- If $\theta \in (1/2, 1]$ then there exist $d > 0$ such that $\|u_k - u^*\|_2 \leq d \cdot k^{\frac{1-\theta}{1/2-\theta}}$.

\textbf{Proof:} See Appendix A.

\textbf{Remark 1.} The above theorem proves the convergence of IPP for each particular value of $\alpha$. That is, the inner-loop (lines 4-9) of Algorithm 1. Nevertheless, this translates into proving the convergence of the whole algorithm. To elaborate, note that each inner-loop actually serves as an initializer for the next one. Therefore, we need to only focus on the last inner-loop which corresponds to the final value of the threshold, and treat the previous ones as only tools for producing a good initial point to begin the last inner-loop.

\textbf{Remark 2.} The above theorem (as well as Theorem 2 in Subsection II-C) requires the cost function to have the KL property. As mentioned in [22], [30], the KL property is satisfied by a broad class of functions, including $\ell_p$ (pseudo) norms for $p \geq 0$, real polynomial functions, and indicator function of a polyhedral set. It can be shown that the cost functions considered in this paper possess the KL property, as well.

\textbf{Remark 3.} Although proximal-based block coordinate descent algorithms with extrapolation have already been introduced and analyzed in previous works [23], [29], our proposed solver outlined in Algorithm 1 differs from them. The main difference lies in the fact that, here, we update $z$ based on an extrapolation on $x$, whereas the methods proposed in [23], [29] update each block using an extrapolation of its own block, but not of other blocks. In other words, based on the approaches in [23], [29], the line 5 of Algorithm 1 should be $z_k = z_k + w \cdot (z_k - z_{k-1})$. Furthermore, as will be shown in Appendix B, Algorithm 1 guarantees that the objective values in (10) are non-increasing, whereas this is not the case for the algorithms in [23], [29]. Moreover, if we apply the algorithms proposed in [23], [29]
to our problem stated in (10), then it can easily be shown that by letting $\mu, \mu \to 1$ we would recover the plain alternating minimization in (12); not the accelerated version (14). This is the main reason why we decided to update $\mathbf{z}$ using an extrapolation of the other block, i.e., $\mathbf{x}$. In fact, as derived in Appendix A, the proposed accelerated proximal scheme would reduce to (14) when $\mu, \mu \to 1$.

C. Relation to prior art

1) ISP algorithms: The ISP algorithms are inspired by the smoothed $\ell_0$ (SL0) algorithm proposed in [13]. Let $f_\sigma(x) \triangleq 1 - \exp(-x^2/\sigma^2)$. Then, it can be easily verified that as $\sigma \to 0$, the function $J_\sigma(x) \triangleq \sum_{i=1}^{n} f_\sigma(x_i)$ approaches $\|x\|_0$. In SL0, the $\ell_0$ norm is replaced with $J_\sigma$. The corresponding problem is

$$(P_\sigma): \min_x J_\sigma(x) \quad \text{s.t.} \quad \|y - Ax\|_2 \leq \epsilon.$$  

To avoid undesired local minima which are present when $\sigma$ is very small, SL0 uses the graduated non-convexity technique [31] by solving $P_\sigma$ for a decreasing sequence of $\sigma_1, \sigma_2, \ldots$, in which, the final solution of $P_{\sigma_j}$, is passed to $P_{\sigma_{j+1}}$ as a starting point. Thanks to this warm-starting scheme, a good estimate of the optimal solution of each $P_{\sigma_j}$, can easily be found. SL0 achieves this by performing a few gradient projection iterations. The gradient step can be decoupled over the entries of $\mathbf{x}$ as

$$x \leftarrow T^{0}_{\sigma}(x) \triangleq x - \mu \nabla f_\sigma(x),$$

in which, $\mu_\sigma = \mu_0 \cdot \sigma^2$ and $\mu_0 > 0$ is a constant that when $\mu_0 \in (0, 1/2]$ guarantees the convergence of the iterations [16].

It was shown in [16] that $T^{0}_{\sigma}$ is actually a kind of shrinkage, and based on this fact, the general family of ISP algorithms was introduced. The ISP algorithms generalize the approach used in SL0 by replacing the gradient step with a thresholding (shrinkage) operation.

The ISP algorithms are much like the IPP algorithm outlined in Algorithm 1. The differences are as follows. First, the penalty parameter $\alpha$ in Algorithm 1 corresponds to the threshold of the ISP algorithms. Second, as opposed to IPP, the original ISP is not equipped with the extrapolation scheme, as used in line 5 of Algorithm 1. The most important difference, however, is concerning the derivation of the algorithms for non-smooth sparsity promoting functions. Whereas IPP has been derived as a direct solver of problem (1) with a non-smooth $J$, ISP has been developed in an indirect way. More precisely, the non-smooth variant of ISP is inspired by its smooth counterpart, e.g., ISP-SL0 (which uses the SL0 shrinkage), and gradient descent interpretation of proximal mapping for smooth functions [15]. Therefore, no convergence analysis has been established in [16] for non-smooth ISP. By contrast, here we prove the convergence of IPP.

Note that similar to IPP, the smooth ISP algorithm can also be equipped with an extrapolation step [23] to improve its performance. This improved version, which we call ImplISP, is summarized in Algorithm 2. In this algorithm, it is assumed that $J$ in (1) is smooth, with a smoothing parameter $\sigma$, like the one in the SL0 cost function (15), which when $\sigma \to 0$ yields a better approximation to the $\ell_0$ norm.

Algorithm 2 Improved ISP (ImpISP) for solving (1)

1: Inputs: $y, A, \mu, \epsilon, \sigma$, $\sigma_f, \gamma, 0 < c < 1, w$
2: Initialization: $k = 0, x_{-1} = 0, x_0 = A^\dagger y, \sigma = \sigma_i$
3: while $\sigma > \sigma_f$ do
4: while $\|x_k - x_{k-1}\|_2 > \tau$ do
5: $x_k = x_k + w \cdot (x_k - x_{k-1})$
6: $x_{k+1} = P_{\delta_A}(x_k - \mu \cdot \nabla J(x_k))$
7: $k \leftarrow k + 1$
8: end while
9: $\sigma \leftarrow c \cdot \sigma$
10: end while
11: Output: $x_k$

Convergence of the ImpISP algorithm can be proved using [23]. We have restated it in the following proposition.

Proposition 1. Let $J$ in (7) be a smooth function, and let $L$ denote the Lipschitz constant of $\nabla J$. Furthermore, let $\mu > 0$ denote the gradient-descent step size, and define $\gamma \triangleq \mu \cdot L < 1$. Then, if

$$w \leq \frac{\delta}{2} \left(1 + \frac{\gamma}{\gamma} \right),$$

for some $\delta < 1$, the sequence $\{x_k\}_{k=0}^{\infty}$ generated by ImpISP, outlined in Algorithm 2, for each value of $\sigma$ (the inner-loop iterations) converges to a critical point, $x^*$, of the cost function in (7). Furthermore, if the cost function satisfies the KL property [22] with $\psi(t) = c \cdot t^{1-\theta}$ for some $t > 0$ and $\theta \in [0, 1)$, then similar convergence rate results as in Theorem 1 hold here, too.

Proof: The proof follows from [23].

2) Successive Concave Sparsity Approximation: A recent algorithm, called successive concave sparsity approximation (SCSA) [32], considers the following sparsity-inducing penalty:

$$f^{\sigma}_{scsa}(x) = \lambda \left(1 - \exp\left(-\frac{|x|}{\sigma}\right)\right).$$

Similar to the SL0 function, the SCSA penalty has a smoothing parameter, i.e., $\sigma$. Moreover, as shown in [32], $f^{\sigma}_{scsa}$ provides a tighter approximation to the $\ell_0$ norm than the SL0 function. SCSA solves the following problem by employing the proximal algorithms:

$$\min_x \left\{ \frac{1}{2} \|y - Ax\|^2_2 + f^{\sigma}_{scsa}(x) \right\}. $$

A closed-form solution has been derived in [32] for the proximal mapping of $f^{\sigma}_{scsa}$. The overall procedure for solving (19) is based on the FBS framework stated in (4). Additionally, similar to the ISP and IPP algorithms, a decreasing sequence of $\sigma$ is considered, and for each value of this sequence a few iterations of (4) are performed. As shown in [32], starting with a sufficiently large value for $\sigma$, the shrinkage, i.e., the forward step of the FBS scheme, would be soft-thresholding, and as $\sigma$ decreases along the outer-loop iterations, the shrinkage moves toward hard-thresholding. This behavior is shown in Fig. 1. With this illustration in mind, it seems that for each particular value of $\sigma$, the SCSA penalty $f^{\sigma}_{scsa}$ approximates the $\ell_p$ norms.
for $0 < p < 1$ [32]. For instance, $\sigma = 100$ and $\sigma = 0.1$ correspond to $p = 1$ and $p = 0$, respectively, while $\sigma = 1$ corresponds to some $0 < p < 1$.

There is a major difference between the SCSA algorithm and the ISP and IPP algorithms. The latter algorithms target an error-constrained sparse recovery problem. In contrast, SCSA solves a regularized problem, i.e., (19). Another noticeable difference is that whereas the overall shape of the shrinkage is fixed over the outer-loop iterations of ISP and IPP (lines 3-10 in Algorithm 2 and lines 3-11 in Algorithm 1), in SCSA the shrinkage gradually modifies its shape, from soft-thresholding to hard-thresholding, as $\sigma$ decreases.

$D$. An effective non-smooth function

There are several types of functions which can be used as $J$ in (1), including $\ell_q$ (pseudo) norms for $0 < q < 1$ [33], smoothly clipped absolute deviation (SCAD) penalty [34], capped $\ell_1$ [35], and logarithmic penalty [36]. Among them, we empirically found that SCAD results in a much better performance. In this subsection, we discuss this penalty, and reveal some interesting facts about the SL0 shrinkage and its relation with SCAD.

1) $SL0$ shrinkage versus hard/soft-thresholding: In what follows, we show that $T^0_\sigma$ (16) with $\mu_0 = 1/2$ is, in fact, an interpolation between hard and soft thresholdings and, as such, the SL0 shrinkage enjoys the properties of both. To illustrate this fact, the three thresholding functions are plotted in Fig. 2. The relation between $\lambda$ and $\sigma$ can be determined precisely in the following lemma:

**Lemma 1.** Let $x_{\sigma_j}$ be the global minimizer of $P_{\sigma_j}$ (15). Then, the sequence of objective values $\{J_{\sigma_j}(x_{\sigma_j})\}_{j=1}^\infty$ is non-decreasing.

**Proof:** First, since $x_{\sigma_j}$ is the minimizer of $P_{\sigma_j}$, we have

$$J_{\sigma_j}(x_{\sigma_j}) \leq J_{\sigma_j}(x_{\sigma_{j+1}}).$$

Then, since $\{\sigma_j\}_{j=1}^\infty$ is a decreasing series ($\sigma_{j+1} < \sigma_j$), from the relation $\exp(-x^2/\sigma_j^2) \geq \exp(-x^2/\sigma_{j+1}^2)$ it follows that $\forall x : J_{\sigma_j}(x) \leq J_{\sigma_{j+1}}(x)$, which in combination with (21) results in

$$J_{\sigma_j}(x_{\sigma_j}) \leq J_{\sigma_{j+1}}(x_{\sigma_{j+1}}).$$

2) Smoothly clipped absolute deviation penalty (SCAD): The SCAD penalty is a concave function whose proximal mapping is given by [34]

$$T^a_{\lambda,\sigma}(x) \triangleq \begin{cases} 
\frac{\text{sign}(x)(|x| - \lambda)_{+}}{\alpha - 2} & |x| \leq 2\lambda \\
\frac{\alpha \text{sign}(x) - \text{sign}(x)a\lambda}{\alpha - 2} & 2\lambda < |x| \leq a\lambda \\
|x| & |x| > a\lambda.
\end{cases}$$

As the above expression shows, the SCAD shrinkage corresponds to the soft-thresholding operator for small enough inputs, whereas for large enough ones it behaves like hard-thresholding and leaves the input intact. For moderate input values, SCAD corresponds to a linear function. The additional parameter “$\alpha$” determines the slope of the transition from
soft-thresholding to hard-thresholding: a value very close to 2 is equivalent to an abrupt transition, whereas as a deviates from 2, the transition becomes smoother and smoother. When $a \to \infty$, SCAD becomes equivalent to soft-thresholding. This behavior is best illustrated in Fig. 3.

In the application of regression and variable selection, it has been shown [34] that, in contrast to hard and soft-thresholdings, the SCAD shrinkage simultaneously satisfies the three important properties of unbiasedness, sparsity, and continuity mentioned in [34]. The advantages of this shrinkage over hard and soft thresholdings have also been experimentally demonstrated in [34].

The behavior of SCAD resembles the SL0 shrinkage function. Actually, comparing Figs. 2 and 3 suggests that the demonstration in [34]. over hard and soft thresholdings have also been experimentally implemented of these algorithms provided by their authors.

III. SIMULATIONS

A. Simulation setup

In this section, the performance of the IPP and ImplISP algorithms in recovery of synthetically generated sparse and compressible signals, as well as real data is evaluated and compared with those of some well-known and recently proposed methods, including $\ell_q$ pseudo-norm minimization [12], [37], SCAD penalty-regularized minimization (simply referred to as SCAD) [38], expectation-maximization Gaussian-mixture approximate message passing (EM-GM-AMP) [39], generalized OMP (GOMP) [40], and SCSA-FIT, which is an accelerated version of SCSA [32]. We have used the MATLAB implementations of these algorithms provided by their authors.

The underlying signal was generated synthetically according to the model $y = Ax + e$. In this regard, we utilized a Bernoulli-Gaussian distribution to generate the sparse signal $x$ of the length $n = 1000$, with different sparsity levels $s$, as the number of non-zero entries. Therefore, a larger $s$ indicates a lower sparsity condition, i.e., the signal is less sparse. In our experiments, we consider $s \leq 50$ as a highly sparse condition, $50 < s \leq 160$ as a moderate sparse situation, and $s > 160$ as a low sparse case. Moreover, the non-zero entries of $x$ were produced from $\mathcal{N}(0, 1)$, with their locations being sampled uniformly at random. Furthermore, the entries of the measurement matrix $A$ (of dimension $400 \times 1000$) were generated from the normal distribution $\mathcal{N}(0, 1)$. In our experiments, we considered both noiselss and noisy recovery, where for the noisy case a Gaussian noise vector generated from $\mathcal{N}(0, 0.01)$ was added to the measurements. A number of 300 Monte-Carlo simulations have been performed and the average results are reported.

Remark 5. We noticed in our simulations that some algorithms, especially SCSA-FIT, are sensitive to the normalization of the measurement matrix. Actually, as will be shown in Sub-section III-D, the performance of this algorithm deteriorates in the case of non-normalized $A$, which is more severe when the measurements are noisy. However, in some applications, the matrix $A$ does not have normalized columns. For example, in CS this matrix is in fact the multiplication of a measurement matrix $\Phi$ by a sparsifying transform $\Psi$, i.e., $A = \Phi \Psi$. Thus, the normalization of $A$ cannot be guaranteed in this case. To address this issue and see the behaviors of the algorithms, we have considered three cases in our simulations. In the first case, the entries of $A$ have been independently produced from $\mathcal{N}(0, 1)$, without normalizing the generated columns. In the second one, the columns of the generated sensing matrix $A$ have been normalized before multiplication by $x$ to produce the measurements. In the final case, a scaling is applied on the measurement matrix to normalize its columns, and the recovered sparse signal by each algorithm is scaled accordingly. More precisely, first note that

$$y = Ax + e = ADD^{-1}x + e = \bar{A}\bar{x} + e$$

in which, $D$ is a diagonal matrix with $d_{ii} = \|a_i\|_2^{-1}$, $A \triangleq AD$, and $\bar{x} \triangleq D^{-1}x$. Then, $A$, which has normalized columns, is given to the algorithms. To evaluate the performance, let $\bar{x}$ be an estimation of $x$ returned by any of the algorithms. To take into account the normalization effect, we consider $D\bar{x}$ as the final estimate.

The parameters of each algorithm have been set as follows. For the IPP and ImplISP algorithms, we chose all the parameters the same as [16] except for the initial value of the penalty parameter $\alpha$ in IPP and $\sigma$ in ImplISP for which we experimentally found $3 \times \max(|A^\dagger y|)$ to be a good choice. Moreover, the number of outer-loop iterations has been considered 300 for these algorithms. We run the iteratively reweighted $\ell_q$ pseudo-norm minimization for $q = 0.5$. The parameters of SCSA-FIT and SCAD have been set the same as recommended in [32]. Finally, to choose the EMGAMP and GOMP parameters, we utilized the values suggested in [39] and [40], respectively.

Such behavior occurs for $\ell_1$ minimization, e.g., the LASSO algorithm [41], as well, because the algorithm tends to select those columns of $A$ with larger $\ell_2$ norms.
To evaluate and compare the performance of the algorithms, mean-squared error (MSE) and success rate (SR) have been used. MSE is computed as $20 \log(\|x_0 - \hat{x}\|_2/\|x_0\|_2)$, where $x_0$ and $\hat{x}$ denote the original and the recovered sparse signals, respectively. SR is defined as the number of successful Monte-Carlo simulations divided by the total number of trials. A recovery was considered to be successful if MSE $\leq -60$ dB. Additionally, to roughly compare the computational complexities of the algorithms, we report their runtimes. Our simulations were performed on a macOS with a 3.2 GHz Intel core i5 CPU and 8 GB RAM.

The rest of this section consists of four parts. In Subsection III-B, appropriate values of “$a$” in the SCAD shrinkage (22) and “$w$” in Algorithms 1 and 2 are discussed through a set of simulations. Subsection III-C studies the performance of different shrinkages used in IPP and ImpISP, including SL0 shrinkage and hard and SCAD thresholdings. In addition, the effect of the extrapolation technique on the performance of these algorithms will be investigated in this subsection. Next, Subsection III-D compares the performance of IPP-SCAD (IPP with the SCAD penalty) with those of the previous algorithms mentioned in the beginning of this section. Moreover, the effect of normalization of the measurement matrix is studied in this subsection. Finally, in Subsection III-E and Subsection III-F, different algorithms are compared in recovery of compressible signals and in block-based compressed image recovery, respectively.

### B. Effects of IPP-SCAD parameters

In this subsection, the effects of the two parameters $a$ and $w$ in IPP-SCAD are experimentally studied. Figures 4 and 5 depict the results in the noiseless and noisy cases, and for different values of $a$ and $w$. In what follows, these results are discussed in details.

In Fig. 4, the MSE values versus sparsity are plotted, where each curve corresponds to a particular value of $a$, with its associated best experimentally found extrapolation weight, i.e., $w^*$. In this figure, it is seen that, increasing $a$ up to around 25 remarkably improves the performance. Moreover, increasing $a$ beyond 25 does not improve the performance. For instance, in the noiseless case, IPP-SCAD had the best performance for $a = 25$, and increasing this parameter to $a = 30$ deteriorates the MSE. It is also noticeable that, appropriate values for $a$ differ in the noiseless and noisy cases. In fact, according to Fig. 4 part (a), $a = 25$ is the appropriate SCAD parameter in the noiseless case, whereas part (b) concludes that $a = 30$ is a better choice in the noisy case.

The effect of $w$ on the performance of IPP-SCAD is studied in Fig. 5. In this figure, the MSE curves versus sparsity for different extrapolation weights and their corresponding $a^*$ parameters that have been experimentally found, are plotted. As demonstrated by this figure, increasing the extrapolation weight significantly improves the performance. For instance, in the noiseless case, increasing the weight for $s = 200$ leads to a considerable improvement of about 250 dB in the MSE.

According to the descriptions in this subsection and considering the simulation results in Figs. 4 and 5, the best values of $a$ for the noiseless and noisy cases were found to be 25 and 30, respectively. Moreover, the corresponding best $w^*$ was set to 0.95 for both noiseless and noisy cases. Therefore, in the rest parts of our simulations we have chosen these values of $a$ and $w$ in the IPP-SCAD method.

### C. Different shrinkage functions and convergence rate

In this subsection, the impact of the non-smooth sparsity promoting function used in the IPP algorithm on its performance is investigated. In this regard, we have tested the IPP algorithm with the SCAD penalty (IPP-SCAD) and the
\( \ell_0 \) norm (IPP-Hard). For comparison, the results of ISP-SL0 and its improved version are also included. The corresponding MSE curves of IPP-Hard, IPP-SCAD and ISP-SL0 are plotted in Fig. 6 (solid lines), for the two noiseless and noisy cases. Furthermore, to see the effect of the extrapolation scheme, the improved versions are also depicted in these figures (dashed lines). As illustrated in Fig. 6, IPP-SCAD significantly outperforms the IPP-Hard and ISP-SL0 methods. Moreover, comparing the dashed and solid curves, the outstanding effect of the extrapolation is clearly evident for both noiseless and noisy cases, which is more remarkable on the performance of IPP-SCAD. For instance, let us consider the low sparsity level of \( s = 200 \) in the noiseless case. It is observed in Fig. 6 (a) that for the extrapolation mode where \( w \neq 0 \), IPP-SCAD outperforms IPP-Hard and ImpISP-SL0 about 250 dB and 150 dB, respectively. Additionally, the SCAD shrinkage along with the extrapolation scheme signifies the very good performance of IPP in low sparsity ranges. For instance, comparing the results in part (a) for the extrapolation case, the IPP-SCAD method could recover the underlying signals with an MSE of \(-200 \) dB for the sparsity level of 200, whereas those of the plain versions (solid curves) are worse than \(-50 \) dB in the same sparsity level. Similar improvements in the performance of the algorithms are also observed in the noisy cases as depicted in part (b) of Fig. 6.

Now, we explore the effect of extrapolation on the convergence speed of the algorithms. To achieve this goal, we have run IPP-Hard, IPP-SCAD, and ISP-SL0 for recovery of sparse signals with different sparsity levels. We have also varied the extrapolation weight, \( w \). Figure 7 shows the progress

Fig. 7: Investigating the effect of different shrinkages and extrapolation weights in the convergence rate of IPP and ISP for different sparsity levels. Iteration number corresponds to the outer-loop iterations of Algorithms 1 and 2. Note also that the scales of the vertical axes are different.
of the MSE values with respect to the iteration number of the algorithms for different extrapolation weights. As follows from this figure, using the extrapolation scheme with an appropriate weight leads to a considerable improvement in the convergence speed of all the algorithms. It is also noticeable that the best extrapolation weight for \( s = 150 \) was found to be 0.5, whereas \( w = 0.95 \) works much better for \( s = 200 \). This suggests that for harder problems, that is, when recovering less sparse signals, a larger extrapolation weight should be used. This figure also demonstrates the superiority of IPP-SCAD, especially for \( s = 220 \), over IPP-Hard and ImplSP-SLO (note the different MSE scales in these figures).

As another observation, inspecting the results depicted in Fig. 7 for \( s = 200 \) and \( s = 220 \), especially those of IPP-SCAD, reveals an important advantage of using extrapolation. As clearly demonstrated by this figure, utilizing the extrapolation technique not only improves the convergence speed, but it also significantly boosts the performance. For instance, let us focus on the plots corresponding to \( s = 200 \). Inspecting the final MSEs of \( w = 0 \) and \( w = 0.95 \) indicates that whereas the plain versions of the algorithms have converged to a point far away from the underlying sparse signal, the improved versions (\( w = 0.95 \)) have successfully recovered the unknown signal.

### D. IPP-SCAD versus other algorithms

This subsection compares the performance of IPP-SCAD with some state-of-the-art and recent algorithms mentioned in Section III, for both noiseless and noisy cases. To this aim, we considered the final MSEs reached by the algorithms, their success rates, and their corresponding runtimes. The results are illustrated in Figs. 8, 9, and Tables I and II.

From the aspect of the final MSEs, as Fig. 8 shows, in the noiseless case (top), and for all the three normalization cases, IPP-SCAD significantly outperforms the other algorithms, specifically \( \ell_q \) minimization and SCSA-FIT. This is more noticeable when recovering less sparse signals. For instance, considering the very low sparsity level of \( s = 210 \) non-zero entries, IPP-SCAD is to recover the signal with an MSE of \( s = -200 \) dB, whereas the other methods have performed worse than \( s = -50 \) dB in this case. In Fig. 8, it is also noticeable that in the noiseless case, IPP-SCAD is robust against the normalization constraint. In contrast, the SCSA-FIT and the \( \ell_q \) minimization methods are considerably sensitive to the normalization constraint. In addition, the same as the IPP-SCAD method, the GOMP and the EMGMAMP algorithms show a robust behavior against the normalization constraint. The most destructive influence of the normalization constraint appears when a noisy case is considered. As can be seen in Fig. 8 (bottom), comparing part (e) with (d) and (f) reveals that normalizing the columns of \( A \) deteriorates their
Now, let us compare the performance of different algorithms for the noiseless setting and in the sense of success rate (SR). As stated previously, we consider an algorithm to be successful in recovering a signal whenever MSE ≤ −60 dB. According to Table I and Table II, each cell shows the averaged CPU time that the corresponding algorithm takes to achieve a particular MSE between the sparse estimate and the true signal. Blue color denotes the best result, whereas the red one denotes the second good result.

### TABLE I: Averaged runtime (in second) of different algorithms, for some sparsity levels (s), and in the noiseless case.

<table>
<thead>
<tr>
<th>Algorithm \ MSE (dB)</th>
<th>s = 50</th>
<th>s = 100</th>
<th>s = 150</th>
<th>s = 200</th>
</tr>
</thead>
<tbody>
<tr>
<td>IPP-SCAD(w = 0)</td>
<td>0.19</td>
<td>0.17</td>
<td>0.15</td>
<td>0.10</td>
</tr>
<tr>
<td>IPP-SCAD(w = 0.95)</td>
<td>0.21</td>
<td>0.18</td>
<td>0.15</td>
<td>0.10</td>
</tr>
<tr>
<td>GOMP</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>EMGMAMP</td>
<td>3.06</td>
<td>0.47</td>
<td>0.34</td>
<td>0.29</td>
</tr>
<tr>
<td>SCSA-FIT</td>
<td>0.24</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

### TABLE II: The same as Table I but for the noisy case.

<table>
<thead>
<tr>
<th>Algorithm \ MSE (dB)</th>
<th>s = 50</th>
<th>s = 140</th>
<th>s = 160</th>
<th>s = 200</th>
</tr>
</thead>
<tbody>
<tr>
<td>IPP-SCAD(w = 0)</td>
<td>1.60</td>
<td>0.50</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>IPP-SCAD(w = 0.95)</td>
<td>0.72</td>
<td>0.49</td>
<td>0.34</td>
<td>0.24</td>
</tr>
<tr>
<td>GOMP</td>
<td>3.42</td>
<td>0.53</td>
<td>0.45</td>
<td>0.38</td>
</tr>
<tr>
<td>EMGMAMP</td>
<td>3.06</td>
<td>0.47</td>
<td>0.34</td>
<td>0.29</td>
</tr>
<tr>
<td>SCSA-FIT</td>
<td>0.03</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>SCAD</td>
<td>0.34</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Finally, Table I and Table II roughly compare the computational complexities of the algorithms and their convergence speeds in noiseless and noisy cases, respectively. In these tables, each cell shows the averaged CPU time that the corresponding algorithm takes to achieve a particular MSE between the sparse estimate and the true signal. Also, different sparsity and MSE levels have been considered. A dash sign in these tables means that the respective algorithm has failed in reaching the specified MSE. Blue color denotes the best result, whereas yellow denotes the second good result.
E. Compressible signals

In this subsection, we consider recovery of “compressible signals” from underdetermined measurements. A compressible signal is not necessarily \( s \)-sparse in the sense that it has \( s \) exactly zero entries, but the sorted magnitudes of its coefficients exhibit an exponential decay [42]. We have followed the experiment of [16] and compared the performance of the algorithms in recovery of compressible signals of length \( n = 1000 \) from their \( m = 400 \) linear measurements. The compressible signals were generated from the generalized Pareto distribution (GPD) [42]. The probability density function (pdf) of GPD is as follows

\[
P(x; \lambda, \lambda) = \frac{\lambda q}{2\lambda} (1 + \frac{|x|}{\lambda})^{-(q+1)}, \quad (24)
\]

As shown in [42], for a signal \( x \in \mathbb{R}^n \) generated from GPD, its sorted coefficients denoted by \( \{x_i\} \) obey \( |x_i| \lesssim \lambda \cdot (n/i)^{-1/q} \).

In addition, as a robust measure of sparsity of the generated compressible signals, similar to [16], we have used the Gini index [43]. Gini index yields values between 0 and 1, with 0 corresponding to the least sparse signal comprising equal energy entries, and 1 for the most sparse signal with all of its energy concentrated in only one entry.

The final MSEs of the recovered signals versus the compressibility parameter are illustrated in Fig. 10. According to this figure, for higher values of the compressibility parameter, for which the signals are more sparse, IPP-SCAD and GOMP perform significantly better than the other methods. Furthermore, as the compressibility parameter decreases, which is equivalent to decreasing the sparsity, the performance of the all algorithms deteriorate and converge to the same value.

F. Block-based compressed image recovery

Here, we investigate and compare the performance of the algorithms in a block-based compressed image recovery problem (see, e.g., [44]). The setup for this simulation is as follows. Let \( X \) denote the matrix of pixel intensities of a target image. We extracted all \( 8 \times 8 \) blocks of \( X \) with 50\% overlap. Let us arrange the \( i \)-th block in a 64 dimensional vector denoted by \( x_i \). Then, we took \( m \) random measurements of each \( x_i \) via a Gaussian matrix \( \Phi \in \mathbb{R}^{m \times 64} \) whose entries are drawn from \( N(0,1) \). Denoting the measurement vector as \( y_i \), we thus have \( y_i = \Phi x_i \). Then, the task is to reconstruct the original image \( X \) using only the \( y_i \) vectors. This can be done by first recovering the original blocks \( x_i \)'s from \( y_i \)'s, and then computing an estimate of \( X \) by averaging the reconstructed blocks. Using compressed sensing, the sparsity of image blocks in a sparsifying basis, here, the \( 64 \times 64 \) discrete cosine transform (DCT) denoted as \( \Psi_i \), is utilized to estimate each \( x_i \). More precisely, if \( s_i \) denotes the sparsest solution of \( y_i = \Phi \Psi s_i \), then \( \hat{x}_i = \Psi s_i \) would be an estimate of \( x_i \).

To evaluate the competing sparse recovery algorithms, we applied them on this task. We used three benchmark test images: House, Barbara, and Monarch, which are shown in Fig 11. Furthermore, as a measure of performance, we used peak signal to noise ratio (PSNR) between the original images and their reconstructed ones. The averaged PSNRs (over 10 trials) for different undersampling ratios, \( \delta = m/n \) (rounded to the nearest integer), are reported in Table III. To see the effect of the extrapolation in IPP, we have included the results of IPP with \( w = 0 \) as well as \( w = 0.85 \), denoted respectively, by IPP\((w = 0)\) and IPP\((w = 0.85)\). Moreover, Fig. 11 provides a visual comparison of the reconstructed images for \( \delta = 0.4 \) using IPP (with \( w = 0 \) and \( w = 0.85 \)) and SCSA (which is the best algorithm among the others). Inspecting Table III and Fig. 11 reveals that IPP with \( w = 0.85 \) achieves the best performance. Furthermore, it performs much better than its plain version, i.e., IPP with \( w = 0 \).

IV. CONCLUSIONS AND FUTURE WORKS

In this paper, we considered recovery of sparse signals from underdetermined measurements through minimizing a non-smooth and non-convex sparsity promoting function. We developed an efficient solver for this problem, called IPP.
TABLE III: Comparison of different algorithms for block-based compressed image recovery, and for different undersampling ratios, denoted by $\delta$. The values are PSNRs in dB. Blue color denotes the best result, whereas the red one denotes the second good result.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$\ell_q$</th>
<th>House</th>
<th>Barbara</th>
<th>Monarch</th>
<th>GOMP</th>
<th>SCSA</th>
<th>EMGMAMP</th>
<th>IPP ($w = 0$)</th>
<th>IPP ($w = 0.85$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>25.13</td>
<td>22.99</td>
<td>19.87</td>
<td>28.56</td>
<td>25.30</td>
<td>22.71</td>
<td>31.17</td>
<td>29.69</td>
<td>27.50</td>
</tr>
<tr>
<td>0.2</td>
<td>26.68</td>
<td>23.94</td>
<td>21.23</td>
<td>30.85</td>
<td>27.14</td>
<td>24.43</td>
<td>33.59</td>
<td>29.69</td>
<td>27.50</td>
</tr>
<tr>
<td>0.3</td>
<td>27.96</td>
<td>25.06</td>
<td>22.22</td>
<td>30.91</td>
<td>27.15</td>
<td>24.73</td>
<td>33.56</td>
<td>30.41</td>
<td>27.70</td>
</tr>
<tr>
<td>0.4</td>
<td>28.62</td>
<td>25.26</td>
<td>22.64</td>
<td>31.35</td>
<td>27.37</td>
<td>24.99</td>
<td>34.49</td>
<td>30.23</td>
<td>27.79</td>
</tr>
</tbody>
</table>

Fig. 11: Visual comparison of reconstructed images from their compressed blocks with undersampling ratio $\delta = 0.4$. From left to right, each column corresponds to: original image, and reconstructed images using SCSA, IPP($w = 0$), and IPP($w = 0.85$), respectively.

which uses penalty method along with proximal ideas. The resulting algorithm was then shown to be closely related to a recently proposed family of algorithms, called ISP. Although the two algorithms share similar structures, ISP has only been analyzed for smooth sparsity inducing functions. IPP uses a simple extrapolation technique which can greatly improve its performance, as demonstrated by our simulations. In addition, the particular non-smooth sparsity promoting function has a determining impact on the ability of IPP in successful recovery of sparse signals. We experimentally showed that
using the SCAD penalty leads to a much better performance compared with other non-smooth functions like the $\ell_0$ pseudo norm. We also equipped the smooth ISP algorithms with the extrapolation technique and illustrated its profound effect through different simulations. The convergence of IPP to a critical point was also established. Overall, our simulations confirmed that IPP has a better performance compared with some well-known or recent methods.

There are some future research directions concerning our algorithm. One direction is to theoretically examine why the proposed algorithm leads to a better recovery performance in terms of MSE. This could be done by, e.g., deriving an explicit convergence rate for our algorithm. As another interesting future work, one could examine the local minima properties of the proposed problem, and understand why the particular extrapolation scheme leads to a considerable performance improvement.

**APPENDIX A**

**DERIVATION OF ALGORITHM 1**

Here, we are going to derive the update formulas of $x$ and $z$ outlined in Algorithm 1. As mentioned in Subsection II-B, this algorithm is an approximate solver of (7) based on proximal gradient method [15]. To this end, consider the following reformulation of (10):

$$
\min_{x,z} r_1(z) + r_2(x) + Q(x,z),
$$

(25)

in which $Q(x,z) \triangleq \frac{1}{2}\|x-z\|_2^2$, $r_1(z) \triangleq \alpha J(z)$ and $r_2(x) \triangleq \delta_A(x)$. As described in (11), the alternating minimization for solving this problem would be as follows

$$
\begin{cases}
    z_{k+1} = \arg\min_z r_1(z) + Q(x_k, z) \\
    x_{k+1} = \arg\min_x r_2(x) + Q(x, z_{k+1})
\end{cases}
$$

(26)

Instead of performing the above iterations, we follow the proximal gradient approach, and propose to update $z$ and $x$ by replacing $Q(x, z)$ with its quadratic approximation. Doing so, we would have

$$
z_{k+1} = \arg\min_z r_1(z) + \langle \nabla_z Q(\tilde{x}_k, z_k), z - z_k \rangle + \frac{1}{2\mu_z} \|z - z_k\|_2^2
$$

(27)

and

$$
x_{k+1} = \arg\min_x r_2(x) + \langle \nabla_x Q(x_k, z_{k+1}), x - x_k \rangle + \frac{1}{2\mu_x} \|x - x_k\|_2^2,
$$

(28)

where $\tilde{x}_k = x_k + w \cdot (x_k - x_{k-1})$, and $0 < \mu_x, \mu_z < 1$ are some step-sizes.

In the remaining of this section, we will prove that if $\mu_x, \mu_z \to 1$, then the above update formula approach those in Algorithm 1 or (14). To proceed, note that (27) and (28) can be equivalently written as

$$
\begin{cases}
    z_{k+1} = \arg\min_z \mu_z r_1(z) + \frac{1}{2} \|z - \tilde{z}_k\|_2^2 = \text{Prox}_{\mu_z r_1}(\tilde{z}_k) \\
    x_{k+1} = \arg\min_x \mu_x r_2(x) + \frac{1}{2} \|x - \tilde{x}_k\|_2^2 = \text{Prox}_{\mu_x r_2}(\tilde{x}_k)
\end{cases}
$$

(29)

where $\tilde{z}_k \triangleq z_k - \mu_z \nabla_z Q(\tilde{x}_k, z_k)$ and $\tilde{x}_k \triangleq x_k - \mu_x \nabla_x Q(x_k, z_{k+1})$. Replacing $\nabla_z Q(x_k, z_k) = - (\tilde{x}_k - z_k)$ and $\nabla_x Q(x_k, z_{k+1}) = (x_k - z_{k+1})$, we end up with the following equations for $\tilde{z}_k$ and $\tilde{x}_k$:

$$
\begin{cases}
    \tilde{z}_k = (1 - \mu_z) z_k + \mu_z \tilde{x}_k \\
    \tilde{x}_k = (1 - \mu_x) x_k + \mu_x z_{k+1}
\end{cases}
$$

(30)

Now, it is clear that if $\mu_x, \mu_z \to 1$, then $\tilde{z}_k \to \tilde{x}_k$ and $\tilde{x}_k \to z_{k+1}$. Consequently, we would have

$$
\begin{cases}
    \tilde{z}_k = \tilde{x}_k + w \cdot (x_k - x_{k-1}) \\
    \tilde{x}_{k+1} = \text{Prox}_{r_1}(\tilde{x}_k) \\
    x_{k+1} = \text{Prox}_{r_2}(\tilde{x}_{k+1})
\end{cases}
$$

(31)

which is actually equivalent to (14). In our simulations, we observed that by setting $\mu_x$ and $\mu_z$ to a value close to 1, say 0.99, we can obtain a very good approximation to (14).

**APPENDIX B**

**PROOF OF THEOREM 1**

The proof of Theorem 1 follows similar steps as in [22]. However, due to the fact that unlike [22], here, we use an extrapolation step on $x$, there are some differences with the proof in [22]. Furthermore, the proof uses some definitions of classical optimization theory, including the definitions of domain of a function, proper and lower-semicontinuous function, subdifferential, and Lipchitz continuiy, which can be found in [45].

To start, first note that since $z_{k+1}$ is the minimizer of (27), we can write:

$$
r_1(z_{k+1}) + \langle \nabla_z Q(\tilde{x}_k, z_k), z_{k+1} - z_k \rangle + \frac{1}{2\mu_z} \|z_{k+1} - z_k\|_2^2 \leq r_1(z_k).$$

(32)

On the other hand, according to the descent lemma (see, e.g., [22, Lemma 1]), we have the following inequality:

$$
Q(x_k, z_{k+1}) \leq Q(x_k, z_k) + \langle \nabla_z Q(x_k, z_k), z_{k+1} - z_k \rangle + \frac{1}{2} \|z_{k+1} - z_k\|_2^2.$$

(33)

Adding both sides of (32) and (33), results in

$$
r_1(z_{k+1}) + Q(x_k, z_{k+1}) \leq r_1(z_k) + Q(x_k, z_k) + \langle \nabla_z Q(x_k, z_k) - \nabla_z Q(\tilde{x}_k, z_k), z_{k+1} - z_k \rangle + \left(1 - \frac{1}{2\mu_z}\right) \|z_{k+1} - z_k\|_2^2.
$$

(34)

Now, we apply the Cauchy–Schwarz inequality to (34) as follows:

$$
r_1(z_{k+1}) + Q(x_k, z_{k+1}) \leq r_1(z_k) + Q(x_k, z_k) + \|\nabla_z Q(x_k, z_k) - \nabla_z Q(\tilde{x}_k, z_k)\|_2 \|z_{k+1} - z_k\|_2 + \left(1 - \frac{1}{2\mu_z}\right) \|z_{k+1} - z_k\|_2^2.
$$

(35)
Using Young’s inequality \[46\]

Due to the assumption on \(w\), we have

\[\gamma_x \triangleq \|x_{k+1} - x_k\|_2^2 + \gamma_z \cdot \|z_{k+1} - z_k\|_2^2 \leq F(x_k, z_k) - F(x_k, z_{k+1})\]

where

\[\gamma_x = \frac{1}{2\mu_x} - \frac{w}{2} - 1, \quad \gamma_z = \frac{1}{2\mu_z} - \frac{w}{2} - 1\]

Due to the assumption on \(w\), we have \(\gamma_x \geq 0\) and \(\gamma_z \geq 0\). Then, writing (42) for all \(k \geq 0\) and adding them up leads to

\[\sum_{k=0}^{\infty} \gamma_x \cdot \|x_{k+1} - x_k\|_2^2 + \gamma_z \cdot \|z_{k+1} - z_k\|_2^2 \leq F(x_0, z_0) - F(x_\infty, z_\infty)\]

On the other hand, (42) implies that the set of objective values \(\{F(x_k, z_k)\}_{k=0}^{\infty}\) is non-increasing. Furthermore, since \(F(x, z) \geq 0\), the sequence \(\{F(x_k, z_k)\}_{k=0}^{\infty}\) converges to a finite value, i.e., \(F(x_\infty, z_\infty)\). So, the right-hand side of (44) is bounded and non-negative. Therefore, we have

\[x_{k+1} \to x_k, \quad z_{k+1} \to z_k\]

as \(k \to \infty\). In the following lemma, we prove that the sequence \(\{x_k, z_k\}_{k=0}^{\infty}\) is bounded, and thus it contains a converging subsequence.

**Lemma 2.** The sequence \(\{x_k, z_k\}_{k=0}^{\infty}\) generated by (29) is bounded.

**Proof:** Since \(x_{k+1} = \text{Prox}_{\mu^r_1}Q(\hat{x}_k) = P_{\mathcal{A}_1}(\hat{x}_k)\) and \(\mathcal{A}_1\) is a bounded set, we conclude that \(x_k\) remains bounded. Therefore, there exists a constant \(R > 0\) such that \(x_k, i: |x_k^i| \leq R\) with \(x_k^i\) denoting the \(i\)th entry of \(x_k\). On the other hand, from \(z_{k+1} = \text{Prox}_{\mu_z}r_1(\hat{z}_k)\), we can write

\[\forall i, k: |z_{k+1}^i| \leq |\hat{z}_k^i|\]

This inequality is due to the fact that for the non-smooth \(r_1\) functions considered in this paper, i.e., \(\ell_0\) function and SCAD penalty, we have \(\forall x: |\text{Prox}_{\mu_z}r_1(x)| \leq |x|\). Moreover, from (30), we have \(\hat{z}_k^i = (1 - \mu_z)z_k^i + \mu_z\bar{x}_k^i\), where \(\bar{x}_k^i = x_k^i + w(x_k^i - x_{k-1}^i)\). So, (46) results in

\[|z_{k+1}^i| \leq (1 - \mu_z)|z_k^i| + \mu_z|x_k^i|\]

By successive application of the above inequality, we obtain

\[|z_{k+1}^i| \leq (1 - \mu_z)^{k+1}|z_0^i| + \mu_z(2w + 1)R\sum_{t=0}^{k}(1 - \mu_z)^t\]

Then, considering the initialization of Algorithm 1, we have \(z_0^i = A^i y = P_{\mathcal{A}_1}(0)\). So, \(|z_0^i| \leq R\). Using this and after some simplifications, (48) leads to

\[|z_{k+1}^i| \leq R + 2wR - 2wR(1 - \mu_z)^{k+1} \leq R + 2wR\]

where we have used the fact that \(0 < \mu_z < 1\). This concludes the proof. □

The next step is to show that the sequence \(\{x_k, z_k\}_{k=0}^{\infty}\) approaches the set of critical points [22]. To this aim, we first note that from (27), we have the following optimality condition for \(z_{k+1}^i\):

\[0 \in \partial r_1(z_{k+1}) + \nabla_z Q(\hat{x}_k, z_k) + \frac{1}{\mu_z}(z_{k+1} - z_k)\]

where, \(\partial r_1\) denotes the subdifferential of \(r_1\). From (50), we can write:

\[A_z^k \in \partial_z F(x_{k+1}, z_{k+1})\]

where

\[A_z^k \triangleq (x_k - x_{k+1}) + w(x_k - x_{k-1}) + (1 - \frac{1}{\mu_z})(z_{k+1} - z_k)\]

Similarly, we can obtain the following result:

\[A_x^k \in \partial_x F(x_{k+1}, z_{k+1})\]

where

\[A_x^k \triangleq (1 - \frac{1}{\mu_z})(x_{k+1} - x_k)\]
We then have \((A_{x_k}^k, A_{z_k}^k) \in \partial F(x_{k+1}, z_{k+1})\) [22]. Now, because of (45), we have
\[
A_{x_k}^k, A_{z_k}^k \to 0 \quad (55)
\]
as \(k \to \infty\). Let \((x^*, z^*)\) be a limit point of \(\{(x_k, z_k)\}_{k=0}^{\infty}\). Then, noting the continuity of \(\nabla_z Q\) and \(\nabla_x Q\), and lower semi-continuity of \(r_1\) and \(r_2\), and by following similar line of arguments as in [22, Lemma 5 and Theorem 1], we reach to the conclusion that \((x^*, z^*)\) is a critical point of \(F\), i.e., \(0 \in \partial F(x^*, z^*)\) [45], and the sequence \(\{(x_k, z_k)\}_{k=0}^{\infty}\) globally converges to \((x^*, z^*)\).

The proof of the convergence rate analysis remains the same as in [47, Theorem 5].
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