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DIRECTED POLYMERS IN HEAVY-TAIL RANDOM ENVIRONMENT AND
ENTROPY-CONTROLLED LAST PASSAGE PERCOLATION

QUENTIN BERGER AND NICCOLÒ TORRI

ABSTRACT. We study the directed polymer model in dimension 1 ` 1 when the environ-
ment is heavy-tailed, with a decay exponent α P p0, 2q. We give all possible scaling limits
of the model in the weak-coupling regime, i.e. when the inverse temperature temperature
β “ βn vanishes as the size of the system n goes to infinity. When α P p1{2, 2q, we show
that all possible transversal fluctuations

?
n ď hn ď n of the polymer can be achieved

by tuning properly βn, allowing to interpolate between all super-diffusive scales. Moreover,
we determine the scaling limit of the model, answering a conjecture by Dey and Zygouras
[18] – we actually identify five different regimes. On the other hand, when α ă 1{2, we
show that there are only two regimes: the transversal fluctuations are either

?
n or n. This

extends the results of Auffinger and Louidor [5], and Dey and Zygouras [18], which con-
sidered only the cases where hn “ n, resp. hn “

?
n. As a key ingredient, we introduce

the Entropy-controlled Last Passage Percolation (E-LPP), which is a natural generalization of
Hammersley’s Last Passage Percolation where points can be collected by paths with the con-
straint to have an entropy bounded by a fixed constant – instead of a 1-Lipschitz constraint.
We prove several estimates on the E-LPP in continuous and in discrete settings, which are of
interest on their own.

Keywords: Directed polymer, Heavy-tail distributions, Intermediate disorder, Last Passage
Percolation, Super-diffusivity.
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1. INTRODUCTION: DIRECTED POLYMERS IN RANDOM ENVIRONMENT

1.1. General setting. We consider the directed polymer model: it has been introduced
by Huse and Henley [24] as an effective model for an interface in the Ising model with
random interactions, and is now used to describe a stretched polymer interacting with
an inhomogeneous solvent. This model has gained the attention of the mathematical and
physics community over the past decades – and is still widely studied –, and we refer
to[14, 15, 17] for a general overview.

Let S be a nearest-neighbor simple symmetric random walk on Zd, d ě 1, whose law is
denoted by P, and let pωi,xqiPN, xPZd be a field of i.i.d. random variables – the environment
– with law P (ω will denote a random variable which has the common distribution of the
ωi,x). The directed random walk pi, SiqiPN0 represents a polymer trajectory and interacts
with its environment via a coupling parameter β ą 0 (the inverse temperature). The model
is defined through a Gibbs measure obtained by the following Radon-Nikodym derivative

dPω
n,β

dP
psq :“

1

Zωnβ
exp

´

β
n
ÿ

i“1

ωi,si

¯

, (1.1)

where Zωnβ is the partition function of the model.
One of the main question about this model is that of the localization and super-diffusivity

of paths trajectories drawn from the measure Pω
n,β. The transversal exponent ξ describes

the fluctuation of the end-point, that is EEω
n,β|Sn| « nξ as n Ñ 8. Another quantity

of interest is the fluctuation exponent χ, that describes the fluctuations of log Zωn,β, i.e.
| log Zωn,β ´ E log Zωn,β| « nχ as nÑ8.

This model has been widely studied in the physical and mathematical literature, in par-
ticular when ωn,x have an exponential moment. In dimension d ě 3 and if β small enough,
trajectories have been shown to be diffusive (ξ “ 1{2, χ “ 0) with a Brownian scaling
(see [11, 16, 25]). This case is refereed to as the weak disorder regime. In dimensions
d “ 1, 2 for any β ą 0 or d ě 3 with β large enough, there is some evidence [13, 15] that
there are some favorable narrow corridors where the trajectories tend to localize, and it is
believed [20] that paths are super-difffusive (at least in small dimensions), i.e. ξ ą 1{2. This
is referred to as the strong disorder regime. The case of the dimension d “ 1 as attracted
much attention in recent years, in particular because the model is in the KPZ universality
class (log Zωn,β is seen as a discretization of the Hopf-Cole solution of the KPZ equation).
It is conjectured that the transversal and fluctuation exponents are ξ “ 2{3 and χ “ 1{3.
Moreover, it is expected that the point-to-point partition function, when properly centered
and renormalized, converges in distribution to the GUE distribution. Such scalings has been
proved so far only for some special models, cf. [7, 32].

A recent and fruitful approach to proving universality results for this model has been to
consider is weak-coupling limit, that is when the coupling parameter β is near to criticality.
This means that we allow β “ βn to depend on n, with βn Ñ 0 as n Ñ 8. In [1, 2]
and [12], the authors let βn “ pβn´γ , γ “ 1{4 for some fixed pβ ą 0, and they prove
that the model (one may focus on its partition function Zωn,βn) converges to a non-trivial
(i.e. disordered) continuous version of the model. This is called the intermediate disorder
regime, since it somehow interpolates between weak disorder and strong disorder behavior.
More precisely, they showed that

log Zωn,βn ´ nλpβnq
pdq
ÝÑ logZ?

2pβ
, as nÑ8,
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where λpsq :“ logEresωs. The process pβ ÞÑ logZ?
2pβ

is the so called cross-over process,

which interpolates between a Gaussian and GUE scaling as pβ goes from 0 to 8 (see [3]).
Moreover Z?

2pβ
is related to the solution of the Stochastic Heat Equation.

These results were obtained under the assumption that the environment has exponential
moments, but the universality of the limit was conjectured to hold under the assumption of
six moments, see [2]. In [18] Dey and Zygouras proved this conjecture, and suggest that
this result is a part of a bigger picture (notice that when λpsq is not defined a different
centering constant would be necessary).

1.2. The case of a heavy-tail environment. In the rest of the paper we will focus on
the dimension d “ 1 for simplicity — some comments about higher dimension are made in
Section 2.5. We consider the case where the environment distribution ω is non-negative (for
simplicity, nothing deep is hidden in that assumption) and has some heavy tail distribution:
there is some α ą 0 and some slowly varying function Lp¨q such that

P pω ą xq “ Lpxqx´α . (1.2)

In the case where β ą 0 does not depend on n, the ξ “ 2{3, χ “ 1{3 picture is expected
to be modified, depending on the value of α. According to the heuristics – and terminology
– of [10, 21], three regimes should occur, with different paths behaviors:

(a) if α ą 5, there should be a collective optimization and we should have ξ “ 2{3, KPZ
universality class, as in the finite exponential moment case;

(b) if α P p2, 5q, the optmization strategy should be elitist: most of the total energy
collected should be via a small fraction of the points visited by the path, and we
should have ξ “ α`1

2α´1 ;
(c) if α P p0, 2q, the strategy is individual: the polymer targets few exceptional points,

and we have ξ “ 1. This case is treated in [5, 22].
As suggested by [18], this is part of a larger picture, when the inverse temperature β is

allowed to depend on n. Setting βn “ pβn´γ for some pβ ě 0 and some γ P R then we have
three different classes of coupling. When γ “ 0 we recover the standard directed polymer
model, when γ ą 0 we have a weak-coupling limit, while in the case γ ă 0 we consider a
strong-coupling limit. Let us stress that this last case has not been studied in the literature
– for no apparent reason – and should also be of interest. In [34] and in [18], the authors
suggest that the fluctuation exponent depends on α, γ in the following manner

ξ “

$

&

%

2p1´γq
3 for α ě 5´2γ

1´γ , ´
1
2 ď γ ď 1

4 ,

1`αp1´γq
2α´1 for α ď 5´2γ

1´γ ,
2
α ´ 1 ď γ ď 3

2α .
(1.3)

The first part is derived in [34], based on Airy process considerations, and the second part
in [18] based on a Flory argument inspired by [10]. Moreover, in the two regions of the
pα, γq plane defined by (1.3), the KPZ scaling relation χ “ 2ξ ´ 1 should hold (this has
been proved in the case γ “ 0, α ą 2 in [4]). Outside of these regions, one should have
ξ “ 1{2 (γ large) or ξ “ 1 (γ small). This is summarized in Figure 1 below, which is the
analogous of [18, Fig. 1].

This picture is far from being settled, and so far only the border cases where ξ “ 1
or ξ “ 1{2 have been studied: Dey and Zygouras [18] proved that ξ “ 1{2 in the cases
α ą 6, γ “ 1{4 and α P p1{2, 6q, γ “ 3{2α ; Auffinger and Louidor [5] proved that ξ “ 1 for
γ “ 2

α´1 and α P p0, 2q (their result should be easily adapted to the case α P p0, 4q once we
accept to have a negative γ). In both these papers, the exponent χ and the scaling limits
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region A: ξ = 1

region B: ξ = 1/2

region C: ξ = 1+α(1−γ)
2α−1

region D: ξ = 2
3
(1− γ)

A

B
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D
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γ = 1
4
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FIGURE 1. We identify four regions in the pα, γq plane. Region A with α ă 2 is treated in
[5] and Region B with α ą 1{2 in [18]. Regions C and D are still open, and the KPZ scaling
relation χ “ 2ξ ´ 1 should hold in these two regions. Our main result is to establish the
picture in the case α P p0, 2q.

are also identified. Here, we complete the picture in the case α P p0, 2q, going beyond the
cases ξ “ 1{2 or ξ “ 1: we identify the correct order for the transversal fluctuations (that
interpolate between ξ “ 1{2 and ξ “ 1), and we prove the convergence of log Zωn,βn in
all possible intermediate disorder regimes. Let us point out that for α P p1{2, 2q our result
proves Conjecture 1.7 in [18].

2. MAIN RESULTS: WEAK-COUPLING LIMITS IN THE CASE α P p0, 2q

In this section we give a complete description of our results: from now on, we consider
the case of an environment ω verifying (1.2) with α P p0, 2q. For the inverse temperature,
we will consider arbitrary sequences pβnqně1, but a reference example is βn “ n´γ for
some γ P R.

For two sequences panqně1, pbnqně1, we use the notations an „ bn if limnÑ8 an{bn “ 1,
an ! bn if limnÑ8 an{bn “ 0, and an — bn if 0 ă lim inf an{bn ď lim sup an{bn ă 8.

2.1. First definitions and heuristics. First of all, let us present a brief energy/entropy
argument to justify what the correct transversal fluctuations of the polymer should be. Let
F pxq “ Ppω ď xq be the disorder distribution, and define the function mpxq by

mpxq :“ F´1
`

1´ 1
x

˘

, so we have P
`

ω ą mpxq
˘

“
1

x
. (2.1)

Note that the second identity characterizes mpxq up to asymptotic equivalence: we have
that mp¨q is a regularly varying function with exponent 1{α.

Assuming that the transversal fluctuations are of order hn (we necessarily have
?
n ď

hn ď n), then the amount of weight collected by a path should be of order mpnhnq (it
should be dominated by the maximal value of ω in r0, ns ˆ r´hn, hns). On the other hand,
thanks to moderate deviations estimates for the simple random walk, the entropic cost of
having fluctuations of order hn is roughly h2

n{n at the exponential level – at least when
hn "

?
n log n, see (2.15) below. It therefore leads us to define hn (seen as a function of

βn) up to asymptotic equivalence by the relation

βnmpnhnq „ h2
n{n . (2.2)
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In the case βn “ n´γ and α P p1{2, 2q we recover (1.3), that is we get that hn “ nξ`op1q

with ξ “ 1`αp1´γq
2α´1 , which is in p1{2, 1q for γ P p 2

α ´ 1, 3
2αq. When α P p0, 1{2q, there is

no hn verifying (2.2) with
?
n ! hn ! n, leading to believe that intermediate transversal

fluctuations (i.e. ξ P p1{2, 1q) cannot occur. In the following, we will therefore separate the
cases α P p1{2, 2q and α P p0, 1{2q.

2.2. A natural candidate for the scaling limit. Once we have identified in (2.2) the scale
hn for the transversal fluctuations, we are able to rescale both path trajectories and the
field pωi,xq, so that we can define the rescaled “entropy” and “energy” of a path, and the
corresponding continous quantities. The rescaled paths will be in the following set

D :“
 

s : r0, 1s Ñ R ; s continuous and a.e. differentiable
(

, (2.3)

and the (continuum) entropy of a path s P D will derive from the rate function of the
moderate deviation of the simple random walk (see [33] or (2.15) below), i.e.

Entpsq “
1

2

ż 1

0

`

s1ptq
˘2
dt for s P D . (2.4)

As far as the continuum disorder field is concerned, we let P :“ tpwi, ti, xiq : i ě 1u be a
Poisson Point Process on r0,8qˆr0, 1sˆR of intensity µpdwdtdxq “ α

2w
´α´11twą0udwdtdx.

For a quenched realization of P, the energy of a continuous path s P D is then defined by

πpsq “ πPpsq :“
ÿ

pw,t,xqPP
w 1tpt,xqPsu, (2.5)

where the notation pt, xq P s means that the point pt, xq is visited by the path s, that is
st “ x.

Then, a natural guess for the continuous scaling limit of the partition function is to
consider an energy–entropy competition variational problem. For any β ě 0 we let

Tβ :“ sup
sPD ,Entpsqă`8

!

βπpsq ´ Entpsq
)

. (2.6)

This variational problem was originally introduced by Dey and Zygouras [18], conjecturing
that it was well defined as long as α P p1{2, 2q and that it was the good candidate for the
scaling limit (see [18, Conjecture 1.7]). Our first result shows that the variational problem
(2.6) is indeed well defined when α P p1{2, 2q. In Theorem 2.4 below we prove the second
part of Conjecture 1.7.

Theorem 2.1. For α P p1{2, 2q we have the scaling relation

Tβ
pdq
“ β

2α
2α´1 T1, (2.7)

and Tβ P p0,`8q for all β ą 0 a.s. Moreover, E
“

pTβqυ
‰

ă 8 for any υ ă α ´ 1{2. We also
have that a.s. the map β ÞÑ Tβ is continuous, and that the supremum in (2.6) is attained by
some unique continuous path s˚β with Entps˚βq ă 8.

On the other hand, for α P p0, 1{2s we have Tβ “ `8 for all β ą 0 a.s.

Let us mention here that in [5], the authors consider the case of transversal fluctuations
of order n. The natural candidate for the limit is pTβ, defined analogously to (2.6) by pTβ “ 0
for β “ 0, and for β ą 0

pTβ “ sup
sPLip1

!

πpsq ´
1

β
pEntpsq

)

. (2.8)
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Here the supremum is taken over the set Lip1 of 1-Lipschitz functions, and the entropy
pEntpsq derives from the rate function of the large deviations for the simple random walk, i.e.

pEntpsq “

ż 1

0
e
`

s1ptq
˘

dt with epxq “ 1
2p1` xq logp1` xq ` 1

2p1´ xq logp1´ xq .

2.3. Main results I : the case α P p1{2, 2q. Our first result deals with the transversal
fluctuations of the polymer: we prove that hn defined in (2.2) indeed gives the correct
order for the transversal fluctuations.

Theorem 2.2. Assume that α P p1{2, 2q, that βnmpn2q Ñ 0 and βnmpn
3{2q Ñ `8, and

define hn as in (2.2): then
?
n ! hn ! n. Then, there are constants c1, c2 and ν ą 0 such that

for any sequences An ě 1 we have for all n ě 1

P
ˆ

Pω
n,βn

`

max
iďn

|Si| ě An hn
˘

ě n e´c1A
2
nh

2
n{n

˙

ď c2A
´ν
n . (2.9)

In particular, this proves that if hn defined in (2.2) is larger than a constant times
?
n log n, then ne´c1Ah

2
n{n goes to 0 as nÑ8 provided thatA is large enough: the transver-

sal fluctuations are at most Ahn, with high P-probability. On the other hand, if hn is much
smaller than

?
n log n, then this theorem does not give sharp information: we still find

that the transversal fluctuations must be smaller than A
?
n log n, with high P-probability.

Anyway, in the course of the demonstration of our results, it will be clear that the main
contribution to the partition function comes from trajectories with transversal fluctuations
of order exactly hn.

We stress that the cases βnmpn2q Ñ β P p0,`8s and βnmpn
3{2q Ñ β P r0,8q have

already been considered by Auffinger and Louidor [5] and Dey and Zygouras [18] respec-
tively: they find that the transversal fluctuations are of order n, resp.

?
n. We state their

results below, see Theorem 2.3 and Theorem 2.8 respectively.
Our first series of results consist in identifying three new regimes for the transversal

fluctuations (
?
n log n ! hn ! n, hn —

?
n log n, and

?
n ! hn !

?
n log n), that interpolate

between the Auffinger Louidor regime (hn — n) and the Dey Zygouras regime (hn —
?
n).

We now describe more precisely these five different regimes.

Regime 1: transversal fluctuations of order n. Consider the case where

(R1) βnn
´1mpn2q Ñ β P p0,8s ,

which corresponds to having transversal fluctuations of order n. In that case, Auffinger and
Louidor showed that, properly rescaled, log Zωn,βn converges to pTβ defined in (2.8).

Theorem 2.3 (Regime 1,[5]). Assume α P p0, 2q, and consider βn such that (R1) holds. Then
we have the following convergence

1

βnmpn2q
log Zωn,βn

pdq
ÝÑ pTβ , as nÑ `8 .

where pTβ is defined in (2.8). For α P r1{2, 2q, we have that pTβ ą 0 a.s. for all β ą 0.

Regime 2:
?
n log n ! hn ! n. Consider the case when

(R2) βnn
´1mpn2q Ñ 0 and βn log n´1mpn3{2

a

log nq Ñ 8 ,

which corresponds to having transversal fluctuations
?
n log n ! hn ! n, see (2.2). We find

that, properly rescaled, log Zωn,βn converges to T1 defined in (2.6) – this proves Conjecture
1.7 in [18].
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Theorem 2.4 (Regime 2). Assume that α P p1{2, 2q, and consider βn such that (R2) holds.
Defining hn as in (2.2), then

?
n log n ! hn ! n, and we have

1

βnmpnhnq

´

log Zωn,βn ´ nβnErωs1tαě3{2u

¯

pdq
ÝÑ T1 , as nÑ `8 . (2.10)

where T1 is defined in (2.6).

We stress here that we need to recenter log Zωn,βn by nβnErωs only when necessary, that
is when n{mpnhnq does not go to 0: in terms of the picture described in Figure 1, this can
happen only when γ ě 4´ 2α, and in particular when α ě 3{2 (we stressed that fact in the
statement of the theorem).

Regime 3: hn —
?
n log n. Consider the case

(R3) βn log n´1mpn3{2
a

log nq Ñ β P p0,8q ,

which from (2.2) corresponds to transversal fluctuations hn „ β1{2
?
n log n, see (2.2). We

find the correct scaling of log Zωn,βn , which can be of two different natures (and go to `8
or 0), see Theorems 2.5-2.6 below.

We first need to introduce a few more notations. For a quenched continuum energy field
P (as defined in Section 2.2), we define for a path s the number of weights w it collects:

Npsq :“
ÿ

pw,t,xqPP
1tpx,tqPsu . (2.11)

Then, we define a new energy-entropy variational problem: for a fixed realization of P,
define for any k ě 1

rT pkqβ “ rT pkqβ pPq :“ sup
sPD ,Npsq“k

!

πpsq ´ Entpsq ´
k

2β

)

, and rT pěrqβ :“ sup
kěr

rT pkqβ . (2.12)

When r “ 0 we denote by rTβ the quantity rT pě0q
β . In Proposition 7.6, we prove that these

quantities are well defined, and it is also noted that there exists βc “ βcpPq P p0,8q such
that rTβ P p0,8q if β ą βc and rTβ “ 0 if β ă βc.

Theorem 2.5 (Regime 3-a). Assume that α P p1{2, 2q, and consider βn such that (R3) holds.
Then from (2.2) we have hn —

?
n log n, and

1

βnmpnhnq

´

log Zωn,βn ´ nβnErωs1tαě3{2u

¯

pdq
ÝÑ rTβ as nÑ `8 . (2.13)

(Recall that βnmpnhnq „ h2
n{n „ β log n)

If rTβ ą 0 (β ą βc) the scaling limit is therefore well identified, and log Zωn,βn (when

recentered) grows like β rTβ log nwith β rTβ ą 0. On the other hand, if rTβ “ 0, then the above
theorem gives only a trivial limit. By an extended version of Skorokhod representation
theorem [27, Corollary 5.12], one can couple the discrete environment and the continuum
field P in order to obtain an almost sure convergence in Theorem 2.5 above. Hence, it
makes sense to work conditionally on rT ě1

β ă 0 (β ă βc), even at the discrete level. Our
next theorem says that for β ă βc, log Zn,βn decays polynomially, with a random exponent
β rT pě1q

β P p´1{2, 0q.



DIRECTED POLYMER IN HEAVY-TAIL ENVIRONMENT AND ENTROPY-CONTROLLED LPP 8

Theorem 2.6 (Regime 3-b, rTβ “ 0, β ă βc). Assume that α P p1{2, 2q and that (R3) holds.
Then, conditionally on trT pě1q

β ă 0u (i.e. β ă βc),

1

βnmpnhnq
log

´

log Zωn,βn ´ nβnErω1tωď1{βnus1tαě1u

¯

pdq
ÝÑ rT pě1q

β , as nÑ `8 .

Recalling that βnmpnhnq „ h2
n{n „ β log n, we note that exppβ rT pě1q

β log nq goes to 0 as

a (random) power β rT pě1q
β of n, with β rT pě1q

β P p´1{2, 0q.

Regime 4:
?
n ! hn !

?
n log n. Consider the case

(R4) βnmpn
3{2q Ñ 8 and βn log n´1mpn3{2

a

log nq Ñ 0 ;

which corresponds to having transversal fluctuations
?
n ! hn !

?
n log n, see (2.2). Let

us define

Wβ :“ rT p1qβ `
1

2β
:“ sup

pw,x,tqPP

!

w ´
x2

2βt

)

, (2.14)

which is a.s. positive and finite if α P p1{2, 2q, see Proposition 8.4.

Theorem 2.7 (Regime 4). Assume that α P p1{2, 2q, and consider βn such that (R4) holds.
Defining hn as in (2.2), then

?
n ! hn !

?
n log n, and we have

1

βnmpnhnq
log

ˆ

?
n
´

log Zωn,βn ´ nβnErω1tωď1{βnus1tαě1u

¯

˙

pdq
ÝÑW1 , as nÑ `8 .

Recalling that βnmpnhnq „ h2
n{n ! log n, we note that exp

`

W1h
2
n{n

˘

goes to infinity (at
some random rate), but slower than any power of n.

Regime 5: transversal fluctuations of order
?
n. Consider the case

(R5) βnmpn
3{2q Ñ β P r0,8q ;

this corresponds to having transversal fluctuations hn of order
?
n. Here, we state one of

the results obtained by Dey and Zygouras, [18, Theorem 1.4].

Theorem 2.8 (Regime 5, [18]). Assume that α P p1{2, 2q, and consider βn such that (R5)
holds, that is βnmpn3{2q Ñ β P r0,8q. Then

1

βnmpn3{2q

?
n
´

log Zn,βn ´ nβnE
“

ω1tωďmpn3{2qu

‰

1αě1

¯

pdq
ÝÑ 2Wpαq

β , as nÑ `8 .

Here, Wpαq
β is some specific α-stable random variable (defined in [18, p. 4011]).

Some comments about the different regimes. The intermediate regimes 2-3-4 have different
behavior due to the different regimes for the local moderate deviation, see [33, Theorem 3].
We indeed have that for

?
n ! hn ! n

PpSn “ hnq “
c
?
n

exp
´

´ p1` op1qq
h2
n

2n

¯

, (2.15)

so that we identify three main possibilities: if hn !
?
n log n, then PpSn “ hnq “ n´1{2`op1q;

if hn „ c
?
n log n then PpSn “ hnq “ n´pc

2`1q{2`op1q; if hn "
?
n log n then PpSn “ hnq “

e´p1`op1qqh
2
n{n which decays faster than any power of n.

This is actually reflected in the behavior of the partition function. Let us denote Z̄ωn,βn “

e´nβnCα ˆ Zωn,βn be the renormalized (when necessary) partition function. We recall that
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Cα is equal either to Erωs1tαě3{2u (Regime 2 and 3-a) or to Erω1tωď1{βnus1αě1 (Regime 3-b
and 4). Then we have

‚ In regimes 1 and 2, transversal fluctuations are hn "
?
n log n, and Z̄n,βn grows

faster than any power of n: roughly, it is of order eβ pTβn in Regime 1 (for β ă 8),
and of order eT1h2

n{n in Regime 2.
‚ In Regime 3, transversal fluctuations are hn —

?
n log n, and Z̄n,βn goes to in-

finity polynomially in Regime 3-a, and it goes to 1 with a polynomial correction in

Regime 3-b. This could be summarized as Z̄n,βn « 1`nβ
rT pě1q
β , with β rT pě1q

β ą ´1{2:

the transition between regime 3-a and 3-b occurs as β rT pě1q
β changes sign, at β “ βc

(note that β rT pě1q
β keeps a mark of the local limit theorem, see (2.12) and (2.15)).

‚ In Regimes 4, Z̄n,βn goes to 1 with a correction of order n´1{2 ˆ eW1h2
n{n, with

eW1h2
n{n going to infinity slower than any power of n: this corresponds to the cost

for a trajectory to visit a single site, at which the supremum in W1 is attained. In
Regime 5, Z̄ωn,βn goes to 1 with a correction of order n´1{2.

2.4. Main results II : the case α P p0, 1{2q. In this case, since n´1mpn2q{mpn3{2q Ñ 8,
there is no sequence βn such that βnn´1mpn2q Ñ 0 and βnmpn3{2q Ñ `8. First of all, we
realize that Theorem 2.3 already gives a result, but a phase transition has been identified
in [5, 35] when α P p0, 1{2q.

Theorem 2.9 ([5, 35]). When α P p0, 1{2q, pTβ defined in (2.8) undergoes a phase transition:
there exists some pβc “ pβcpPq with pβc P p0,8q P-a.s., such that pTβ “ 0 if β ď pβc and pTβ ą 0 if
β ą pβc.

The fact that pT
pβc
“ 0 was not noted in [5, 35], but simply comes from the (left) conti-

nuity of β ÞÑ pTβ (the proof is identical to that for β ÞÑ Tβ, see Section 4.4).
In view of Theorem 2.3, the scaling limit of log Zωn,βn is identified when pTβ ą 0, and it is

trivial when pTβ “ 0. Again, by an extended version of Skorokhod representation theorem
[27, Corollary 5.12], we can obtain an almost sure convergence in Theorem 2.3 (an actual
coupling is provided in [5]). Hence, it makes sense to work conditionally on pTβ ą 0 or
pTβ “ 0, even at the discrete level. We show here that only two regimes can hold:

(1) if pTβ ą 0, then fluctuations are of order n, and properly rescaled, log Zωn,βn con-

verges to pTβ – this is Theorem 2.3;
(2) if pTβ “ 0, then fluctuations are of order

?
n, and properly rescaled, log Zωn,βn con-

verges in distribution (conditionally on pTβ “ 0), as shown by the following result.

Theorem 2.10. Assume α P p0, 1{2q, and consider βn so that βnn´1mpn2q Ñ β P r0,`8q.
Then, on the event tpTβ “ 0u (β ď pβc ă 8), transversal fluctuations are of order

?
n. More

precisely, for any ε ą 0, there exists some c0, ν ą 0 such that, for any sequence Cn ą 1 we
have

P
ˆ

Pω
n,βn

´

max
iďn

|Si| ě Cn
?
n
¯

ě e´c0C
2
n^n

1{2
ˇ

ˇ

ˇ

pTβ “ 0

˙

ď ε. (2.16)

Moreover, conditionally on tpTβ “ 0u, we have that
?
n

βnmpn3{2q
log Zωn,β

pdq
ÝÑ 2Wpαq

0 , as nÑ `8 . (2.17)
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where Wpαq
0 :“

ş

R`ˆRˆr0,1swρpt, xqPpdw, dx, dtq with P a realization of the Poisson Point

Process defined in Section 2.2, and ρpt, xq “ p2πtq´1{2e´x
2{2t is the Gaussian Heat kernel.

Let us mention that Wpαq
0 is well defined and that it has an α-stable distribution, with

explicit characteristic function, see Lemma 1.3 in [18]. Later on, we show that Wpαq
0 is

finite and give some other properties, see Lemma 9.3.
We stress that Theorem 2.10 shows that when α ă 1{2, a very sharp phase transition

occurs on the line βn „ βn{mpn2q: for β ď pβc, transversal fluctuations are of order
?
n

whereas for β ą pβc they are of order n.

2.5. Some comments and perspectives. We now make some comments about our re-
sults: we present some possible generalizations, and we discuss remaining open questions.

About the case α “ 1{2. In the above results, we excluded the case α “ 1{2. In that case,
both n´1mpn2q and mpn3{2q are regularly varying with index 3, and there are mostly two
possibilities.

(1) If n´1mpn2q

mpn3{2q
Ñ 0 (which occurs for instance if Lpxq “ e´plog xqb for some 0 ă b ă 1),

then there exist sequences pβnqně1 such that βnn´1mpn2q Ñ 0 and βnmpn
3{2q Ñ `8.

Then, the situation should be similar to that of Section 2.3: there should be five regimes,
with transversal fluctuations hn interpolating between

?
n and n. However, we stress that

for α “ 1{2 we have T1 “ `8 (and also Wpαq
β “ `8 for all β ą 0), so that we do not

have an analogue of Theorem 2.4 (or of Theorem 2.8). We suspect that the transversal
fluctuations might not be as defined in (2.2) but could be much larger, and that a larger
normalization should be needed – but this is purely conjectural.

(2) if n´1mpn2q

mpn3{2q
Ñ c P p0,8s (which occurs for instance if Lpnq “ plog xqb for some b),

then there is no sequence pβnqně1 such that βnn´1mpn2q Ñ 0 and βnmpn3{2q Ñ `8. Then,
the situation should be similar to that of Section 2.4: there should be only two regimes,
with transversal fluctuations either

?
n or n. Note that the statement of Theorem 2.3 still

holds, and we stress that for α “ 1{2, pTβ ą 0 for all β ą 0 a.s. (pβc “ 0), see [5, Prop. 2.5].
We therefore have that

if βnn´1mpn2q Ñ β P p0,8s,
1

βnmpn2q
log Zωn,βn Ñ

pTβ ą 0 a.s.,

that is transversal fluctuations are of order n. On the other hand, in the case where
βnn

´1mpn2q Ñ 0 (so that βnmpn3{2q also goes to 0), we can expect that the analogue
of Theorem 2.10 holds (corresponding to β ď pβc “ 0), that is

if βnn´1mpn2q Ñ 0,

?
n

βnmpn3{2q
log Zωn,βn ÑWpαq

0 ,

with transversal fluctuations are of order
?
n.

Toward the case α P p2, 5q. When α P p2, 5q (more generally region C in Figure 1), one
of the main difficulty is to find the correct centering term for log Zωn,βn . Another important
difficulty is that the variational problem Tβ defined in (2.6) is Tβ “ `8 a.s., since paths
that collect many small weights bring an important contribution to Tβ. The main objective
is therefore to prove a result of the type: there exists a function fp¨q such that, for α P p2, 6q
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and any βn in region C of Figure 1 (i.e. βn “ n´γ with γ ă 3{2α, γ ą pα ´ 5q{pα ´ 2q,
γ ą 2{α´ 1)

1

βnmpnhnq

´

log Zωn,βn ´ fpβnq
¯

pdq
ÝÑ qT1 ,

with hn defined as in (2.2) (the transversal fluctuations should still be at scale hn) and
where qT1 is somehow a “recentered” version of the variational problem (2.6) (that is in
which the contribution of the small weights has been canceled out). The difficulties are
therefore serious: one needs (i) to identify the centering term fpβnq, (ii) to make sense of
the variational problem qT1.

Path localization. We mention that in [5], Auffinger and Louidor go beyond the conver-
gence in distribution stated in Theorem 2.3, and show some path localization. Indeed, they
prove that, under Pω

n,βn
, path trajectories concentrate around the (unique) maximizer γ˚n,βn

of the discrete analogue of the variational problem (2.8), see Theorem 2.1 in [5]; more-
over this maximizer γ˚n,βn converges in distribution to the (unique) maximizer pγ˚β of the
variational problem (2.8). This could theoretically be applied in our setting, in that direc-
tion, we prove the existence and uniqueness of the maximizer of the continuous variational
problem in Theorem 2.1. However, we omit this statement here to lighten the paper: we
refer to Remark 4.5 for more details, see in particular Conjectures 4.6-4.7.

Higher dimensions, unbounded jumps and non-directed paths. Similarly to [5], our methods
should work in any dimension 1 ` d (one temporal dimension, d transveral dimension).
The energy-entropy balance argument would then give that the transversal fluctuations hn
are given by the relation βnmpnh

d
nq „ h2

n{n in place of (2.2): for paths with transversal
scale hn, the energy collected should be of order βnmpnhdnq while the entropy cost should
remain of order h2

n{n, at the exponential level. For α P p0, 1 ` dq, and choosing βn “ n´γ ,
we should therefore find that in dimension d a similar picture to Figure 1 hold:

Case α P p0, d{2q

γ ă 1`d
α ´ 1 γ ą 1`d

α ´ 1

ξ “ 1 ξ “ 1{2

Case α P pd{2, 1` dq

γ ď 1`d
α ´ 1 1`d

α ´ 1 ă γ ă 2`d
2α γ ě 2`d

2α

ξ “ 1 ξ “ 1`p1´γqα
2α´d P p1{2, 1q ξ “ 1{2

However, to keep things more straightforward we only work in dimension d “ 1.
Additionally, we stress that the Entropy-controlled LPP can easily be generalized, as long

as a notion of entropy can be formulated: this should enable us to deal with directed paths
with unbounded jumps, or with non-directed paths. We refer here to [8], where general-
izations of LPP are introduced and investigated: this opens the way to many interesting
models, and in particular to the study of polymers with unbounded jumps, and more im-
portantly to non-directed polymers in random environment.

2.6. Organization of the rest of the paper and ideas of proof. We now present an
overview of how the rest of the paper is organized, and give some of the ideas we develop
in the paper.

Part 1: Entropy-controlled Last Passage Percolation. In a first part, we introduce and develop
a key tool for our analysis, the Entropy controlled LPP (E-LPP), and give some applications
that are used throughout the rest of the paper.
˚ In Section 3, we define the continuous and discrete E-LPP. For a given domain Λt,h

(which is either a subset of R2 or of Z2) with fixed length t and height x, we consider m
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points chosen uniformly in the domain (here the definition depends on the discrete or con-
tinuous nature of the domain). The problem is then to estimate Lm, the maximal number
of points that can be collected by paths with an entropy bounded by a fixed constant B. We
define the entropy of a set ∆ in (3.1), and Lm is thus the maximal cardinality of a set ∆
with entropy smaller than B. We show that Lm is of order pBt{x2q1{4

?
m, and we provide

good estimates on the deviation probabilities in Theorem 3.1. The proof of the theorem, in
Section 3.3, is not difficult: it uses a standard first moment technique on one side, and a
specific strategy to collect points on the other side.
˚ In Section 4, we provide applications of the continuous E-LPP: in particular we prove

Theorem 2.1. First we prove that Tβ “ `8 when α ď 1{2. Then, we prove the scaling
relation (2.7), and finally we show the finiteness of the υ-th moment (υ ă α ´ 1{2), in
Section 4.3. Rougly, the idea of the proof is to decompose the variational problem (2.6)
according to the value of the entropy:

Tβ “ sup
Bě0

!

β sup
sPD ,Entpsq“B

πpsq ´B
)

. (2.18)

Then, a simple scaling argument gives that sups:EntpsqďB πpsq
pdq
“ B

1
2α sups:Entpsqď1 πpsq,

and the E-LPP appears essential to show that the last supremum is finite, see in particular
Lemma 4.1. Then, at a heuristic level, we get that Tβ is finite because in (2.18) B

1
2α ! B as

B Ñ 8 (remember that α ą 1{2). We conclude Section 4 by the proof of the contuinuity
of β ÞÑ Tβ and of the existence and uniqueness of the maximizer in (2.6), relying again
heavily on the E-LPP estimates of Section 3.
˚ In Section 5, we use the estimates on the discrete E-LPP to control the discrete version

of the variational problem (2.6) which we define in (5.2). More precisely, the first result of
this section is Theorem 5.2 which provides estimates on the discrete variational problem,
and in particular give its correct order and control its deviation probability – one of the
key here is the uniformity of the estimate in the different parameters. The second result
of importance is Proposition 5.3, which proves the convergence of the discrete variational
problem to the continuous one. Here again, the proofs rely heavily on the estimates on the
discrete E-LPP, in particular Lemma 5.4.

Part 2: Main results on the directed polymer in heavy-tail environment. In a second part,
we turn to the study of the weak-coupling of the directed polymer, and prove the results
stated in Sections 2.3-2.4. One of the key estimate of Section 5, Theorem 5.2, requires to
work with a given height for transversal fluctuations: a recurrent idea is then to reduce to
trajectories with a fixed transversal fluctuation.
˚ In Section 6, we prove Theorem 2.2, identifying the correct transversal fluctuations.

In order to make our ideas appear clearer, we first treat the case when no centering
is needed (i.e. α ă 3{2) in Section 6.1. In Section 6.2 we adapt the proof to the case
where it is needed. Let us present the ideas in the first case, where we use a rough bound
Pω
n,βn

`

maxiďn |Si| ě Anhn
˘

ď Zωn,βn
`

maxiďn |Si| ě Anhn
˘

, where the second term being
the partition function restricted to path trajectories with maxiďn |Si| ě Anhn. The key idea
is to decompose this quantity into sub-parts where trajectories are controlled, and have a
“fixed” transversal fluctuation

Zωn,βn
`

max
iďn

|Si| ě Anhn
˘

“

log2pn{hnq
ÿ

k“log2 An`1

Zωn,βn

´

max
iďn

|Si| P r2
k´1hn, 2

khnq
¯

.
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Then, we control each term separately. Notice that forcing the random walk to reach the
scale 2k´1hn has some entropy cost expp´c22kh2

n{nq so we need to understand if the parti-
tion function, when restricted to paths trajectories with maxiďn |Si| ď 2khn, compensates
this cost (cf. (6.3)): we need to estimate the probability of having Zωn,βnpmaxiďn |Si| ď

2khnq ě ec2
2kh2

n{n. This is the purpose of Lemma 6.1, which is the central estimate of this
section, and which tediously uses estimates of Section 5 – note that here the trajectories
have a given transversal fluctuations bounded by 2khn.
˚ In Section 7, we consider Regimes 2 and 3-a, proving Theorems 2.4-2.5. We regroup

the two proofs since they are built on the same scheme – in both cases we have that
log Zn,βn Ñ 8. The proof is decomposed into three steps. In the first step (Section 7.1),
we use Theorem 2.2 in order to restrict the partition function to path trajectories that have
transversal fluctuations smaller than Ahn (for some large A fixed). Then, in a second step
(Section 7.2), we show that we can keep only the largest weights in the box of height Ahn
(more precisely a finite number of them), the small-weights contribution being negligible.
Finally, the third step (Section 7.3) consists in proving the convergence of the large-weights
partition function, and relies on the convergence of the discrete varitational problem (5.5)
introduced in Section 5 – an adaptation in Regime 3-a is needed, and developed in Sec-
tion 7.4.
˚ In Section 8, we consider Regime 3-b and Regime 4, proving Theorems 2.6-2.7. Here

again, we proceed in three steps, analogous to that of Section 7. In the first step (Sec-
tion 8.1), we use again Theorem 2.2 to be able to restrict the partition function to trajec-
tories with transversal fluctuations smaller than A

?
n log n (for some large A fixed). The

second step (Section 8.2) consists in showing that one can restrict to large weights. Then,
in the third step (Section 8.3), we observe that since our result implies that log Zωn,βn con-
verges to 0, it is equivalent to studying the convergence of Zωn,βn ´ 1: we then reduce to
showing the convergence of a finite number of terms of the polynomial chaos expansion of
Zωn,βn ´ 1, see Lemmas 8.2-8.3. We prove this convergence in a last step: in Section 8.4, we
show the convergence in Regime 3-b (Lemma 8.2), relying once again on the convergence
of discrete variational problem proven in Section 5. In Section 8.5, we show the conver-
gence in Regime 4 (Lemma 8.3), which is slightly more technical since we first need to
reduce to trajectories with transversal fluctuations of order hn !

?
n log n.

˚ In Section 9, we consider the case α P p0, 1{2q, and prove Theorem 2.10. First, in
Section 9.1, we prove (2.16) i.e. that there cannot be intermediate transversal fluctuations
between

?
n and n. We use mostly the same ideas as in Section 6, decomposing the con-

tribution to the partition function according to the scale of the path, and controlling the
entropic cost vs. energy reward for each term. However in this case, we cannot use the es-
timates of Section 5 since they are valid only for α P p1{2, 2q. Luckily, some simplifications
occur here, since one can bound the maximal energy collected by a path at a given scale
by the sum of all weights in a box containing the path and this sum being dominated by
the maximal weight in the box (this is true for α ă 1). We then turn to the convergence
of the partition function in Section 9.2. The idea is similar to that of [18, Section 5], and
consists in several steps: first we reduce the partition function to trajectories that stay at
scale

?
n log n; then we perform a polynomial chaos expansion of Zωn,βn ´ 1 and show that

only the first term contributes; finally, we prove the convergence of the main term, see
Lemma 9.2, in particular showing that the main contribution comes from trajectories that
stay at scale

?
n.
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Part 1. Entropy-controlled Last Passage Percolation and first applications

In [22], in order to show that pTβ in (2.8) is finite, one crucial point is to show that
restricting to the ` largest weights, the path can collect at most

?
` of these weights. This is

due to the fact that the path being Lipschitz, it can be mapped to an up/right path, and the
problem is transformed into that of Hammersley’s Last Passage Percolation, that we recall
in Section 3.1. In our setting, since we want to treat transversal exponent strictly smaller
than 1, we loose the Lipschitz property of the rescaled paths, and we need to modify the
LPP problem: the idea to control the number of points that can be collected via paths
which have an entropy constraint, rather than a 1-Lipschitz constraint. We call this new
model Entropy-controlled Last Passage Percolation, or E-LPP.

3. ENTROPY-CONTROLLED LAST-PASSAGE PERCOLATION (CONTINUOUS AND DISCRETE)

The results we present here will be specific to the case of interest for us, but the tech-
niques are very general and require very little assumption on the definition of the entropy
of a path, as it will be developped in [8].

3.1. Reminder of Hammersley’s LPP. Let us recall the original Hammersley’s LPP prob-
lem of the maximal number of points that can be collected by up/right paths, also known
as Ulam’s problem [36] of the maximal increasing sequence.

Let m P N, and pZiq1ďiďm be m points independently drawn uniformly on the square
r0, 1s2, we denote the coordinates of these points Zi :“ pxi, yiq for 1 ď i ď m. A sequence
pzi`q1ď`ďk is said to be increasing if xi` ą xi`´1

and yi` ą yi`´1
for any 1 ď ` ď k (we

set by convention i0 “ 0 and z0 “ p0, 0q). Then, the question is to find the length of the
longest increasing sequence among the m points, which is equivalent to finding the length
of the longest increasing subsequence of a random (uniform) permutation of length m. We
denote:

Lm “ sup
 

k : D pi1, . . . , ikq s.t. pZi`q1ď`ďk is increasing
(

Using subadditive techniques (together with a Poissonization argument), Hammersley
[23] first proved thatm´1{2Lm converges a.s. and in L1 to some constant, that was believed
to be 2. It has then been proven that the constant was indeed 2, see [29, 37], and estimates
related to Lm were improved by a series of papers, and in particular, the fluctuations of
Lm around 2

?
m have been found to be or order m1{6. More precisely Baik, Deift and

Johansson [6] showed in a seminal paper that m´1{6pLm´2
?
mq converges in distribution

to the Tracy-Widom distribution. Additionally, Johansson [26] proved that the transversal
fluctuations of a path collecting the maximal number of points is of order m2{3 – note
that optimal paths are not unique, and there are in fact an exponential number of them,
see [19].

3.2. Definition of the Entropy-controlled LPP. Operating a rotation by 45˝ clockwise,
we may map the previous problem to that of the maximal number of points that can be
collected by 1-Lipschitz paths s : r0, 1s Ñ R. We now introduce a new (natural) model
where the Lipschitz constraint is replaced by an entropy constraint.

For t ą 0, and a finite set ∆ “
 

pti, xiq; 1 ď i ď j
(

Ă r0, tsˆR with |∆| “ j P N and with
0 ď t1 ď t2 ď ¨ ¨ ¨ ď tj ď t, we can define the entropy of ∆ as

Entp∆q :“
1

2

j
ÿ

i“1

pxi ´ xi´1q
2

ti ´ ti´1
. (3.1)
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where we used the convention that pt0, x0q “ p0, 0q. By convention, if there exists some 1 ď
i ď j such that ti “ ti´1 then we set Entp∆q “ `8. This corresponds to the definition (2.4)
for the linear interpolation of the points of ∆: to any set ∆ we can therefore canonically
associated a (continuous) path s : r0, ts Ñ R with the same entropy. The set ∆ is seen as a
set of points a (continuous or discrete) path has to go through, and if ∆ Ă NˆZ a standard
calculation gives that Pp∆ Ă Sq ď e´Entp∆q (∆ Ă S means that Sti “ xi for all i ď |∆|),
where we use that for the simple random walk PpSi “ xq ď e´x

2{2i by a standard Chernoff
bound argument.

Then, for any fixed B ą 0, we will consider the maximal number of points that can
be collected by paths with entropy smaller than B, among a random set Υm of m points,
whose law is denoted P. We now consider two types of problems, depending on how this
set Υm is constructed:

(i) continuous setting: for t, x ą 0, we consider a domain Λt,x :“ r0, ts ˆ r´x, xs, and
Υm “ Υmpt, xq “ tY1, . . . , Ymu where pYiq1ďiďm is a collection of independent r.v.
chosen uniformly in Λt,x;

(ii) discrete setting: for n, h P N, we consider a domain Λn,h :“ J0, nK ˆ J´h, hK, and
Υm “ Υmpn, hq “ tY1, . . . , Ymu is a set of m distinct points taken randomly in Λn,h.

We are then able to define the Entropy-controlled LPP by

LpBqm pt, xq “ max
∆ĂΥmpt,xq
Entp∆qďB

ˇ

ˇ∆
ˇ

ˇ , LpBqm pn, hq “ max
∆ĂΥmpn,hq
Entp∆qďB

ˇ

ˇ∆
ˇ

ˇ , (3.2)

the maximal number of points than can be included in a set ∆ that has entropy smaller
than B. In other words, it is the maximal number of points in Υm or Υm that can be
collected by a path of entropy smaller than B. Note that we use the different font to be
able to differentiate the setting: L,Λ,Υ for the continuous case and L,Λ,Υ for the discrete
one.

We show the following result.

Theorem 3.1. There are constants C0, c0, c
1
0 ą 0 such that: for any t, x,B ą 0, n, h ě 1

(i) continuous setting: for all m ě 1 and all k ď m

P
´

LpBqm pt, xq ě k
¯

ď

´C0pBt{x
2q1{2m

k2

¯k
; (3.3)

P
´

LpBqm pt, xq ě k
¯

ě 1´ exp
!

´ k
´

pBt{x2q1{2m

k2
^
m

k
´ c10

¯)

. (3.4)

(ii) discrete setting: for all 1 ď m ď nh and all k ď m

P
´

LpBqm pn, hq ě k
¯

ď

´C0pBn{h
2q1{2m

k2

¯k
; (3.5)

P
´

LpBqm pn, hq ě k
¯

ě 1´ exp
!

´ c0k
´

pBn{h2q1{2m

k2
^
m

k
´ c10

¯)

. (3.6)

The proof of Theorem 3.1 is not difficult but a bit technical, and we postpone it to
Section 3.3. We included the lower bound in the statement of the theorem for the sake of
completeness (the proof is short), but it will not be of any use in the rest of the paper.

This result shows in particular that LpBqm pt, xq is of order
`

pBt{x2q1{4
?
m
˘

^ m, resp.

L
pBq
m pn, hq is of order

`

pBn{h2q1{4
?
m
˘

^m, as stressed by the following corollary.
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Corollary 3.2. For any b ą 0, there is a constant cb ą 0 such that, for any m ě 1, and any
positive B, and any t, x, resp. n, h,

1

cb
ď E

„ˆ

LpBqm pt, xq
`

pBt{x2q1{4
?
m
˘

^m

˙b

ď cb ,
1

cb
ď E

„ˆ

L
pBq
m pn, hq

`

pBn{h2q1{4
?
m
˘

^m

˙b

ď cb .

As an additional consequence of Theorem 3.1 (see in particular (3.7)-(3.8) below), a
simple application of Borel Cantelli lemma gives, in the continuous setting, that for any
fixed B, t, x we have that P-a.s. there is some (random) m0 such that

1

2c10
ď

LpBqm pt, xq
`

pBt{x2q1{4
?
m
˘

^m
ď p2C0q

1{2 for all m ě m0 .

We may also conjecture that, analogously to the standard LPP, Hammersley’s method (i.e.
Poissonization and sub-additivity) would give that there is a constant C such that

lim
mÑ8

LpBqm pt, xq

pBt{x2q1{4
?
m
“ C P´ a.s. and in L1 .

In the discrete setting, the situation is slightly more complicated since one cannot fixB,n, h
and let m go to infinity, but Theorem 3.1-(ii) gives useful uniform estimates to deal with
the case where B,n, h go to infinity.

Proof of Corollary 3.2. We prove it in the continuous setting, the discrete one being similar.
Upper bound. From Theorem 3.1, we deduce that for any u ě peC0q

1{2, we have

P
´

LpBqm pt, xq ě u pBt{x2q1{4
?
m
¯

ď exp
´

´ upBt{x2q1{4
?
m
¯

. (3.7)

Applying this inequality with u “ peC0q
1{2, and using also the a priori bound LpBqm pn, hq ď

m, we get that for any b ą 0

E
„ˆ

LpBqm pt, xq
`

pBt{x2q1{4m1{2
˘

^m

˙b

ď peC0q
b{2 `

ż `8

peC0q
b{2

P
ˆ

LpBqm pt, xq
`

pBt{x2q1{4m1{2
˘

^m
ą u1{b

¯

du

ď peC0q
b{2 ` cst.

Lower bound. An analogous reasoning holds for the lower bound, since for any 0 ă u ď
p2c10q

´1 ^ 1 we have that

P
´

LpBqm ď uˆ
`

pBt{x2q1{4
?
m
˘

^m
¯

ď exp
´

´ cuˆ
`

pBt{x2q1{4
?
m
˘

^m
¯

. (3.8)

Indeed, using (3.4), if m ě pBt{x2q1{2, then the probability is

P
´

LpBqm pt, xq ď upBt{x2q1{4
?
m
¯

ď exp
´

´ c0upBt{x
2q1{4

?
m
´ 1

u2
^

?
m

upBt{x2q1{4
´ c10

¯¯

,

with the parenthesis inside the exponential larger than 1{u ´ c10 ě c10. On the other hand,
if m ď pBt{x2q1{2, then the probability is

P
´

LpBqm pt, xq ď um
¯

ď exp
´

´ c0um
´

pBt{x2q1{2

u2m
^

1

u
´ c10

¯¯

,

with the parenthesis inside the exponential again larger than c10. �
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Remark 3.3. On may view Theorem 3.1 as a generalization of [22, Proposition 3.3]. More
precisely, we recover [22, Proposition 3.3] by considering Λn,n “ Jn, nK2 and replacing the
entropy condition Entp∆q ď B with a Lipschitz condition, that is considering only the sets
∆ whose points can be interpolated using a Lipschitz path. Let us denote LpLipq

m pnq the LPP
obtained. Now observe that if ∆ satisfies the Lipschitz condition we have that Entp∆q ď n{2

(recall the definition (3.1)): as a consequence it holds that Lpn{2qm pn, nq ě L
pLipq
m pnq.

We also stress that our definition of E-LPP opens the way to many extensions: in particu-
lar as soon as one is able to properly define the entropy of a path (i.e. of a set ∆), one could
extend the results to the case of paths with unbounded jumps or even non-directed paths:
this is the object of [8], where a general notion of path-constrained LPP is developed and
studied.

Let us stress here that one might want to reverse the point of view, and estimate the
minimal entropy needed for a path to visit at least k points – this will be useful in Section 6.
One realizes that

inf
∆ĂΥm
|∆|ěk

Entp∆q ď B ðñ sup
∆ĂΥm

Entp∆qďB

|∆| ě k .

Hence, an easy consequence of Theorem 3.1 is that for any k ď n (we state it only in the
discrete setting)

P
´

inf
∆ĂΥm,|∆|ěk

Entp∆q ď B
¯

ď

´C0pBn{h
2q1{2m

k2

¯k
. (3.9)

It therefore says that, with high probability, a path that collects k points in Υm Ă Λn,h has
an entropy larger than a constant times k4{m2 ˆ h2{n.

3.3. Proof of Theorem 3.1. We separate the upper and lower bounds, starting the proofs
in the continuous setting. The discrete setting follows the same lines.

Continuous setting: upper bound. Let us consider Ept,Bqk the set of k-uples in r0, ts ˆ R (i.e.
up to time t) that have entropy smaller than B:

Ept,Bqk “

!

`

pt`, x`q
˘

1ď`ďk
Ă r0, ts ˆ R ; 0 ă t1 ă ¨ ¨ ¨ ă tk ă t ; Ent

`

pt`, x`q1ď`ďk
˘

ď B
)

.

Then, we can compute exactly the volume of Ept,Bqk .

Lemma 3.4. We have, for any t ą 0 and B ą 0

Vol
`

Ept,Bqk

˘

“ Ck ˆB
k{2t3k{2, with Ck “

πk{
?

2

Γ
`

k{2` 1
˘

Γ
`

3k{2` 1
˘ .

In particular, it gives that there exists some constant C such that

Vol
`

Ept,Bqk

˘

ď

´CB1{2t3{2

k2

¯k
.

Proof. The key to the computation is the induction formula below, based on the decom-
position over the left-most point in Ept,Bqk at position pu, yq (by symmetry we can assume
y ě 0): it leaves k ´ 1 points with remaining time t´ u and entropy smaller than B ´ y2

2u ,

Vol
`

Ept,Bqk

˘

“ 2

ż t

u“0

ż

?
2Bu

y“0
Vol

`

Ept´u,B´y
2{2uq

k´1

˘

dydu. (3.10)
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The induction is only calculations. For k “ 1 we have

Vol
`

Ept,Bq1

˘

“ 2

ż t

u“0

ż

?
2Bu

y“0
dudy “ 2

?
2B

ż t

0
u1{2du “

4
?

2

3
B1{2t3{2 ,

so that we indeed have that C1 “ πp
?

2Γp3{2qΓp5{2qq´1, since Γp3{2q “
?
π

2 , Γp5{2q “ 3
?
π

4 .
For k ě 2, by induction, we have

VolpEpt,Bqk q “ 2Ck´1

ż t

u“0

ż

?
2Bu

y“0
pt´ uq3pk´1q{2

`

B ´ y2

2u

˘pk´1q{2
dydu.

Then, by a change of variable w “ y2{p2Buq, we get that
ż

?
2Bu

y“0

`

B ´ y2

2u

˘pk´1q{2
dy “ Bpk´1q{2

ż 1

0
p1´ wqpk´1q{2

c

Bu

2
w´1{2dw

“
1
?

2
Bk{2 u1{2 Γ

`

pk ´ 1q{2` 1
˘

Γp1{2q

Γpk{2` 1q
.

Moreover, we also have
ż t

u“0
u1{2pt´ uq3pk´1q{2dx “ t3pk´1q{2`1{2`1

ż 1

0
v1{2p1´ vq3pk´1q{2dv

“ t3k{2
Γp3{2qΓp3pk ´ 1q{2` 1q

Γp3k{2` 1q
.

Hence, the constant Ck verifies

Ck “ 2Ck´1 ˆ
?
π

Γ
`

pk ´ 1q{2` 1
˘

Γpk{2` 1q
ˆ

?
π

2

Γp3pk ´ 1q{2` 1q

Γp3k{2` 1q
“

πk{
?

2

Γ
`

k{2` 1
˘

Γ
`

3k{2` 1
˘ ,

the last equality holding by induction, in view of the formula for Ck´1.

For the inequality in the second part of the lemma, we simply use properties of the
Gamma function, to get that there is a constant c ą 0 such that

Γ
`

k{2` 1
˘

ě
`

ck
˘k{2 and Γ

`

3k{2` 1
˘

ě
`

ck
˘3k{2

.

�

We then use Lemma 3.4 to control the probability that LpBqm pt, xq is larger than some k.
Let us denote Nk the number of sets ∆ Ă Υmpt, xq with |∆| “ k, that have entropy at
most B. We write

P
`

LpBqm pt, xq ě k
˘

“ PpNk ě 1q ď ErNks .

Since all the points are exchangeable, we get

ErNks “

ˆ

m

k

˙

P
´

D σ P Sk s.t. pZσp1q, . . . , Zσpkqq P E
pt,Bq
k

¯

,

where Z1 “ pt1, x1q, . . . , Zk “ ptk, xkq are independent uniform r.v. on the domain Λt,x

(with volume 2tx). We then have that

P
´

D σ P Sk s.t. pZσp1q, . . . , Zσpkqq P E
pt,Bq
k

¯

“ k!
VolpEpt,Bqk q

p2txqk
.
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We therefore obtain, using that
`

m
k

˘

ď mk{k!, together with Lemma 3.4

P
`

LpBqm pt, xq ě k
˘

ď

´CB1{2t1{2m

2xk2

¯k
(3.11)

This gives the upper bound of Theorem 3.1-(i). �

Discrete setting: upper bound. The proof follows the same idea as above. We give only the
main steps, and skip some details since it is very similar. Define Epn,Bqk the set of k-uples in
J1, nKˆ Z that have entropy smaller than B:

E
pn,Bq
k :“

!

`

pt`, x`q
˘

1ď`ďk
Ă J1, nKˆ Z ; 0 ă t1 ă ¨ ¨ ¨ ă tk ď n ; Ent

`

pt`, x`q1ď`ďk
˘

ď B
)

.

Then, we can estimate the volume (or cardinality) of Epn,Bqk – however not in an exact
manner as in the continuous case.

Lemma 3.5. For any n P N it holds true that

Vol
`

E
pn,Bq
k

˘

ď 2k Ck ˆB
k{2n3k{2, with Ck “

πk{
?

2

Γ
`

k{2` 1
˘

Γ
`

3k{2` 1
˘ .

In particular, it gives that there exists some constant C such that

Vol
`

E
pn,Bq
k

˘

ď

´CB1{2n3{2

k2

¯k
.

Proof. The key to the computation is the following induction formula, similar to (3.10):

Vol
`

E
pn,Bq
k

˘

“ 2
n
ÿ

i“1

?
2Bi
ÿ

y“0

Vol
`

E
pn´i,B´x2{2iq
k´1

˘

. (3.12)

The induction is again straightforward calculations: we can use the computations made in
the continuous setting, together with the comparison between finite sums and Riemann
integrals, i.e.

N
ÿ

i“0

gpiq ď

ż N`1

0
gpzqdz if g is increasing,

N
ÿ

i“0

gpiq ď gp0q `

ż N

0
gpzqdz if g is decreasing .

(3.13)

Details are left to the reader. �

We use this lemma to control the probability that LpBqm pn, hq is larger than some k. Again,
we have P

`

L
pBq
m pn, hq ě k

˘

ď ErNks, where Nk is the number of sets ∆ Ă Υm Ă Λn,h with
|∆| “ k, that have entropy at most B. Then,

ErNks “

ˆ

m

k

˙

P
´

D σ P Sk s.t. pZ
pn,hq
σp1q , . . . , Z

pn,hq
σpkq q P E

pn,Bq
k

¯

,

where pZpn,hq1 , ¨ ¨ ¨ , Z
pn,hq
k q are a uniform random choice of k distinct points from Λn,h

(which contains np2h` 1q points) – the main difference with the continuous setting comes
from the fact that the Zi’s are not independent. We therefore have that, using Lemma 3.5,

ErNks “

ˆ

m

k

˙

VolpE
pn,Bq
k q

`

2nh`n
k

˘ ď
mk

p2nhqk

´CB1{2

k2

¯k
.
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We also used that
`

m
k

˘

ď mk{k! and that
`

2nh`n
k

˘

ě p2nh ` n ´ kqk{k! with k ď n. This
concludes the proof of the upper bound in Theorem 3.1-(ii). �

Continuous setting: lower bound. For any k ě 1, let us consider the following 4k sub-boxes
of Λt,x, for 1 ď i ď 4k:

Bi :“
”

pi´ 1qt

4k
,
it

4k

¯

ˆ

”

´
ptBq1{2

4k
^ x,

ptBq1{2

4k
^ x

ı

.

Then, we realize that if there are at least k boxes among the “even” boxes tB2iu1ďiď2k

containing (at least) one point, then this set of k points has an entropy which is bounded
by k ˆ 1

2
p2ptBq1{2{4kq2

t{4k ď B{2. Hence, we get that

P
´

LpBqm pt, xq ě k
¯

ě P
´

2k
ÿ

i“1

1t|ΥmXB2i|ě1u ě k
¯

“ P
´

2k
ÿ

i“1

1t|ΥmXB2i|“0u ď k
¯

. (3.14)

For the last probability, we use a union bound and the fact that the 1t|ΥmXB2i|“0u are ex-
changeable, to get that

1´ P
´

2k
ÿ

i“1

1t|ΥmXB2i|“0u ď k
¯

ď

ˆ

2k

k

˙

P
´

Υm X

k
ď

i“1

Bi “ H
¯

ď 22k
´

1´
t1{2B1{2

16kx
^

1

8

¯m
. (3.15)

In the second inequality we used that Υm is a set of m independent random variables
uniform in Λt,x (of volume 2tx), and that

Ťk
i“1 Bi has a volume of t3{2B1{2

8k ^ tx
4 . Then, we

use that 1´ x ď e´x for any x, to get that

P
´

LpBqm pt, xq ď k
¯

ď ecke´c
1
`

pBt{x2q1{2

k
^1
˘

m

ď exp

"

ck
´

1´ c2
´

pBt{x2q1{2

k
^ 1

¯m

k

¯

*

which concludes the proof of the lower bound in Theorem 3.1-(i). �

Discrete setting: lower bound. The proof is identical to the continuous setting, the only
adaptation needed being in the second inequality of (3.15). Details are left to the reader.

4. APPLICATION I: CONTINUOUS HEAVY-TAIL E-LPP, PROOF OF THEOREM 2.1

As an application of Theorem 3.1, we prove Theorem 2.1. We start by proving that
Tβ “ `8 for α P p0, 1{2s. Then, for α ą 1{2, we prove the scaling relations in Theorem 2.1,
which will be useful to show that ErpTβqυs ă 8. Finally, we show the continuity of β ÞÑ Tβ,
and we end the section by the proof of the existence and uniqueness of the maximizer.

Let P :“
 

pwi, ti, xiq : i ě 1
(

be a Poisson Point Process on r0,8qˆ r0, 1s ˆR of intensity
µpdwdtdxq “ α

2w
´α´11twą0udwdtdx, as introduced in Section 2.2.
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4.1. Case α ď 1{2. Let us prove here that Tβ “ `8 when α P p0, 1{2s. For any k in Z, we
define the event

Gk :“
 

P X rβ´122k`1,`8q ˆ r12 , 1s ˆ r2
k´1, 2ks ‰ H

(

,

On the event Gk, we denote pwk, tk, xkq a point of P such that wk ě β´122k`1 and ptk, xkq P
r12 , 1s ˆ r2

k´1, 2ks: considering the path going straight to ptk, xkq we get that

Tβ ě βwk ´
x2
k

2tk
ě 22k, on the event Gk .

Then, it is just a matter of estimating PpGkq. We stress that considering Mk the maximal
weight in r12 , 1s ˆ r2

k´1, 2ks, we find that Mk is of order p2kq1{α (as a maximum of a field
of independent heavy-tail random variables, or using the scaling relations below), so that
we get that: if α ă 1{2, PpGkq Ñ 1 as k Ñ `8; if α “ 1{2, there is a constant c ą 0 such
that PpGkq ě c for all k P Z; if α ą 1{2, PpGkq Ñ 1 as k Ñ ´8. Note that the events Gk
are independent, so an application of Borel-Cantelli lemma gives that for α ď 1{2, a.s. Gk
occurs for infinitely many k P N: since Tβ ě 22k on Gk, it implies that Tβ “ `8 a.s. for
α ď 1{2.

On the other hand, it also proves that when α ą 1{2, a.s. there exists some k0 ď ´1 such
that Gk0 occurs and thus Tβ ě 22k0 ą 0.

4.2. Scaling relations. For any α P p0, 2q and a ą 0 we consider two functions ϕpw, t, xq :“

pw, t, axq and ψpw, t, xq :“ pa´1{αw, t, xq which scale space by a (hence the entropy by a2)
and weights by a´1{α respectively. The random sets ϕpPq and ψpPq are still two Poisson

Point Processes with the same law, that is ϕpPq pdq“ ψpPq. This implies that (recall the
definition (2.5))

πpasq
pdq
“ a1{απpsq.

Therefore,

sup
sPD ,Entpsqă8

 

βπpsq ´ a2Entpsq
( pdq
“ sup

sPD ,Entpsqă8

 

βa´1{απpsq ´ Entpsq
(

. (4.1)

Consequently, for any α P p0, 2q, a2Tβ{a2
pdq
“ Tβa´1{α . In particular, for any β ą 0 it holds

true that for α ą 1{2

Tβ
pdq
“ β

2α
2α´1T1 . (4.2)

4.3. Finite moments of Tβ. We show that for α P p1{2, 2q ErpTβqυs ă 8 for any υ ă
α´ 1{2, which readily implies that Tβ ă 8 a.s. For any interval rc, dq with 0 ď c ă d we let

Tβ
`

rc, dq
˘

:“ sup
sPD ,EntpsqPrc,dq

 

βπpsq ´ Entpsq
(

, (4.3)

and we observe that Tβ “ Tβ
`

r0, 1q
˘

_ sup
kě0

Tβ
`

r2k, 2k`1q
˘

. Moreover, as in (4.1) we have

Tβ
`

r2k, 2k`1q
˘ pdq
“ sup

s: EntpsqPr1,2q

 

2
k

2αβπpsq ´ 2k Entpsq
(

ď 2
k

2αβ sup
s:Entpsqď2

πpsq ´ 2k . (4.4)

We show the following Lemma.
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Lemma 4.1. For any a ă α, we have that there is a constant ca ą 0 such that for any t ą 1
we get

P
´

sup
sPD ,Entpsqď2

πpsq ą t
¯

ď cat
´a .

From this lemma and (4.4), we get that for any t ě ´1 and any k large enough so that
β´12´

k
2α 2´k ą 2, we get

P
´

Tβ
`

r2k, 2k`1q
˘

ą t
¯

ď P
´

sup
sPD ,Entpsqď2

πpsq ą β´12´
k

2α pt` 2kq
¯

ď caβ
a2k

a
2α
`

t` 2k
˘´a

. (4.5)

Then, for any t ě 1 and a ă α, we get by a union bound that

P
`

Tβ ą t
˘

ď

8
ÿ

k“0

P
´

Tβ
`

r2k, 2k`1q
˘

ą t
¯

ď c1a2
aβat´a

log2 t
ÿ

k“0

2k
a

2α ` c1a2
aβa

ÿ

kąlog2 t

2´ak
`

1´
1

2α

˘

ď c2aβ
at´at

a
2α ` c2at

´a
`

1´
1

2α

˘

ď 2c2aβ
at´a

`

1´
1

2α

˘

,

where we used that t` 2k ě t{2 if k ď log2 t, and t` 2k ě 2k{2 if k ą log2 t. For the second
sum we also used that 1 ´ 1

2α ą 0 when α ą 1{2. In particular, this shows that for any
δ ą 0, there is some constant cδ,β ą 0 such that for any t ě 1

P
`

Tβ ą t
˘

ď cδ,βt
´pα´ 1

2
q`δ , (4.6)

which proves that ErpTβqυs ă 8 for any υ ă α´ 1{2.

Proof of Lemma 4.1. Let us recall that Entpsq ď 2 implies that max |s| ď 2. Therefore we
can restrict our Poisson Point Process on R` ˆ r0, 1s ˆ r´2, 2s. In this case (cf. Section 5.2
below) we rewrite a realization of the Poisson Point Process by using its ordered statistic.
We introduce pYiqiPN be an i.i.d. sequence of uniform random variables on r0, 1s ˆ r´2, 2s

and pMiqiPN be a random sequence independent of pYiqiPN defined by Mi “ 41{αpE1 `

¨ ¨ ¨ ` Eiq´1{α with pEjqjě1 an i.i.d. sequence of Expp1q random variables. In such a way

P pdq
“ pMi, YiqiPN and πpsq “

ř8
i“1Mi1tYiPsu.

The proof is then a consequence of Theorem 3.1 (with B “ 1), which allows to use
the same ideas as in [22, Proposition 3.3] – we develop the argument used in [22] in a
more robust way, which makes it easier to adapt to the discrete setting. Using the notations
introduced in Section 3, for any i ě 0, we denote Υi “ tY1, . . . , Yiu (Υ0 “ H), and let
∆i “ ∆ipsq “ s XΥi be the set of the i largest weights collected by s. The E-LPP can be
written here as Lp2qi :“ maxs:Entpsqď2 |∆ipsq| – we drop here the dependence on t, x.

Using that Mi is a non-increasing sequence, we write

πpsq “
8
ÿ

j“0

2j`1´1
ÿ

i“2j

Mi1tYiPsu ď
8
ÿ

j“0

M2jL
p2q

2j`1 . (4.7)
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Then, we fix some δ ą 0 such that 1{α ´ 1{2 ą 2δ, and we let C “
ř8
j“0 2jp1{2´1{α`2δq:

we obtain via a union bound that

P
´

sup
Entpsqď2

πpsq ą t
¯

ď

8
ÿ

j“0

P
´

M2jL
p2q

2j`1 ą
1

C
t 2jp1{2´1{α`2δq

¯

ď

8
ÿ

j“0

”

P
´

Lp2q
2j`1 ą C 1 log t p2j`1q1{2`δq

¯

` P
´

M2j ą C2
t

log t
p2jq´1{α`δ

¯ı

. (4.8)

Here C 1 is a constant that we choose large in a moment, and C2 is a constant depending
on C,C 1 - we also work with t ě 2 for simplicity.

For the first probability in the sum, we obtain from Theorem 3.1-(i) that provided
C 1plog tq2jδ ě 2C

1{2
0

P
´

Lp2q
2j`1 ą C 1 log t p2j`1q1{2`δq

¯

ď

´1

2

¯C1plog tq2jδ

ď t´ log 2C12jδ .

Hence, for t sufficiently large we get that
8
ÿ

j“0

P
´

Lp2q
2j`1 ą C 1 log t p2j`1q1{2`δq

¯

ď ct´C
1 log 2 ď ct´a (4.9)

provided that we fixed C 1 large.

For the second probability in the sum, we recall that Mi
pdq
“ 41{αGammapiq´1{α, so that

for any a ă α, Erpi1{αMiq
as is bounded by a constant independent of i. Therefore, Markov’s

inequality gives that

P
´

M2j ą C2
t

log t
p2jq´1{α`δ

¯

ď cplog tqat´ap2jq´aδ ,

so that
8
ÿ

j“0

P
´

M2j ą C2
t

log t
p2jq´1{α`δ

¯

ď cplog tqat´a . (4.10)

Plugging (4.9) and (4.10) into (4.8), we obtain that for any a1 ă a ă α there are constants
c ą 0 such that for any t ě 2

P
´

sup
Entpsqď2

πpsq ą t
¯

ď 2cplog tqat´a ď c1t´a
1

,

which concludes the proof. �

4.4. Continuity of β ÞÑ Tβ. An obvious and crucial fact that we use along the way is that
for any realization of P, β ÞÑ Tβ is non-decreasing.

Left-continuity. Let us first show that β ÞÑ Tβ is left-continuous, since it is less technical.
Fix ε ą 0. For any β, there exists a path s

pεq
β with πps

pεq
β q ă 8 such that Tβ ď βπps

pεq
β q ´

Entps
pεq
β q ` ε. Using this path spεqβ , we then simply write that for any δ ą 0

Tβ ě Tβ´δ ě pβ ´ δqπps
pεq
β q ´ Entps

pεq
β q .

Letting δ Ó 0, we get that the right hand side converges to βπpspεqβ q ´ Entps
pεq
β q ě Tβ ´ ε.

Since ε is arbitrary, one concludes that limδÒ0 Tβ´δ “ Tβ, that is β ÞÑ Tβ is left-continuous.
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Right-continuity. It remains to prove that a.s. β ÞÑ Tβ is right-continuous. We prove a
preliminary result.

Lemma 4.2. For any K ą 0, P-a.s. there exists B0 ą 0 such that for any 0 ď β ď K

Tβ “ Tβ
`

r0, B0s
˘

, (4.11)

where Tβ
`

r0, B0s
˘

is defined in (4.3).

Proof. Let us recall that Tβ “ Tβ
`

r0, 1q
˘

_ sup
kě0

Tβ
`

r2k, 2k`1q
˘

. Using (4.5) with t “ ´1, for

any a ă α we have that

P
´

Tβ
`

r2k, 2k`1q
˘

ą ´1
¯

ď caβ
a2k

a
2α
`

2k ´ 1
˘´a

ď ca,K 2kp
1

2α´1q.

Since 1
2α ´ 1 ă 0, by Borel-Cantelli lemma we obtain that P-a.s. there exists k0 ą 0 such

that Tβ
`

r2k, 2k`1qq ď ´1 for all k ě k0. This concludes the proof. �

Then, since we now consider paths with entropy bounded by B0, we can restrict the
Poisson Point Process P to R`ˆr0, 1sˆr´

?
2B0,

?
2B0s. In this case we write a realization of

the Poisson Point Process by using its ordered statistic. More precisely we introduce Mi :“
p8B0q

1{2αpE1 ` ¨ ¨ ¨ ` Eiq´1{α, where pEiqiPN is an i.i.d. sequence of exponential of mean 1
and pYiqiPN is a i.i.d. sequence of uniform random variables on r0, 1s ˆ r´

?
2B0,

?
2B0s,

independent of pEiqiPN. Then, P pdq
“ pMi, YiqiPN and πpsq “

ř8
i“1Mi1tYiPsu.

For any ` P N, we let πp`q :“
ř`
i“1Mi1YiPs be the “truncated” energy of a path: we can

write for any β ă K, and any δ ą 0 such that β ` δ ď K

Tβ`δ “ Tβ`δ
`

r0, B0s
˘

ď sup
sPD ,EntpsqďB0

 

pβ ` δqπp`qpsq ´ Entpsq
(

` pβ ` δq sup
sPD ,EntpsqďB0

ˇ

ˇπpsq ´ πp`qpsq
ˇ

ˇ .

Then, we show that

max
sPD ,EntpsqďB0

ˇ

ˇπpsq ´ πp`qpsq
ˇ

ˇ

a.s.
ÝÝÝÑ
`Ñ8

0 . (4.12)

Hence, for any fixed ε, we can a.s. choose some `ε such that for any β ă K and any δ ą 0
with β ` δ ď K

Tβ ď Tβ`δ ď sup
sPD ,EntpsqďB0

 

pβ ` δqπp`qpsq ´ Entpsq
(

`Kε .

Then, letting δ Ó 0, and since the supremum can now be reduced to a finite set (we consider
only ` points), we get that for any β ă K

Tβ ď lim
δÓ0

Tβ`δ ď sup
sPD ,EntpsqďB0

 

βπp`qpsq ´ Entpsq
(

` ε ď Tβ ` ε .

Since ε is arbitrary, this shows that limδÓ0 Tβ`δ “ Tβ a.s., that is β ÞÑ Tβ is right-continuous.
It remains to prove (4.12). For any i P N we consider Υi “ tY1, . . . , Yiu and for any given

path swe define ∆i “ ∆ipsq “ sXΥi the set of the i largest weights collected by s. Then, let
LpB0q

i “ supsPDB0
|∆ipsq|, as introduced in (3.2). Realizing that 1tYiPsu “ |∆ipsq|´|∆i´1psq|,
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and integrating by parts (as done in [22]), we obtain for any s P DB0

πpsq ´ πp`qpsq “
ÿ

ią`

Mi1tYiPsu “ lim
NÑ8

N
ÿ

i“``1

Mi

`

|∆i| ´ |∆i´1|
˘

“ lim
NÑ8

ˆ N´1
ÿ

i“``1

|∆i|pMi ´Mi`1q `MN |∆N | ´M`|∆`|

˙

ď

8
ÿ

i“``1

LpB0q

i pMi ´Mi`1q ` lim sup
NÑ8

MNLpB0q

N . (4.13)

At this stage, the law of large numbers gives that limnÑ8N
1{αMN “ p8B0q

1{2α a.s., and
Corollary 3.2 gives that lim supNÑ8N

´1{2LpB0q

N ă `8 a.s. Since α ă 2, we therefore
conclude that lim supNÑ8MNLpB0q

N “ 0 a.s.
We let U` :“

ř

ią` L
pB0q

i pMi´Mi´1q. We are going to show that there exists some `0 such
that

ř

ią`0
LpBqi pMi ´Mi´1q ă 8 a.s., and thus lim`Ñ8 U` “ 0 a.s. We show that ErU2

`0
s is

finite for `0 large enough. For any ε ą 0, by Cauchy-Schwarz inequality we have that

U`0 ď
´

ÿ

ią`0

`

i´
1
2
´ε
˘2
¯1{2´ ÿ

ią`0

`

i´
1
2
`εLpB0q

i pMi ´Mi`1q
˘2
¯1{2

.

Then, we get that for `0 large enough

ErU2
`0s ď C

ÿ

ią`0

i1`2εE
“

pLpBqi q2
‰

E
“

pMi ´Mi´1q
2
‰

ď C 1B0

ÿ

ią`0

i1`2ε ˆ iˆ i´2´2{α ă `8 .

Here, we used Corollary 3.2 and a straightforward calculation that gives E
“

pMi´Mi´1q
2
‰

ď

ci´2´2{α for i large enough (see for instance Equation (7.2) in [22]). Provided ε is small
enough so that 2ε´ 2{α ă ´1 we obtain that ErU2

`0
s ă 8. �

4.5. Existence and uniqueness of the maximizer. As a consequence of Lemma 4.2, to
show that the supremum is attained and is unique in (2.6), it is enough to prove the
following result.

Lemma 4.3. For a.e. realization of P and for any B ą 0 we have that

s˚βpBq “ arg max
sPDB

 

βπpsq ´ Entpsq
(

exists, and it is unique. Here, we defined DB :“ ts P D : Entpsq ď Bu.

Proof. Our first step is to show that DB is compact for the uniform norm } ¨ }8. Let us
observe that for any s : r0, 1s Ñ R, the condition Entpsq ď B implies that

|spxq ´ spyq| ď

ż x

y
|s1ptq|dt ď p2Bq1{2|x´ y|1{2, @x, y P r0, 1s,

so that s belongs to the Hölder Space C1{2pr0, 1sq. Hence, DB is included in C1{2pr0, 1sq
which is compact for the uniform norm } ¨ }8 by the Ascoli-Arzelà theorem. We therefore
only need to show that DB is closed for the uniform norm } ¨ }8.

For this purpose we consider a convergent sequence sn and we denote by s its limit.
Since Entpsnq “

1
2}s

1
n}

2
L2 for all n, we have that ps1nqnPN belongs to the (closed) ball of
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radius p2Bq1{2 of L2pr0, 1sq. By Banach–Alaoglu theorem, the sequence ps1nqnPN contains a
weakly convergent subsequence. This means that there exist nk and s‹ such that

ż 1

0
ϕpxqs1nkpxqdx ÝÝÝÑkÑ8

ż 1

0
ϕpsqs‹pxqdx, @ϕ P L2pr0, 1sq.

By uniqueness of the limit (and taking ϕpxq “ 1tr0,ysupxq), this relation implies that spyq “
şy
0 s
‹pxqdx, that is s1 “ s‹ almost everywhere. Since the L2 norm is weakly lower semi-

continuous by the Hahn-Banach theorem – that is }s‹}L2 ď lim infkÑ8 }s
1
nk
}L2 – we obtain

that s P DB, so DB is closed. As a by-product of this argument we also have that the
entropy function s ÞÑ Entpsq is lower semi-continuous on pDB, } ¨ }8q.

Existence of the maximizer. Since DB is compact, the existence of the maximizer comes
from the fact that the function

tβpsq :“ βπpsq ´ Entpsq (4.14)

is upper semi-continuous, thanks to the extreme value theorem tells. Since we have already
shown that s ÞÑ Entpsq is lower semi-continuous, we only need to prove the following.

Lemma 4.4. For a.e. realization of P and for any B ą 0 the function s ÞÑ πpsq is upper
semi-continuous on pDB, } ¨ }8q.

Proof. We recall that if s P DB then maxtPr0,1s |sptq| ď
?

2B. Therefore, using the same
notations as above, we can write a realization of the Poisson Point Process P by using its
ordered statistic: P “ pMi, YiqiPN, πpsq “

ř8
i“1Mi1tYiPsu, and recall that for any ` P N we

let πp`q :“
ř`
i“1Mi1tYiPsu. Thanks to (4.12), we only need to prove that for any fixed ` P N

the function s ÞÑ πp`qpsq is upper semi-continuous: then πpsq, as the uniform limit of πp`q,
is still upper semi-continuous.

For any s P DB we let ιs :“ Υ`ztsXΥ`u be the set of all points of Υ` “ tY1, . . . , Y`u that
are not in s. Since there are finitely many points, we realize that there exists η “ ηps, `q ą 0
such that dHpιs, graphpsqq ą η, with dH is the Hausdorff distance.

Given s P DB, we consider a sequence psnqn, sn P DB such that limnÑ8 }sn ´ s}8 “ 0.
We observe that whenever }sn ´ s}8 ď η{2, we have that dHpιs, graphpsnqq ą η{2. This
means that for n large enough

tsn XΥ`u Ă tsXΥ`u ,

which implies that πp`qpsq ě lim supnÑ8 π
p`qpsnq. �

Uniquenes of the maximizer. The strategy is very similar to the one used in [5, Lemma 4.1]
or [22, Lemma 4.2]. For any s P DB, we let Ipsq :“ tsXΥ8u, where we Υ8 “ tYi, i P Nu.

Let us assume that we have two maximizers s1 ‰ s2. Since Υ8 is dense in r0, 1s ˆ
r´
?

2B,
?

2Bs we have that Ips1q ‰ Ips2q. In particular, there exists i0 such that Yi0 P Ips1q

and Yi0 R Ips2q, and since s1 and s2 are two maximizers of (4.14) it means

max
s : Yi0PIpsq

tβpsq “ max
s : Yi0RIpsq

tβpsq.

This implies that

βMi0 “ max
s : Yi0RIpsq

tβpsq ´ max
s : Yi0PIpsq

"

β
ÿ

j,j‰i0

Mj1tYjPsu ´ Entpsq

*

. (4.15)

Conditioning on pYjqjPN and pMjqjPN,j‰i0 we have that the l.h.s. has a continuous distri-
bution – the distribution of M´α

i0
conditional on pYjqjPN and pMjqjPN,j‰i0 is uniform on
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the interval rM´α
i0´1,M

´α
i0`1s –, while the r.h.s. is a constant – it is independent of Mi0 .

Therefore the event (4.15) has zero probability, and by sigma sub-additivity we get that
P
`

Ips1q ‰ Ips2q
˘

“ 0, which contradicts the existence of two distinct maximizers. �

Remark 4.5. Let us now explain how the fact that the maximizer of Tβ is unique would
help showing path concentration as in Theorem 2.1 of [5]. For any n, h P N and β ą 0, we
consider T βn,h defined in (5.2) below, which is the discrete analogous of Tβ. Then, with a
similar approach as above, one should be able to show that

∆β
n,h :“ arg max

∆ĂΛn,h

T βn,hn

is well defined. For any q ą 0 we let sβn,qh be the linear interpolation of ∆β
n,qh{pn ˆ hq. At

this stage, the path concentration would be a consequence of the following two statements.

Conjecture 4.6. Let h “ hn and β “ βn as in (2.2). Then,

lim
qÑ8

lim
nÑ8

sβnn,hn “ s˚1

Conjecture 4.7. For any ε ą 0 it holds that

lim
qÑ8

lim
nÑ8

P
ˆ

Pω
n,βn

´

}sβnn,hn ´ S}8 ě ε
¯

ě ε

˙

“ 0.

The approach to proving Conjectures 4.6 and 4.7 should be similar to that used in [5].

5. APPLICATION II: DISCRETE HEAVY-TAIL E-LPP

5.1. Heavy-tail E-LPP and ordered statistics. Here, we give some results that will be
central in many parts of the sequel. Let us consider a box Λn,h “ J1, nK ˆ J´h, hK. For any
set ∆ Ă Λn,h, we can define the (discrete) energy collected by ∆ by

Ωn,hp∆q :“
ÿ

pi,xqP∆

ωi,x , (5.1)

and we are interested in the (discrete) variational problem,

T
βn,h
n,h :“ max

∆ĂΛn,h

 

βn,hΩn,hp∆q ´ Entp∆q
(

, (5.2)

with βn,h some function of n, h (soon to be specified), and Entp∆q is defined in (3.1).
We may rewrite the disorder in this region pωi,xqpi,xqPΛn,h using the ordered statistic: we

let M pn,hq
r be the r-th largest value of pωi,xqpi,xqPΛn,h and Y pn,hqr P Λn,h its position. In such

a way

pωi,jqpi,jqPΛn“pM
pn,hq
r , Y pn,hqr q

|Λn,h|
r“1 . (5.3)

In the following we refer to pM pn,hq
r q

|Λn,h|
r“1 as the weight sequence. Note also that pY pn,hqr q

|Λn,h|
r“1

is simply a random permutation of the points of Λn,h. Let us state right away a lemma that
will prove to be useful in the rest of the paper.

Lemma 5.1. For any η ą 0, there exists a constant c such that, for any t ą 1 and any ` ď nh,
we have

P
´

M
pn,hq
` ą tmpnh` q

¯

ď pctq´p1´ηqα` .
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Proof. We simply write that by a union bound

P
´

M pn,hq
r ą tmpnhr q

¯

ď

ˆ

nh

r

˙

P
´

ω1 ą tmpnhr q
¯r
ď

´

c
nh

r
P
`

ω1 ą tmpnhr q
˘

¯r
.

Then, since Ppω1 ą xq is regularly varying with exponent´α, we get that there is a constant
cη such that for any t ě 1

P
`

ω1 ą tmpnhr q
˘

ď cηt
´p1´ηqαP

`

ω1 ą mpnhr q
˘

“ cηt
´p1´ηqα nh

r
,

where we used the definition of mp¨q in the last identity. This concludes the proof. �

The ordered statistics allows us to redefine the energy collected by a set ∆ Ă Λn,h, and
its contribution by the first ` weights (with 1 ď ` ď |Λn,h|) by

Ωn,hp∆q :“

|Λn,h|
ÿ

r“1

M pn,hq
r 1

tY
pn,hq
r P∆u

, and Ω
p`q
n,hp∆q :“

ÿ̀

r“1

M pn,hq
r 1

tY
pn,hq
r P∆u

. (5.4)

We also set Ω
pą`q
n,h p∆q :“ Ωn,hp∆q ´ Ω

p`q
n,hp∆q. We then define analogues of (5.2) with a

restriction to the ` largest weights, or beyond the `-th weight

T
βn,h,p`q
n,h :“ max

∆ĂΛn,h

 

βn,hΩ
p`q
n,hp∆q ´ Entp∆q

(

,

T
βn,h,pą`q
n,h :“ max

∆ĂΛn,h

 

βn,hΩ
pą`q
n,h p∆q ´ Entp∆q

(

.
(5.5)

In this Section, we prove the following theorem.

Theorem 5.2. The following hold true:
‚ For any a ă α, there is a constant ca ą 0 such that for any 1 ď ` ď nh, for any b ą 1

P
´

T
βn,h,p`q
n,h ě bˆ

`

βn,hmpnhq
˘4{3

´ n

h2

¯1{3¯

ď ca b
´3a{4 . (5.6)

‚ We also have that there is a constant c ą 0 such that for any b ą 1

P
´

T
βn,h,pą`q
n,h ě bˆ

`

βn,hmpnh{`q
˘4{3

´`2n

h2

¯1{3¯

ď cb´α`{4 ` e´cb
1{4
. (5.7)

The proofs are inspired by the techniques of the previous section, but we need here to
keep track of the dependence on n, h – the proof is postponed to Section 5.3. To that end,
estimates obtained in Section 3 will be crucial. Note already that if n

h2βn,hmpnhq Ñ β P

p0,8q, as n, hÑ8, it gives that T βn,h,p`qn,h is of order β4h2{n (the lower bound can easily be
found thanks to Theorem 3.1).

5.2. Continuum limit of the discrete heavy-tail E-LPP. In this section, we consider the
limit when n, hÑ8.

If we rescale Λn,qh by nˆ h, and we let prY pn,hqr q
|Λn,h|
r“1 be the rescaled permutation, i.e. a

random permutation of the points of the set pr0, 1s ˆ r´q, qsq X pNn ˆ
Z
h q. Then for any fixed

` P N,
`

rY
pn,hq

1 , . . . , rY
pn,hq
`

˘ pdq
Ñ

`

Y1, . . . , Y`
˘

, as nÑ8, (5.8)

where pYiqiPN is an i.i.d. sequence of uniform random variables on r0, 1s ˆ r´q, qs.
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To find out a continuum limit for the weight sequence, we use some basic facts of the
classical extreme value theory (see e.g., [31]), that is for all ` P N,

´

ĂM
pn,hq
i :“

M
pn,hq
i

mpnhq
, i “ 1, . . . , `

¯

pdq
Ñ

`

Mi, i “ 1, . . . , `
˘

, (5.9)

where pMiqiPN is the continuum weight sequence. The sequence pMiqiě1 can be defined as
Mi :“ 21{αpE1 ` ¨ ¨ ¨ ` Eiq´

1
α , where pEiqiPN is an i.i.d. sequence of exponential random

variables of mean 1, independent of the Yi’s.
In such a way pMi, YiqiPN is a realization of a Poisson Point Process on r0,8q ˆ r0, 1s ˆ

r´q, qs of intensity µpdw, dt, dxq “ α
2w

´α´11twą0udwdtdx. Then, we have the following
convergence in distribution for the discrete energy-entropy variational problem (5.2).

Proposition 5.3. Suppose that n
h2βn,hmpnhq Ñ ν P r0,8q as n, h Ñ 8. Then, for every

α P p1{2, 2q and for any q ą 0 we have the following convergence in distribution

n

h2
T
βn,h
n,qh

pdq
ÝÑ Tν,q :“ sup

sPMq

 

νπpsq ´ Entpsq
(

, (5.10)

where the supremum is taken over the set Mq :“ ts P D ,Entpsq ă 8,maxtPr0,1s |sptq| ď qu.
We also have the convergence

n

h2
T
βn,h,p`q
n,qh

pdq
ÝÑ T p`qν,q , (5.11)

with T `
ν,q defined in (5.13) below. Moreover,

T p`qν,q
`Ñ8
Ñ Tν,q and Tν,q

qÑ8
Ñ Tν , a.s. (5.12)

Proof. For any q ą 0, we consider the Poisson Point Process restricted to r0, 1sˆr´q, qs, and
we label its elements according to the ordered statistic pMi, YiqiPN (cf. Section 5.2). For any
∆ Ă r0, 1s ˆ r´q, qs we define πp`qp∆q “

ř`
i“1Mi1tYiP∆u and πpą`qp∆q :“ πp∆q ´ πp`qp∆q.

In analogy with the discrete setting (cf. (5.5)), we define

T pą`qν,q “ sup
sPMq

 

νπpą`qpsq ´ Entpsq
(

,

T p`qν,q “ sup
sPMq

 

νπp`qpsq ´ Entpsq
(

.
(5.13)

We now show the convergence (5.11) of the large-weights variational problem, before we
prove the convergence (5.10).

Convergence of the large weights. Note that the maximum of T βn,h,p`qn,qh and T p`qν,q are achieved
on Υ` “ Υ`pqq and Υ` “ Υ`pqq respectively, that is

T
βn,h,p`q
n,qh “ max

∆ĂΥ`

 

βn,hΩ
p`q
n,hp∆q ´ Entp∆q

(

,

T p`qν,q “ sup
∆ĂΥ`

 

νπp`qp∆q ´ Entp∆q
(

,
(5.14)

where we recall, Υ`pqq (resp. Υ`pqq) is the set of the locations of the ` largest weights inside
Λn,qh (resp. Λ1,q). Since we have only a finite number of points, the proof is a consequence
of (5.8) and (5.9) and the Skorokhod representation theorem.

Restriction to the large weights. To show the convergence (5.10), it is therefore enough to
control the contribution of the large weights Let δ ą 0 such that 1

α ´
1
2 ą δ. Using Potter’s
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bound (cf. [9]) we have that
`

βn,hmpnh{`q
˘

4
3

´`2n

h2

¯
1
3
ď c

h2

n
`´

4
3
p 1
α
´ 1

2
´δq.

Plugging it into (5.7) and taking b “ b`,ε :“ ε `
4
3
p 1
α
´ 1

2
`δq, we obtain that

P
´ n

h2
T
βn,h,pą`q
n,qh ě ε

¯

ď c1b
´α`{4
`,ε ` e´c

1b
1{4
`,ε

`Ñ8
ÝÑ 0, (5.15)

uniformly on n, h. Conbined with (5.11) and (5.12), this concludes the convergence (5.10).
Proof of the convergence (5.12). We show that T pą`qν,q Ñ 0 as ` Ñ 8. Reasoning as in

(4.7)–(4.10) we obtain that for any a ă α and t ą 1 it holds that

P
´

sup
Entpsqď2

πpą`qpsq ą t
¯

ď t´c2
`δ
` ct´a2`p´a{α`aδq ď c1t´a2´ca`.

This implies, reasoning as (4.4)–(4.6) that

P
`

T pą`qν,q ą t
˘

ď c1t´a
`

1´
1

2α

˘

2´c
1`, (5.16)

which proves that ErpT pą`qν,q qυs
`Ñ8
Ñ 0 for any υ ă α ´ 1{2. This implies that T pą`qν,q Ñ 0 in

probability by Markov’s inequality, hence the a.s. convergence along a subsequence, which
in turns implies the a.s. convergence thanks to the monotonicity in `.

We now prove that Tν,q Ñ Tν as q Ñ 8. First, notice that Tν ě Tν,q ě Tνpr0, q2sq (recall
the definition (4.3)). Then, the conclusion follows from Lemma 4.2, which implies that
a.s. there exists k0 ą 0 such that for any k ą k0 it holds that Tν “ Tνpr0, ksq. Hence, a.s.
Tν “ Tν,q for q large enough. �

5.3. Proof of Theorem 5.2. Let us first focus on T
βn,h,p`q
n,h . As in (4.3) in the continuous

setting, we introduce, for any interval rc, dq,

T
βn,h,p`q
n,h

`

rc, dq
˘

:“ max
∆ĂΛn,h,Entp∆qPrc,dq

 

βn,hΩ
p`q
n,hp∆q ´ Entp∆q

(

. (5.17)

Then, we realize that for any d ą 0

T
βn,h,p`q
n,h “ T

βn,h,p`q
n,h

`

r0, dq
˘

_ sup
kě1

T
βn,h,p`q
n,h

`

r2k´1d, 2kdq
˘

.

Using that

T
βn,h,p`q
n,h

`

r2k´1d, 2kdq
˘

ď βn,h sup
∆ : Entp∆qď2kd

Ω
p`q
n,hp∆q ´ 2k´1d, for k ě 1,

T
βn,h,p`q
n,h

`

r0, dq
˘

ď βn,h sup
∆ : Entp∆qďd

Ω
p`q
n,hp∆q,

with the choice d “ b pβ and pβ :“ pβn,hmpnhqq
4{3pn{h2q1{3, a union bound gives that

P
´

T
βn,h,p`q
n,h ě bpβ

¯

ď
ÿ

kě0

P
ˆ

βn,h sup
∆ : Entp∆qď2kbpβ

Ω
p`q
n,hp∆q ě 2k´1bpβ

˙

ď
ÿ

kě0

P
ˆ

sup
∆ : Entp∆qď2kbpβ

Ω
p`q
n,hp∆q ě 2k´1bmpnhq

`

pβn{h2
˘1{4

˙

, (5.18)

where we use that pβ satisfies the equation pβ “ βn,hmpnhqppβn{h
2q1{4.

We then need the following lemma, analogous to Lemma 4.1.
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Lemma 5.4. For any a ă α, there exists a constant c such that for any B ě 1, n, h ě 1, and
any t ą 1

P
´

sup
∆ : Entp∆qďB

Ω
p`q
n,hp∆q ě tˆmpnhq

`

Bn{h2
˘1{4

¯

ď ct´a

Applying this lemma in (5.18) (with B “ 2kbpβ, t “ 23k{4´1b3{4), we get that for any
k ě 0

P
´

sup
∆ : Entp∆qď2kbpβ

Ω
p`q
n,hp∆q ě 2k´1bmpnhqppβn{h2q1{4

¯

ď cp2kbq´3a{4 ,

so that summing over k in (5.18), we get Theorem 5.2.

Proof of Lemma 5.4. We mimic here the proof of Lemma 4.1, but we need to keep the
dependence on the parameters n, h,B. For i ě 0, we denote Υi :“ tY

pn,hq
1 , . . . , Y

pn,hq
i u with

the Y pn,hqj introduced in Section 5.1 (Υ0 “ H), and for any ∆ we let ∆i :“ ∆XΥi be the
restriction of ∆ to the i largest weights. As in (4.7), we can write

1

mpnhqpBn{h2q1{4
ˆ sup

∆:Entp∆qďB
Ω
p`q
n,hp∆q ď

log2 `
ÿ

j“0

ĂM2j
rL2j`1 , (5.19)

where ĂMi “ ĂM
pn,hq
i “ M

pn,hq
i {mpnhq and rLi “ rL

pBq
i pn, hq “ L

pBq
i pn, hq{pBn{h2q1{4 are

the renormalized weights and E-LPP (we drop the dependence on n, h,B for notational
convenience).

As in the proof of Lemma 4.1, we fix some δ ą 0 such that 1{α ´ 1{2 ą 2δ, and as for
(4.8), the probability in Lemma 5.4 is bounded by

log2 `
ÿ

j“0

”

P
´

rL2j`1 ą C 1 log t p2j`1q1{2`δ
¯

` P
´

ĂM2j ą C2
t

log t
p2jq´1{α`δ

¯ı

. (5.20)

For the first probability in the sum, we obtain from Theorem 3.1-(ii) that provided that
C 1plog tq2jδ ě 2C

1{2
0

P
´

rL2j`1 ą C 1 log t p2j`1q1{2`δq
¯

ď

´1

2

¯C1plog tq2jδ

ď t´plog 2qC12jδ . (5.21)

Then, the first sum in (5.20) is bounded by t´a provided that C 1 had been fixed large
enough.

For the second probability in (5.20), we use Lemma 5.1 above to get that for any a ă α

P
´

ĂM2j ą C2
t

log t
p2jq´1{α`δ

¯

ď P
´

M
pn,hq

2j
ą C3

t

log t
p2jqδ{2mpnh2´jq

¯

(5.22)

ď cplog tqat´ap2jq´aδ . (5.23)

For the first inequality, we used Potter’s bound to get that mpnh2´jq ď cmpnhqp2jq´1{α`δ{2.
We conclude that the second sum in (5.20) is bounded by a constant times plog tqat´a.

All together, and possibly decreasing the value a a (by an arbitrarily small anount), this
yields Lemma 5.4. �

Let us now turn to the case of T βn,h,pą`qn,h . We first need an analogue of Lemma 5.4.
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Lemma 5.5. There exists a constant c such that for any B ě 1, n, h P N and 0 ď ` ď nh, for
any t ą 1

P
´

sup
∆ : Entp∆qďB

Ω
pą`q
n,h p∆q ě tˆmpnh{`q `1{2

`

Bn{h2
˘1{4

¯

ď ct´α`{3 ` e´c
?
t .

Proof. Analogously to (5.19), we get that

1

mpnh{`q`1{2pBn{h2q1{4
ˆ sup

∆:Entp∆qďB
Ω
pą`q
n,h p∆q ď

log2pnh{`q
ÿ

j“0

M
pn,hq

2j`

mpnh{`q

L
pn,hq

2j`1`

`1{2pBn{h2q1{4
,

(5.24)
Then, we get similarly to (5.21)-(5.22) that for any δ ą 0: (a) thanks to Theorem 3.1-(ii)
we have

P
´ L

pn,hq

2j`1`

`1{2pBn{h2q1{4
ě C 1

?
tp2j`1q1{2`δ

¯

ď

´1

2

¯C1
?
t2jδ

ď e´c
?
t 2δj ; (5.25)

(b) thanks to Lemma 5.1 we have

P
´ M

pn,hq

2j`

mpnh{`q
ě C2

?
tp2jq´1{α`δ

¯

ď ct´α`{3p2jq´αδ`{2 . (5.26)

Lemma 5.5 follows from a bound analogous to (5.20). �

Then, setting pβ` “ pβnhmpnh{`qq
4{3p`2n{h2qq

1
3 so that pβ` “ βn,hmpnh{`q`

1{2ppβ`n{h
2q1{4,

we obtain similarly to (5.18) that

P
´

T
βn,h,pą`q
n,h ě bˆ pβ`

¯

ď
ÿ

kě0

P
´

βn,h sup
∆ : Entp∆qď2kbpβ`

Ω
pą`q
n,h p∆q ě 2k´1bpβ`

¯

ď
ÿ

kě0

P
ˆ

sup
∆ : Entp∆qď2kbpβ`

Ω
pą`q
n,h p∆q ě 2k´1b mpnh{`qp`2pβ`n{h

2q1{4
˙

ď
ÿ

kě0

´

cp2kbq´α`{4 ` e´c2
3k{8b3{8

¯

ď c1b´α`{4 ` e´c
1b1{4 .

This concludes the proof of Theorem 5.2.

Part 2. Polymers in heavy-tail random environment

In this part, we go back to the study of directed polymers in heavy tail random environ-
ment, and show our main results, with the help of the E-LPP estimates proven above.

6. TRANSVERSAL FLUCTUATIONS: PROOF OF THEOREM 2.2

In this section, we consider the case α P p1{2, 2q, and prove Theorem 2.2. First, we
partition the interval rAnhn, ns into blocks

Bk,n :“ r2k´1hn, 2
khnq, k “ log2An ` 1, . . . , log2pn{hnq ` 1. (6.1)

In such a way,

Pω
n,βn

`

max
iďn

|Si| ě Anhn
˘

“

log2pn{hnq
ÿ

k“log2 An`1

Pω
n,βn

`

max
iďn

|Si| P Bk,n
˘

. (6.2)
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We first deal with the case where n{mpnhnq
nÑ8
Ñ 0 for the sake of clarity of the exposi-

tion: in that case, log Zωn,βn does not need to be recentered. We treat the remaining case (in
particular we have α ě 3{2) in a second step.

6.1. Case n{mpnhnq
nÑ8
Ñ 0. We observe that the assumption ω ě 0 implies that the parti-

tion function Zωn,βn is larger than one. Therefore,

Pω
n,βn

`

max
iďn

|Si| P Bk,n
˘

ď Zωn,βn
`

max
iďn

|Si| P Bk,n
˘

.

By using Cauchy-Schwarz inequality, we get that

Zωn,βn
`

max
iďn

|Si| P Bk,n
˘2
ď P

`

max
iďn

ˇ

ˇSi
ˇ

ˇ ě 2k´1hn
˘

ˆ Zωn,2βn
`

max
iďn

|Si| ď 2khn
˘

. (6.3)

The first probability is bounded by 2Pp|Sn| ě hnq ď 4 expp´22kh2
n{2nq (by Levy’s in-

equality and a standard Chernov’s bound). We are going to show the following lemma,
which is the central estimate of the proof.

Lemma 6.1. There exist some constant q0 ą 0 and some ν ą 0, such that for all q ě q0 we
have

P
´

Zωn,2βn
`

max
iďn

|Si| ď qhn
˘

ě e
1
4
q2 h

2
n
n

¯

ď q´ν
´

1` 1^
n

mpnhnq

¯

(6.4)

Therefore, if n{mpnhnq
nÑ8
Ñ 0, this lemma gives that for c0 “ 1{8 and for k large enough

(i.e. An large enough), using (6.3),

P
´

Zωn,βn
`

max
iďn

|Si| P Bk,n
˘

ě 4e´c022kh2
n{n

¯

ď p2kq´ν .

Then, using that
ř

kąlog2 An
4e´c022kh2

n{n ď e´c1A
2
nh

2
n{n, we get that by a union bound

P
´

Pω
n,β

`

max
iďn

ˇ

ˇSi
ˇ

ˇ ě Anhn
˘

ě e´c1A
2
nh

2
n{n

¯

ď

log2pn{hnq
ÿ

k“log2 An`1

P
´

Zωn,β
`

max
iďn

ˇ

ˇSi
ˇ

ˇ P Bk,n
˘

ě 4e´c022kh2
n{n

¯

ď
ÿ

kąlog2 An

2´νk ď cA´νn . (6.5)

We stress that in the case when n{mpnhnq
nÑ8
Ñ 0, we do not need the additional n in front

of e´c1A
2
nh

2
n{n in (2.9).

Proof of Lemma 6.1. For simplicity, we assume in the following that qhn is an integer. We
fix δ ą 0 such that p1` δq{α ă 2 and p1´ δq{α ą 1{2, and let

T “ Tnpqhnq “
h2
n

n
q1{αpq2h2

n{nq
´p1´δq3{2{α _ 1 (6.6)

be a truncation level. Note that if α ď p1 ´ δq3{2 then we have T “ 1. We decompose the
partition function into three parts: thanks to Hölder’s inequality, we can write that

log Zωn,2βn
`

max
iďn

|Si| ď qhn
˘

ď
1

3
log Z

pąTq

n,6βn
`

1

3
log Z

pp1,Tsq
n,6βn

`
1

3
log Z

pď1q
n,6βn

, (6.7)
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where the three partition functions correspond to three ranges for the weights βnωi,Si:

Z
pąTq

n,6βn
:“ E

”

exp
´

n
ÿ

i“1

6βnωi,Si1tβnωi,SiąTu

¯

1tmax
iďn

|Si|ďqhnu

ı

(6.8)

Z
pp1,Tsq
n,6βn

:“ E
”

exp
´

n
ÿ

i“1

6βnωi,Si1tβnωi,SiPp1,Tsu

¯

1tmax
iďn

|Si|ďqhnu

ı

(6.9)

Z
pď1q
n,6βn

:“ E
”

exp
´

n
ÿ

i“1

6βnωi,Si1tβnωi,Siď1u

¯

1tmax
iďn

|Si|ďqhnu

ı

. (6.10)

We now show that with high probability, these three partition functions cannot be large.
Note that when T “ 1, the second term is equal to 1 and we do not have to deal with it.

Term 1. For (6.8), we prove that for any ν ă 2α ´ 1, for q sufficiently large, for all n
large enough we have

P
´

log Z
pąTq

n,6βn
ě c0q

2h
2
n

n

¯

ď q´ν . (6.11)

We compare this truncated partition function with the partition function where we keep
the first ` weights in the ordered statistics pM pn,qhnq

i q1ďiďnqhn . Define

` “ `npqhnq :“ pq2h2
n{nq

1´δ , so T “
h2
n

n
q1{α ˆ `´p1´δq

1{2{α , (6.12)

and set

Z
p`q
n,6βn

:“ E
”

exp
´

ÿ̀

i“1

6βnM
pn,qhnq
i 1

tY
pn,qhnq
i PSu

¯ı

. (6.13)

Remark that, with the definition of T and thanks to the relation (2.2) verified by βn, we
have that for n large enough

P
´

βnM
pn,qhnq
` ą T

¯

ď P
´

M
pn,qhnq
` ě

1

2
q1{α`´p1´δq

1{2{αmpnhnq
¯

Then, since we have q{` ď 1 (see (6.12)), we can use Potter’s bound to get that for n
sufficiently large

m
`

nqhn{`
˘

ď pq{`qp1´δ
2q{αmpnhnq ,

and we obtain that provided that δ is small enough

P
´

βnM
pn,qhnq
` ą T

¯

ď P
´

M
pn,qhnq
` ě c0q

δ2{α`δ
2{αm

`

nqhn{`
˘

¯

ď pcq`q´δ
2`{2 ,

where we used Lemma 5.1 for the last inequality. We therefore get that, with probability
larger than 1´ pc`q´δ`{2 (note that `´δ`{2 ď q´δ`{2 ď q´4 for n large enough), we have that

!

pi, xq P J1, nKˆ J´qhn, qhnK;βnωi,x ą T
)

Ă Υ` :“
 

Y
pn,qhnq

1 , . . . , Y
pn,qhnq
`

(

, (6.14)

and hence Z
pąT q
n,6βn

ď Z
p`q
n,6βn

.

We are therefore left to focus on the term Z
p`q
n,6βn

: recalling the definitions (5.4) and
(5.5), we get that

Z
p`q
n,6βn

“
ÿ

∆ĂΥ`

e6βnΩ
p`q
n,qhn

p∆qP
`

S XΥm “ ∆
˘

ď
ÿ

∆ĂΥ`

exp
`

6βnΩn,qhnp∆q ´ Entp∆q
˘

ď 2` exp
´

T
6βn,p`q
n,qhn

¯

,
(6.15)
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where we used that Pp∆ Ă Sq ď expp´Entp∆qq as noted before in Section 3.2. Note that
we have ` ď 1

2c0q
2h2
n{n for n large enough (and q ě 1), so we get that

P
´

log Z
p`q
n,6βn

ě c0q
2h

2
n

n

¯

ď P
´

T
6βn,p`q
n,qhn

ě
1

2
c0q

2h
2
n

n

¯

.

Then, by the definition (2.2) and thanks to Potter’s bound, for any η ą 0 there exists a
constant cη such that for any q ě 1

`

6βnmpnqhnq
˘4{3

pq2h2
n{nq

1{3
ď cηq

p1`ηq 4
3α
´ 2

3
h2
n

n
“ cηpq

4{3qp1`ηq{α´2 ˆ q2h
2
n

n
,

where we used that for any η ą 0, mpnqhnq ď c1ηq
p1`ηq{αmpnhnq provided that n is large

enough (Potter’s bound). Therefore, provided that η is small enough so that p1` ηq{α ă 2,
an application of Theorem 5.2 gives that for q large enough (so that bq :“ c0

2cη
pq4{3q2´p1`ηq{α

is large),

P
´

T
6βn,p`q
n,qhn

ě
1

2
c0q

2h
2
n

n

¯

ď P
´

T
6βn,p`q
n,qhn

ě bq ˆ

`

6βnmpnqhnq
˘4{3

pq2h2
n{nq

1{3

¯

ď cq´ν , (6.16)

with ν “ 2α´ 1´ 2η. This gives (6.11), since η is arbitrary.

Term 2. We now turn to (6.9) We consider only the case T ą 1 (and in particular we
have α ą p1´ δq3{2). We show that for any η ą 0, there is a constant cη ą 0 such that for q
large enough and n large enough,

P
´

log Z
pp1,Tsq
n,6βn

ě c0

`

q2h2
n{n

˘1´η
¯

ď exp
`

´ cηpq
2h2
n{nq

1{3
˘

. (6.17)

Again, we need to decompose Z
pp1,Tsq
n,6βn

according to the values of the weights. We set θ :“

p1´ δq2{α ą 1, and let

`j :“ pq2h2
n{nq

θjp1´δq “ p`0q
θj , with `0 “ ` “ pq2h2

n{nq
1´δ as in (6.12) (6.18)

Tpjq :“
h2
n

n
q1{α ˆ pq2h2

n{nq
´θjp1´δq3{2{α “

h2
n

n
q1{α

`

`j
˘´p1´δq1{2{α (6.19)

for j P t0, . . . , κu with κ the first integer such that θκ ą α{p1´ δq3{2. We get that Tp0q “ T,
and Tpκq ă 1. Then, thanks to Hölder inequality we may write

log Z
pp1,T sq
n,6βn

ď
1

κ

κ
ÿ

j“1

log Z
ppTpjq,Tpj´1qsq

n,6κβn
,

with Z
ppTpjq,Tpj´1qsq

n,6κβn
:“ E

”

exp
´

n
ÿ

i“1

6κβnωi,Si1tβnωi,SiPpT
pjq,Tpj´1qsu

¯

1tmax
iďn

|Si|ďqhnu

ı

.

To prove (6.17), it is therefore enough to prove that for any 1 ď j ď κ, since `j ě

pq2h2
n{nq

1´δ,

P
´

log Z
ppTpjq,Tpj´1qsq

n,6κβn
ě 8κ

`

q2h2
n{n

˘

`
´δ{10
j

¯

ď exp
`

´ cpq2h2
n{nq

1{3
˘

. (6.20)

First of all, we notice that in view of (6.18)-(6.19), with the same computation leading to
(6.14), we have that with probability larger than 1´ pc`jq

´δ`j{4

!

pi, xq P J1, nKˆ J´qhn, qhnK;βnωi,x ą Tpj´1q
)

Ă Υ`j :“
 

Y
pn,qhnq

1 , . . . , Y
pn,qhnq
`j

(

. (6.21)
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On this event, and using that `j “ p`j´1q
p1´δq2{α and

Tpj´1q “
h2
n

n
q1{α`

´p1´δq´1{2{2
j ď

h2
n

n
q1{α`

´1{2´δ{5
j

(if δ is small), we have

Z
ppTpjq,Tpj´1qsq

n,6κβn
ď E

”

exp
´

6κTpj´1q

`j
ÿ

i“1

1
tY
pn,qhnq
i PSu

¯ı

(6.22)

ď e6κq2 h
2
n
n
`
´δ{10
j `

`j
ÿ

k“q2´ 1
α `

1{2`δ{10
j

ÿ

∆ĂΥ`j ;|∆|“k

e6κ
h2
n
n
q1{α`

´1{2´δ{5
j k P

`

S XΥ`j “ ∆
˘

ď e6κq2 h
2
n
n
`
´δ{10
j `

`j
ÿ

k“q2´ 1
α `

1{2`δ{10
j

ˆ

`j
k

˙

exp
´

6κ
h2
n

n
q1{α`

´1{2´δ{5
j k ´ inf

∆ĂΥ`j ,|∆|“k
Entp∆q

¯

.

Then, we may bound
``j
k

˘

ď ek log `j . We notice from the definition of κ (and since θ P p1, 2q)
that there exists some η ą 0 such that `j ď `κ ď pq

2h2
n{nq

2´η for any 1 ď j ď κ: it shows in
particular that log `j ď `δ

2

j ď q2 h
2
n
n `

´1{2´δ{5
j , provided that n is sufficiently large and δ has

been fixed sufficiently small. We end up with the following bound

Z
ppTpjq,Tpj´1qsq

n,6κβn
ď e6κq2 h

2
n
n
`
´δ{10
j `

`j
ÿ

k“q2´ 1
α `

1{2`δ{10
j

exp
´

cq2h
2
n

n
`
´1{2´δ{5
j k ´ inf

∆ĂΥ`j ,|∆|“k
Entp∆q

¯

.

Then, we may use (3.9) (with m “ `j , h “ qhn) to get that, for any k ě q2´ 1
α `

1{2`δ{10
j

P
´

inf
∆ĂΥ`j ,|∆|“k

Entp∆q ď 2cq2h
2
n

n
`
´1{2´δ{5
j k

¯

ď

ˆ

C0p2c`
´1{2´δ{5
j kq1{2`j

k2

˙k

ď
`

cq
3

2α
´3`

´δ{4
j

˘k
ď

`

c`j
˘´δk{4

. (6.23)

For the last inequality, we used that q
3

2α
´3 ď 1, since α ą 1{2 and q ě 1. Since we have

that q2 h
2
n
n `

´1{2´δ{5
j ě 1, we get that there is a constant c1 ą 0 such that

ÿ

kěq2´ 1
α `

1{2`δ{10
j

e´cq
2 h

2
n
n
`
´1{2´δ{5
j k

ď c1e´cq
2 h

2
n
n
`
´δ{10
j ď c1.

Using (6.23), we therefore obtain, via a union bound (also recalling (6.21)), that provided
that n is large enough

P
´

Z
ppTpjq,Tpj´1qsq

n,6κβn
ě e8κq2 h

2
n
n
`
´δ{10
j

¯

ď pc`jq
´δ`j{4 `

ÿ

kěq2´ 1
α `

1{2`δ{10
j

`

c`j
˘´δk{4

ď
`

c`j
˘´cδ`

1{2
j .

This proves (6.20) since `j ě `0 “ pq
2h2
n{nq

1´δ.
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Term 3. For the last part (6.10), we prove that for arbitrary η ą 0,

P
´

log Z
pď1q
n,6βn

ě c0q
2h

2
n

n

¯

ď cq´2 ˆ

#

n
mpnhnq

if α ą 1 ,
n

mpnhnqp1´ηqα
if α ď 1 .

(6.24)

Let us stress that in the case α ď 1 we get that for n large mpnhnqp1´ηqα ě pnhnq1´2η, there-
fore n{pnhnqp1´ηqα goes to 0 provided that η is small enough, since we are considering the
case when hn ě

?
n. Hence, we can replace the upper bound in (6.24) by 1^ pn{mpnhnqq.

To prove (6.24), we use that e6x1txď1u ď 1` e6x1txď1u for any x, and we get that

Z
pď1q
n,6βn

ď E
”

n
ź

i“1

`

1` 6e6βnωi,si1tβnωi,siď1u

˘

ı

,

and EZ
pď1q
n,6βn

ď E
”

n
ź

i“1

`

1` 6e6βnE
“

ω1tωď1{βnu

‰˘

ı

ď exp
´

6e6nβnE
“

ω1tωď1{βnu

‰

¯

. (6.25)

Therefore, by Markov inequality and Jensen inequality,

P
´

log Z
pď1q
n,6βn

ě c0q
2h

2
n

n

¯

ď
1

c0q2

n

h2
n

logEZ
pď1q
n,6βn

ď Cq´2n
2βn
h2
n

E
“

ω1tωď1{βnu

‰

. (6.26)

It remains to estimate E
“

ω1tωď1{βnu

‰

. If α ą 1 then it is bounded by Erωs ă `8: this gives
the first part of (6.24), using also (2.2). If α ď 1 then for any δ ą 0, for n large enough we
have βnE

“

ω1tωď1{βnu

‰

ď β
p1´ηqα
n for n large: by using (2.2) together with h2

n{n ě 1, this
gives the second part of (6.24).

The conclusion of Lemma 6.1 follows by collecting the estimates (6.11)-(6.17)-(6.24) of
the three terms in (6.7). �

6.2. Remaining case (α ě 3{2). We now consider the remaining case, i.e. when we do
not have that n{mpnhnq

nÑ8
Ñ 0. In particular, we need to have that α ě 3{2, and hence

Erωs “: µ ă `8. Then, we do not simply use that Zωn,βn ě 1 to bound Pω
n,βn

`

maxiďn |Si| P

Bk,n
˘

, but instead we use a re-centered partition function Z̄ωn,βn “ e´nβnµZωn,βn , so that we
can write

Pω
n,βn

`

max
iďn

|Si| P Bk,n
˘

“
1

Z̄ωn,βn
E
”

exp
´

n
ÿ

i“1

βnpωi,si ´ µq
¯

1tmaxiďn |Si|PBk,nu

ı

“:
1

Z̄ωn,βn
Z̄ωn,βn

`

max
iďn

|Si| P Bk,n
˘

. (6.27)

First, we need to get a lower bound on Z̄ωn,βn .

Lemma 6.2. For any δ ą 0, there is a constant c ą 0 such that for any positive sequence
εn ď 1 with εn ě n´1{2ph2

n{nq
α´3{2`δ (this goes to 0 for δ small enough), and any n ě 1

P
´

Z̄ωn,βn ě n´1 eεn
h2
n
n

¯

ě 1´ e´c{ε
α´1{2´δ
n ´ e´cεnh

2
n{n. (6.28)

We postpone the proof of this lemma to the end of this subsection, and we now complete
the proof of Theorem 2.2-(2.9). Lemma 6.2 gives that Z̄ωn,βn ě n´1 with overwhelming
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probability: using (6.2) combined with (6.27), we get, analogously to (6.5),

P
´

Pω
n,β

`

max
iďn

ˇ

ˇSi
ˇ

ˇ ě Anhn
˘

ě ne´c1A
2
nh

2
n{n

¯

ď P
`

Z̄ωn,βn ď n´1
˘

`

log2pn{hnq`1
ÿ

k“log2 An`1

P
´

Z̄ωn,β
`

max
iďn

ˇ

ˇSi
ˇ

ˇ P Bk,n
˘

ě 4e´c022kh2
n{n

¯

. (6.29)

Then, we have a lemma which is the analogous of Lemma 6.1 for Z̄ωn,βn .

Lemma 6.3. There exist some constant q0 ą 0 and some ν ą 0, such that for all q ě q0 we
have

P
´

Z̄ωn,2βn
`

max
iďn

|Si| ď qhn
˘

ě e
1
4
q2 h

2
n
n

¯

ď q´ν . (6.30)

Proof. The proof follows the same lines as for Lemma 6.1: (6.7) still holds, with βnωi,Si
replaced by βnpωi,Si ´ µq (outside of the indicator function). The bounds (6.11)-(6.17) for
terms 1 and 2 still hold, since one fall back to the same estimates by using that pωi,Si´µq ď
ωi,Si . It remains only to control only the third term: we prove that when µ :“ Erωs ă 8,
then for any δ ą 0, provided that n is large enough,

P
´

log Z̄
pď1q
n,6βn

ě c0q
2h

2
n

n

¯

ď cq´2 ˆ n´1{2
´h2

n

n

¯α´ 3
2
`δ
, (6.31)

where we set analogously to (6.7)

Z̄
pď1q
n,6βn

:“ E
”

exp
´

n
ÿ

i“1

6βnpωi,Si ´ µq1tβnωi,Siď1u

¯ı

. (6.32)

Then, using h2
n{n ď n (if α ě 3{2, the upper bound in (6.31) is bounded by cq´2nα´2`δ

which is smaller than q´2 provided that δ had been fixed small enough.
To prove (6.31), we use that there is a constant c such that ex ď 1` x` cx2 as soon as

|x| ď 6, so that we get similarly to (6.25) that

EZ
pď1q
n,6βn

ď

´

1` βnE
“

pω ´ µq1tωď1{βnu

‰

` cβ2
nE

“

pω ´ µq21tωď1{βnu

‰

¯n

ď exp
´

cnLp1{βnqβ
α
n

¯

ď exp
´ c

hn
ph2
n{nq

α`δ
¯

. (6.33)

For the second inequality, we used that E
“

pω ´ µq1tωď1{βnu

‰

ď 0 (as soon a 1{βn ě µ),
and also that E

“

pω ´ µq21tωď1{βnu

‰

ď cLp1{βnqβ
α´2
n , thanks to (1.2). The last inequality

holds for any fixed δ, provided that n is large enough, and comes from using Potter’s bound
and the relation (2.2) to get that Lp1{βnqβαn ď c1Ppω ą 1{βnq ď pnhnq

´1ph2
n{nq

α`δ. Then,
applying Markov and Jensen inequalities as in (6.26), we get that

P
´

log Z̄
pď1q
n,6βn

ě c0q
2h

2
n

n

¯

ď cq´2 n

h3
n

´h2
n

n

¯α`δ
,

which proves (6.31). �

With Lemma 6.3 in hand, and using Cauchy-Schwarz inequality as in (6.3), we get that

P
´

Z̄ωn,β
`

max
iďn

ˇ

ˇSi
ˇ

ˇ P Bk,n
˘

ě 2e´c022kh2
n{n

¯

ď p2kq´ν .

Plugged into (6.29), this concludes the proof of Theorem 2.2-(2.9). It therefore only re-
mains to prove Lemma 6.2.
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Proof of Lemma 6.2. We need to obtain a lower bound on Z̄n,βn , so we use Cauchy-Schwarz
inequality backwards: we apply Cauchy Schwarz inequality to

Z̄
pą1q
n,βn{2

:“ E
”

exp
´

n
ÿ

i“1

βn
2
pωi,si ´ µq1tβnωi,sią1u

¯ı

ď pZ̄n,βn
˘1{2

E
”

exp
´

n
ÿ

i“1

´βnpωi,si ´ µq1tβnωi,sią1u

¯ı1{2
“: pZ̄n,βn

˘1{2
pZ̄
pď1q
n,´βn

˘1{2
,

so that

Z̄n,βn ě
`

Z̄
pą1q
n,βn{2

˘2
M

Z̄
pď1q
n,´βn

. (6.34)

Hence, we get that

P
´

Z̄ωn,βn ď n´1 eεn
h2
n
n

¯

ď P
´

Z̄
pď1q
n,´βn

ě eεn
h2
n

2n

¯

` P
´

Z̄
pą1q
n,βn{2

ď n´1{2 eεn
h2
n

4n

¯

, (6.35)

and we deal with both terms separately.
For the first term, we use that analogously to (6.33) we have

EZ̄
pď1q
n,´βn

ď

´

1´ βnE
“

pω ´ µq1tωď1{βnu

‰

` cβ2
nE

“

pω ´ µq21tωď1{βnu

‰

¯n

ď

´

1` cLp1{βnqβ
α
n

¯n
ď exp

´ c

hn

`

h2
n{n

˘α`δ{2
¯

,
(6.36)

Here, the difference with (6.33) is that we use for the second inequality that ´E
“

pω ´

µq1tωď1{βnu

‰

“ E
“

pω ´ µq1tωą1{βnu

‰

ď cLp1{βnqβ
α´1
n , thanks to (1.2). Again, the second

inequality holds for any fixed δ, provided that n is large enough. Using Markov’s inequality,
one therefore obtains that the first term in (6.35) is bounded by

P
´

Z̄
pď1q
n,´βn

ě eεn
εnh

2
n

2n

¯

ď exp
´ c

hn

`

h2
n{n

˘α`δ
´ εn

h2
n

2n

¯

ď exp
´

´ εn
h2
n

4n

¯

, (6.37)

the second inequality holding provided that εn is larger than n´1{2
´

h2
n
n

¯α´ 3
2
`δ

.

As far as the second term in (6.35) is concerned, we find a lower bound on Z
pě1q
n,βn

by
restricting to a particular set of trajectories – the idea being similar as when we proved
Tβą0 in Section 4. Consider the set

On :“
!

pi, xq P Jn{2, nKˆ Jε1{2
n hn, 2ε

1{2
n hnK;βnωi,x ě 2x2{i

)

.

If the set On is non-empty, then pick some pi0, x0q P On, and consider trajectories which
visit this specific site: since all other weights are non-negative (pω´µq1tβnωą1u ě 0 provided
µ ă 1{βn), we get that

Z̄
pě1q
n,βn

ě eβnpωi0,x0
´µqP

`

Si0 “ x0

˘

ě
c
?
n

exp
´

βnωi0,x0 ´
x2

0

i0

¯

ě
c
?
n
eεn

h2
n
n . (6.38)

We used Stone’s local limit theorem [33] for the second inequality (valid provided that n
is large, using also that i0 ě n{2). For the last inequality, we used the definition of On to
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bound the argument of the exponential by x2
0{i0 ě εnh

2
n{n. Therefore, we get that

P
´

Z̄
pě1q
n,βn

ď
c
?
n
eεn

h2
n
n

¯

ď P
`

On “ H
˘

“

n
ź

i“n{2

2ε
1{2
n hn
ź

x“ε
1{2
n hn

´

1´ P
`

βnω ą 2x2{i
˘

¯

ď

´

1´ P
`

ω ą 4εnmpnhnq
˘

¯ε
1{2
n nhn

.

For the second inequality we used that x2{i ě εnh
2
n{n for the range considered, together

with the relation (2.2) characterizing βn. Then, we use the definition of mpnhnq together
with Potter’s bound to get that for any fixed δ ą 0, we have P

`

ω ą 4εnmpnhnq
˘

ě

cε´α`δn pnhnq
´1, provided that n is large enough. Therefore, we obtain that

P
´

Z̄
pě1q
n,βn

ď
c
?
n
eεn

h2
n
n

¯

ď exp
´

´ c ε
1
2
´α`δ

n

¯

, (6.39)

which bounds the second term in (6.35). �

7. REGIME 2 AND REGIME 3-A

In this section we prove Theorem 2.4 and Theorem 2.5. We decompose the proof in three
steps, Step 1 and Step 2 being the same for both theorems. For the third step, we give the
details in regime 2, and adapt the reasoning to regime 3-a.

7.1. Step 1: Reduction of the set of trajectories. Recalling µ “ Erωs (which is finite for
α ą 1), we define

Z̄ωn,βn :“ E
”

exp
´

n
ÿ

i“1

βn
`

ωi,Si ´ µ1tαě3{2u

˘

¯ı

(7.1)

We show that to prove Theorem 2.4 and Theorem 2.5 we can reduce the problem to the
random walk trajectories belonging to Λn,Ahn for some A ą 0 (large). For any A ą 0, we
define

BnpAq :“
!

pi, Siq
n
i“1 : max

iďn
|Si| ď Ahn

)

(7.2)

and we let

Z̄ωn,βnpBnpAqq :“ E
”

exp
´

n
ÿ

i“1

βn
`

ωi,si ´ µ1tαě3{2u

˘

¯

1BnpAq

ı

. (7.3)

Relation (2.9) gives that P
´

Pω
n,βn

`

BnpAq
˘

ě ne´c1A
2h2
n{n

¯

ď c2A
´ν1 , uniformly on n P

N. This implies that

P
ˆ

ˇ

ˇ

ˇ
log Z̄ωn,βn ´ log Z̄ωn,βnpBnpAqq

ˇ

ˇ

ˇ
ě ne´c

1
1A

2h2
n{n

˙

ď c2A
´ν1 , (7.4)

uniformly on n P N. Let us observe that in Regime 2 and regime 3-a we have that h2
n{n ě

cβ log n, therefore ne´c
1
1A

2h2
n{n goes to 0 as n gets large, provided A is sufficiently large.

In such a way relation (7.4) implies

lim
nÑ8

n

h2
n

log Z̄ωn,βn “ lim
AÑ8

lim
nÑ8

n

h2
n

log Z̄ωn,βnpBnpAqq. (7.5)
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7.2. Step 2: Restriction to large weights. In the second step of the proof we show that
we can only consider the partition function Z

ω,pLq
n,βn

truncated to a finite number L of large
weights, iwthL independent of n. We need some intermediate truncation steps.

We start by removing the small weights. Using the notations introduced in (6.8 – 6.10)
and (6.32), Hölder’s inequality gives that for any η P p0, 1q
´

Z̄
pą1q
n,p1´ηqβn

¯
1

1´η
´

Z̄
pď1q
n,´pη´1´1qβn

¯´
η

1´η
ď Z̄ωn,βnpBnpAqq ď

´

Z̄
pą1q
n,p1`ηqβn

¯
1

1`η
´

Z̄
pď1q
n,p1`η´1qβn

¯

η
1`η

,

(7.6)
We observe that the condition βnω ą 1 implies (if µ ă 8)

p1´ 2ηqβnω ď p1´ ηqβnpω ´ µq and p1` ηqβnpω ´ µq ď p1` ηqβnω, (7.7)

provided n is large enough. In such a way, we can safely replace Z̄
pą1q
n,p1´ηqβn

by Z
pą1q
n,p1´2ηqβn

and Z̄
pą1q
n,p1`ηqβn

by Z
pą1q
n,p1`ηqβn

in (7.6). The next lemma shows that the contribution given

by log Z̄
pď1q
n,ρβn

is negligible.

Lemma 7.1. Let ρ P R. Then,
n

h2
n

log Z̄
pď1q
n,ρβn

P
Ñ 0, asnÑ8. (7.8)

Proof. The case ρ ą 0 is a consequence of the estimate in (6.25) and (6.26), while the case
ρ ă 0 is a consequence of the estimate in (6.36) and (6.37) �

We can further reduce the partition function Z
pą1q
n,νβn

to even (intermediate) larger weights
(with ν ą 0).

We fix some δ ą 0 small, and define ` :“ pA2h2
n{nq

1´δ and T “ A1{α h
2
n
n `

´p1´δq1{2{α as in
(6.12): then, Hölder’s inequality gives that for any η P p0, 1q

log Z
pąTq

n,νβn
ď log Z

pą1q
n,νβn

ď
1

1` η
log Z

pąTq

n,p1`ηqνβn
`

η

1` η
log Z

pp1,Tsq
n,p1`η´1qνβn

.

Then, (6.17) gives that for any fixed A ě 1, and since h2
n{n Ñ 8, we have that for any

ρ ą 0,
n

h2
n

log Z
pp1,Tsq
n,ρβn

P
Ñ 0, asnÑ8. (7.9)

Finally we show that we can only consider a finite number of large weights. We consider
Υ` “

 

Y
pn,Ahnq

1 , . . . , Y
pn,Ahnq
`

(

with ` chosen above. Using (6.14), with probability larger
1´ pc`q´δ`{2 (with `Ñ8 as nÑ8) we have that

ΞT :“
!

pi, xq P J1, nKˆ J´Ahn, AhnK;βnωi,x ą T
)

Ă Υ`

and thus Z
pąTq

n,νβn
ď Z

p`q
n,νβn

with high probability. We let L P N be a fixed (large) constant.

Since |ΞT| Ñ 8 as nÑ8 in probability, we have that ΥL Ă ΞT so that, Z
pLq

n,νβn
ď Z

pąTq

n,νβn
for

large n, with high probability. By using Hölder’s inequality we get,

Z
pLq

n,νβn
ď Z

pąTq

n,νβn
ď

´

Z
pLq

n,νp1`ηqβn

¯
1

1`η
´

Z
pL,`q
n,νp1`η´1qβn

¯

η
1`η

,

where

Z
pL,`q
n,βn

:“ E
”

exp
´

ÿ̀

i“L`1

βnM
pn,qhnq
i 1

tY
pn,qhnq
i PSu

¯ı

. (7.10)
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We now show that the contribution of Z
pL,`q
n,νp1`η´1qβn

is negligible.

Lemma 7.2. For any ε P p0, 1q and for any L P N and ρ ą 0 there exists δL such that for all n

P
´ n

h2
n

log Z
pL,`q
n,ρβn

ą ε
¯

ď δL, (7.11)

with δL Ñ 0 as LÑ8.

Proof. We let ρ ą 0. Recalling the definition (5.4), and using that Pp∆ Ă Sq ď eEntp∆q, we
have that

Z
pL,`q
n,ρβn

ď
ÿ

∆ĂΥ`

eρβnΩ
pąLq

n,qhn
p∆qP

`

S XΥ` “ ∆
˘

ď
ÿ

∆ĂΥ`

exp
´

ρβnΩ
pąLq

n,qhn
p∆q ´ Entp∆q

¯

ď 2` exp
´

T
ρβn,pąLq
n,Ahn

¯

.

Using that ` “ oph2{nq and (5.15), we conclude the proof. �

Collecting the above estimates, we can conclude that

lim
nÑ8

n

h2
n

log Z̄ωn,βnpBnpAqq “ lim
νÑ1

lim
LÑ8

lim
nÑ8

n

h2
n

log Z
pLq

n,νβn
. (7.12)

7.3. Step 3: Regime 2. Convergence of the main term. In remain to show the conver-
gence of the partition function restricted to the large weights.

Proposition 7.3. For any ν ą 0, and L ą 0

n

h2
n

log Z
pLq

n,νβn

pdq
Ñ

#

T pLqν,A in Regime 2,
rT pLqβ,ν,A in Regime 3-a,

(7.13)

where T pLqβ,A is defined in (5.13) and rT pLqβ,ν,A in (7.18) below.

Remark 7.4. One readily verifies that
˚ ν ÞÑ T pLqν,A (resp. ν ÞÑ rT pLqβ,ν,A) is a continuous function;

˚ T pLq1,A Ñ T1,A (resp. rT pLqβ,1,A Ñ rTβ,1,A) as L Ñ 8 (see Proposition 5.3, resp. Proposi-
tion 7.5);
˚ T1,A Ñ T1 (resp. rTβ,1,A Ñ rTβ) as AÑ8 (see Proposition 5.3, resp. Proposition 7.5).
Therefore, the proof of Theorem 2.4 and Theorem 2.5 is a consequence of relations

(7.5), (7.12) and (7.13).

Proof. We detail the proof for the Regime 2. The Regime 3-a follows similarly using the
results in Section 7.4 below. To keep the notation clear we let ν “ 1.

Lower bound. For any L P N we consider a set ∆L Ă ΥL which achieves the maximum of
T
βn,pLq
n,Ahn

, resp. of rT
βn,pLq
n,Ahn

defined below in (7.17) for Regime 3-a. We have

Z
pLq

n,βn
ě exp

´

βnΩn,Ahnp∆Lq

¯

P
`

S XΥL “ ∆L

˘

.

Since L is fixed, we realize that any pair of points pi, xq, pj, yq P ΥL satisfies the condition
|i ´ j| ě εn and |x ´ y| ě εhn with probability at least 1 ´ cε with cε Ñ 0 as ε Ñ 0. In
such a way, we can use the Stone local limit theorem [33] to get that PpS X ΥL “ ∆Lq “

n´
|∆L|

2
`op1qe´Entp∆Lq. In the Regime 2, in which Entp∆Lq — h2

n{n " log n, this implies that

Z
pLq

n,βn
ě exp

´

p1` op1qqT
βn,pLq
n,Ahn

¯

. (7.14)
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To conclude, we use Proposition 5.3-(5.11) to obtain that T βn,pLqn,Ahn
converges in distribution

to T pLq1,A , concluding the lower bound.
In Regime 3-a, (7.14) is replaced by

Z
pLq

n,βn
ě exp

´

p1` op1qq
!

βnΩn,Ahnp∆Lq ´ Entp∆Lq ´
|∆L|

2
log n

)¯

, (7.15)

so that T βn,pLqn,Ahn
is replaced by rT

βn,pLq
n,Ahn

defined in (7.17). Then the conclusion follows by
Proposition 7.5-(7.19) below.

Upper bound. We have

Z
pLq

n,βn
“

ÿ

∆ĂΥL

eβnΩ
pLq

n,qhn
p∆qP

`

S XΥL “ ∆
˘

Using the Stone local limit theorem [33] we have that PpSXΥL “ ∆q “ n´
|∆|
2
`op1qe´Entp∆q

uniformly for all ∆ Ă ΥL. Since we have only a finite number of sets, we obtain that

Z
pLq

n,βn
ď 2L exp

´

p1` op1qqT
βn,pLq
n,Ahn

¯

, (7.16)

which concludes the proof of the upper bound, again thanks to the convergence proven in
Proposition 5.3-(5.11). In Regime 3-a, using the Stone local limit theorem, we can safely
replace T βn,pLqn,Ahn

by rT
βn,pLq
n,Ahn

defined below in (7.17), and also conclude thanks to Proposi-
tion 7.5-(7.19). �

7.4. Step 3: Regime 3.a. Complements for the convergence of the main term. We end
here the proof of Theorem 2.5 by stating the results needed to complete Step 3 above in
the case of regime 3.a. In analogy with (5.2), and in view of the local limit theorem (2.15),
we define

rT
βn,h
n,h :“ max

∆ĂΛn,h

 

βn,hΩn,hp∆q ´ Entp∆q ´
|∆|

2
log n

(

,

rT
βn,h,p`q
n,h :“ max

∆ĂΛn,h

 

βn,hΩ
p`q
n,hp∆q ´ Entp∆q ´

|∆|

2
log n

(

(7.17)

In the next result we state the convergence of n
h2

rT
βn,h
n,h and n

h2
rT
βn,h,p`q
n,h , analogously to Propo-

sition 5.3.

Proposition 7.5. Suppose that n
h2βn,hmpnhq Ñ ν P p0,8q as n, hÑ8 and h „ β1{2

?
log n,

with β ą 0. Then, for every α P p1{2, 2q and for any q ą 0, ` P N we have the following
convergence in distribution

n

h2
rT
βn,h
n,qh

pdq
ÝÑ rTβ,ν,q :“ sup

sPMq

!

νπpsq ´ Entpsq ´
Npsq

2β

)

, (7.18)

where the supremum is taken over the set Mq :“ ts P D : Entpsq ă 8,maxtPr0,1s |sptq| ď qu.
We also have the convergence

n

h2
rT
βn,h,p`q
n,qh

pdq
ÝÑ rT p`qβ,ν,q :“ sup

sPMq

!

νπp`qpsq ´ Entpsq ´
Npsq

2β

)

. (7.19)

Moreover, we have

rT p`qβ,ν,q

pdq
Ñ rTβ,ν,q as `Ñ8, and rTβ,ν,q

pdq
Ñ rTβ,ν as q Ñ8 .
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The proof is identical to the proof of Proposition 5.3 – using also that n
h2
n

log n Ñ 1
β in

regime 3 –, for this reason it is omitted.
To conclude, let us show that rT pěrqβ defined in (2.12) is well defined.

Proposition 7.6. For any r ě 0 the quantities rT pěrqβ are well defined and for any β ą 0

´
1

2β
ă rT pě1q

β ď rTβ ă 8. (7.20)

Moreover rTβ ě 0, and we have rTβ ą 0 if and only if rT pě1q
β ą 0. Finally, there is a critical

value
βc “ inftβ : rTβ ą 0u P p0,8q.

Proof. Since rT p0qβ “ 0, we obtain that rTβ P r0,8q. As a by-product we also have that rTβ ą 0

if and only if rT pě1q
β ą 0; and in that case rTβ “ rT pě1q

β . Additionally, we have

Wβ ´
1

2β
ď rT pě1q

β ď rTβ ď
´

T1 ´
1

2β

¯

_ 0,

with Wβ and T1 defined in (2.14) and (2.6) respectively. Proposition 8.4 and Theorem 2.1
ensure that for β ą 0, Wβ P p0,8q and rT1 ă 8, showing(7.20).

It remains to show that βc P p0,8q, by observing that β ÞÑ βWβ and β ÞÑ pβT1´1{2q_0
are monotone functions which converge to 0 as β Ñ 0. �

8. REGIME 3-B AND REGIME 4

In this section we prove Theorem 2.6 and Theorem 2.7. We decompose the proof in
three steps (analogously to what is done in Section 7), Step 1 and Step 2 being the same
for both regimes 3-b and 2. For the third step, we separate regime 3-b and regime 4, which
have different behaviors. Note that in both regimes there is a constant cβ ą 0 such that
hn ď c

?
n log n (in regime 4, we have hn !

?
n log n).

Let us define here, analogously to (7.1), the recntered partition function

Z̄ωn,βn :“ E
”

exp
´

n
ÿ

i“1

βn
`

ωi,si ´ Erω1ωď1{βns1tαě1u

˘

ı

. (8.1)

Then, roughly speaking, we show that log Z̄ωn,βn is of order n´1{2 exppXh2
n{nq, with X “

rT pě1q
β ` 1

2β in the regime 3-b (where h2
n{n „ β log n), and with X “W1 in regime 4. In all

cases, we will have log Z̄ωn,βn “ op1q (recall that in regime 3-b, rT pě1q
β ă 0).

8.1. Step 1. Reduction of the set of trajectories. We proceed as for Step 1 in Section 7:
for any A ą 0 (fixed large in a moment), we define

An :“
!

pi, Siq : max
iďn

|Si| ď A
a

n log n
)

. (8.2)

Then, we let Z̄ωn,βnpAnq be the (normalized) partition function restricted to trajectories
in An. Relation (2.9) gives that, analogously to (7.4)

P
ˆ

ˇ

ˇ

ˇ
log Z̄ωn,βn ´ log Z̄ωn,βnpAnq

ˇ

ˇ

ˇ
ě ne´c1A

2 logn

˙

ď c2A
´ν1 . (8.3)
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Hence, we fix A large enough so that e´c0A
2 logn ď n´3. This shows that with high prob-

ability log Z̄ωn,βn “ log Z̄ωn,βnpAnq ` Opn´2q. In such a way, in the following we can safely
focus only on the partition function with trajectories restricted to An.

8.2. Step 2. Restriction to large weights. We now fix η P p0, 1q, small. The same Hölder
inequalities as in (7.6) hold for Zωn,βnpAnq, so that we can write, with similar notations as
in (6.8)-(6.10) (the restriction to trajectories in An does not appear in the notations)

log Z̄ωn,βnpAnq

$

’

’

&

’

’

%

ď
1

1` η
log Z

pą1q
n,p1`ηqβn

`
η

1` η
log Z̄

pď1q
n,p1`η´1qβn

,

ě
1

1´ η
log Z

pą1q
n,p1´2ηqβn

´
η

1´ η
log Z̄

pď1q
n,´pη´1´1qβn

.

(8.4)

We used also (7.7) to be able to bound below Z̄
pą1q
n,p1´ηqβn

by Z
pą1q
n,p1´2ηqβn

(using that βnErω1tωď1{βnus !

1 when α ě 1). Then, we need to get a more precise statement than Lemma 7.1 to deal
with Z̄

pď1q
n,ρβn

.

Lemma 8.1. For any ρ P R,
´h2

n

n

¯´3α?
n log Z̄

pď1q
n,ρβn

P
Ñ 0 , as nÑ8 .

Proof. We will simply control the first moment of Z̄
pď1q
n,ρβn

´1. The idea is similar to that used
to obtain (6.24) and (6.31). We divide the proof into two cases: when α ă 1 so that there
is no renormalization necessary in (8.1), and when α P r1, 2q.

Let us start with the case α ă 1: using that |ρ|βnωi,Si ď |ρ| on the event tβnωi,Si ď 1u,
we get that there exists a constant cρ such that

e
řn
i“1 ρβnωi,Si1tβnωi,Siď1u

ď

n
ź

i“1

`

1` cρβnωi,Si1tβnωi,Siď1u

˘

. (8.5)

By independence, and since Ppω ą tq is regularly varying, we get that for n sufficiently
large

Erβnωi,x1tβnωi,xď1us ď

ż 1{βn

0
βnPpω ą tqdt ď cLp1{βnqβ

α
n

ď cP
`

ω ą 1{βn
˘

ď
c1

nhn

´h2
n

n

¯2α
. (8.6)

For the last inequality we used Potter’s bound, and the definition of βn, i.e. the fact that
βn „

h2
n
n mpnhnq. Therefore, in view of (8.5) and using that hn ě

?
n, we get that for n

sufficiently large (how large depends on ρ)

E
“

Z̄
pď1q
n,ρβn

´ 1
‰

ď

´

1` c1ρ

`

h2
n{n

˘2α

n3{2

¯n
´ 1 ď 2c1ρn

´1{2
´h2

n

n

¯2α
. (8.7)

This concludes the proof in the case α ă 1 by using Markov’s inequality, since h2
n{nÑ `8.

In the case α P r1, 2q, we use the expansion ex ď 1 ` x ` cρx
2 for all |x| ď 2|ρ|, to get

analogously to (8.5), and setting µn :“ Erω1tωď1{βnus ! 1{βn,

E
”

Z̄
pď1q
n,ρβn

ı

ď

´

1` ρβnE
“

pω ´ µnq1tωď1{βnu

‰

` cρβ
2
nE

“

pω ´ µnq
21tωď1{βnu

‰

¯n

ď exp
´

c nPpω ą 1{βnq
¯

ď 1` cn´1{2
´h2

n

n

¯2α
,
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obtaining the same upper bound as in (8.7). To obtain the above inequality, we used that

Erpω ´ µnq1tωď1{βnus “ µnPpω ą 1{βnq ď β´1
n Ppω ą 1{βnq ,

Erpω ´ µnq21tωď1{βnus ď Erω21tωď1{βnus ď cLp1{βnqβ
α´2
n ,

where the last inequality follows similarly to (8.6). One concludes that (8.7) also holds
when α ě 1, and the lemma follows by Markov’s inequality. �

Therefore, in view of (8.4) and Lemma 8.1, we have that for both regimes 3-b and 4

lim
nÑ8

n

h2
n

log
´?

n log Z̄ωn,βnpAnq

¯

“ lim
νÑ1

lim
nÑ8

n

h2
n

log
´?

n log Z
pą1q
n,νβn

¯

. (8.8)

Note that in the case of regime 3-b, h2
n{n „ β log n, so the limit is that of

1

β log n
log

´

log Z
pą1q
n,νβn

¯

`
1

2β
.

For simplicity of notations, we will consider only the case ν “ 1 in the following.

8.3. Step 3. Reduction of the main term. In both regimes 3-b and 4, we show that
log Z

pą1q
n,βn

goes to 0, and we identify at which rate: to do so, it is equivalent to identify the

rate at which Z
pą1q
n,βn

´ 1 goes to 0. The behavior for regimes 3-b and 4 are different, since

the main contribution to Z
pą1q
n,βn

´ 1 may come from several large weights in regime 3-b,
whereas it comes from a single large weight in regime 4, as it will be reflected in the proof.

Let us define ` “ `pωq the number of pi, xq P Λn,An “ J1, nK ˆ J´An, AnK (with the
notation An “ A

?
n log n for simplicity) such that βnωi,x ě 1, and let us denote

!

pi, xq P Λn,An ;βnωi,x ě 1
)

“ Υ` :“
 

Y
pn,Anq

1 , . . . , Y
pn,Anq
`

(

, (8.9)

with Y pn,Anqi the ordered statistic, as in Section 5. We have that

Er`s “
ÿ

pi,xqPΛn,An

Ppβnωi,x ě 1q ď 2An3{2
a

log n
´h2

n

n

¯2α 1

nhn
, (8.10)

where we used that Ppω ě 1{βnq ď ph
2
n{nq

2αpnhnq
´1 for n large enough, thanks to (2.2)

and Potter’s bound. Since h2
n{n ď c log n, hn "

?
n, (8.10) implies that ` ď plog nq3α with

probability going to 1 (we also used that 1
2 ` 2α ă 3α).

Hence, decomposing Z
pą1q
n,βn

according to the number of sites in Υ` visited, we can write
for any fixed k0 ą 0,
k0
ÿ

k“1

Uk ď Z
pą1q
n,βn

´1 “
ÿ̀

k“1

Uk , with Uk “
ÿ

∆ĂΥ`,|∆|“k

eβnΩn,An p∆qP
`

SXΥ` “ ∆
˘

. (8.11)

In regime 3-b, the main contribution comes from one of the Uk ’s for some k ě 1, whereas
in regime 4 only the term U1 will contribute.

Let us now show that, with high probability, we can replace the upper bound in (8.11)
by considering only a finite number of terms. For this purpose, notice that ` ď plog nq3α

and mint|i ´ j|, pi, xq ‰ pj, yq P Υ`u ě n{plog nq10α with probability going to 1. Then, we
can use the Stone local limit theorem [33] to have that for any ∆ Ă Υ`

P
`

S XΥ` “ ∆
˘

ď cn´p
1
2
´ηq|∆|e´Entp∆q ,
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where η ą 0 is independent of ∆ and can be chosen arbitrary small (by changing the value
of the constant c).

As a consequence, using that
`

`
k

˘

ď `k and ` ď plog nq3α, we have for any 1 ď k1 ď `

ÿ̀

k“k1

Uk “
ÿ̀

k“k1

ÿ

∆ĂΥ`,|∆|“k

eβnΩn,An p∆qP
`

S XΥ` “ ∆
˘

(8.12)

ď eT
βn
n,An

ÿ̀

k“k1

`k n´kp
1
2
´ηq ď c eT

βn
n,An n´k1p

1
2
´η1q.

Recalling Proposition 5.3 (and the fact that h2
n{n ď c log n) we have that T βnn,An ď C log n

with probability going to 1 as C Ñ 8. Therefore, we obtain that (8.12) is Opn´2q with
probability close to 1, provided that k1 is sufficiently large – this will turn out to be negli-
gible, see Lemma 8.2. Hence, we have shown that with probability close to 1, we can keep
a finite number of terms in (8.11).

This can actually be improved in regime 4, where we can keep only one term: indeed,
since in that case h2

n{n “ oplog nq, we get that for any fixed γ ą 0, T βnn,An ď γ log n with
probability going to one. Hence, we get that in regime 4, we can take k1 “ 2 in (8.12)
and obtain that

ř`
k“2 Uk “ Opn´3{4q with probability close to 1, which will turn out to be

negligible, see Lemma 8.3.
It remains to show the following lemmas, proving the convergence of the main term in

regimes 3-b and 4.

Lemma 8.2. In regime 3 (R3) (recall h2
n{n „ β log n), for any K ą 0 we have that

n

h2
n

log
´

K
ÿ

k“1

Uk

¯

pdq
ÝÑ sup

1ďkďK

rT pkqβ,A , (8.13)

where rT pkqβ,A :“ supsPMA,Npsq“k

 

πpsq ´ Entpsq ´ k
2β

(

, with MA defined below (7.18).

Note that we have supkě1
rT pkqβ,A ă 0 in regime 3-b: this lemma proves that

řK
k“1 Uk goes

to 0 in probability, and hence Z
pą1q
n,βn

´ 1 also goes to 0 in probability. This is needed to

replace the study of log Z
pą1q
n,βn

by that of Z
pą1q
n,βn

´ 1, and it is actually the only place where
the definition of regime 3-b is used.

Lemma 8.3. In regime 4 (R4), we have that
n

h2
n

log
´?

nU1

¯

pdq
ÝÑW1 , (8.14)

with W1 defined in (2.14).

Here also, this proves that U1 Ñ 0 in probability, and hence so does Z
pą1q
n,βn

´ 1.

8.4. Regime 3-b: convergence of the main term. In this section, we prove Lemma 8.2.

Reduction to finitely many weights. First of all, we fix some L large and show that the main
contribution comes from the L largest weights. We define

U
pLq

k :“
ÿ

∆ĂΥL,|∆|“k

eβnΩn,An p∆qP
`

S XΥ` “ ∆
˘

, (8.15)
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where ΥL “ tY
n,An

1 , . . . , Y n,An
L u is the set of L largest weights in Λn,An (note that ΥL Ă Υ`

for n large enough). Then we have that Uk ě U
pLq

k , and

K
ÿ

k“1

Uk ď

K
ÿ

k“1

ÿ

∆ĂΥL,|∆|“k

ÿ

∆1ĂΥ`zΥL,|∆1|ďK

eβnΩn,An p∆q`βnΩn,An p∆
1qP

`

S XΥ` “ ∆Y∆1
˘

ď

K
ÿ

k“1

ÿ

∆ĂΥL,|∆|“k

eβnΩn,An p∆qP
`

S XΥL “ ∆
˘

ˆ exp
´

KβnM
pn,Anq
L

¯

“ exp
´

KβnM
pn,Anq
L

¯

K
ÿ

k“1

U
pLq

k .

In the second inequality, we simply bounded Ωn,Anp∆
1q by KM pn,Anq

L uniformly for ∆1 Ă

Υ`zΥL, with |∆1| ď K. Then, since βn „ cβplog nq{mpnhnq „ cβ,Aplog nq{mpnAnq as n Ñ
8, we get that KβnM

pn,Anq
L ď 2cβ,AKM

pn,Anq
L {mpnAnq ˆ log n. For any fixed ε ą 0, we

can fix L large enough so that for large n we have M pn,Anq
L {mpnAnq ď ε{p2Kcβ,Aq with

probability larger than 1 ´ ε. We conclude that there exists some εL with εLto0 as L Ñ 8

such that

0 ď
K
ÿ

k“1

pUk ´U
pLq

k q ď nεL
K
ÿ

k“1

U
pLq

k .

Since h2
n{n „ β log n, this proves that

lim
nÑ8

n

h2
n

log
´

K
ÿ

k“1

Uk

¯

“ lim
LÑ8

lim
nÑ8

n

h2
n

log
´

K
ÿ

k“1

U
pLq

k

¯

. (8.16)

Convergence of the remaining term. We finally prove that

n

h2
n

log
´

K
ÿ

k“1

U
pLq

k

¯

pdq
ÝÑ max

1ďkďK

rT pk,Lqβ,A (8.17)

where rT pk,Lqβ,A is the restriction of rT pkqβ,A to the L largest weights in r0, 1s ˆ r´A,As, that is

rT pk,Lqβ,A :“ sup
sPMA,Npsq“k

!

πpLqpsq ´ Entpsq ´
k

2β

)

In analogy with Proposition 7.5, one shows that rT pk,Lqβ,A Ñ rT pkqβ,A as LÑ8, which completes
the proof.

The proof of (8.17) comes from the rewriting

K
ÿ

k“1

U
pLq

k “
ÿ

∆ĂΥL,|∆|ďK

eβnΩn,An p∆qP
`

S XΥL “ ∆
˘

“
ÿ

∆ĂΥL,|∆|ďK

exp
´

βnΩn,Anp∆q ´ Entp∆q ´
|∆|

2
log n` opKq

¯

,

where for the last inequality we used Stone local limit theorem [33] (using that any two
points in ΥL have abscissa differing by at least εn with probability going to 1 as ε Ñ 0)
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to get that P
`

S X ΥL “ ∆
˘

“ n´
|∆|
2
`op1qe´Entp∆q uniformly for ∆ Ă ΥL. Since there are

finitely many terms in the sum, we get that analogously to (7.14)-(7.16),

K
ÿ

k“1

U
pLq

k “ eoplognq ˆ exp
´

max
∆ĂΥL,|∆|ďK

!

βnΩn,Anp∆q ´ Entp∆q ´
|∆|

2
log n

)¯

.

At this stage we write

max
∆ĂΥL,|∆|ďK

!

βnΩn,Anp∆q ´ Entp∆q ´
|∆|

2
log n

)

“ max
1ďkďK

rT
βn,h,pk,Lq
n,h ,

where rT
βn,h,pk,Lq
n,h :“ max

∆ĂΥL,|∆|“k

!

βnΩn,Anp∆q ´ Entp∆q ´
k

2
log n

)

To complete the proof of (8.17) we only have to show that

n

h2
n

log
´

K
ÿ

k“1

U
pLq

k

¯

“ op1q `
n

h2
n

max
1ďkďK

rT
βn,h,pk,Lq
n,h

pdq
ÝÝÑ max

1ďkďK

rT pk,Lqβ,A . (8.18)

In analogy with (7.17) and Proposition 7.5, we have that for any fixed k,

n

h2
n

rT
βn,h,pk,Lq
n,h

pdq
ÝÝÑ rT pk,Lqβ,A .

As for the convergence of (5.11), since we have only a finite number of points, the proof is
a consequence of (5.8) and (5.9) and the Skorokhod representation theorem – we use also
that n

h2
n

log n Ñ 1
β . Since the maximum is taken over a finite number of terms, this shows

(8.18) and concludes the proof.

8.5. Regime 4: convergence of the main term. First of all, we show briefly that Wβ

is well defined, before we turn to the proof of Lemma 8.3. One of the difficulties here is
that the reduction to trajectories operated in Section 8.1 (to trajectories with maxiďn |Si| ď
A
?
n log n) is not adapted here, since the transversal fluctuations are of order hn !

?
n log n.

Therefore, we have to further reduce the set of trajectories in U1.

Well-posedness and properties of Wβ. We prove the following proposition.

Proposition 8.4. Assume that α P p1{2, 1q. Then for every β ą 0, Wβ P p0,8q almost surely.

Proof. Recalling the definition (2.14) of Wβ. We fix a region Dε :“ r12 , 1sˆr´ε, εs, for ε ą 0.
In such a way we have that

Wβ ě sup
pw,t.xqPP;pt,xqPDε

 

w
(

´
ε2

β
. (8.19)

We observe that

max
pw,t,xqPP;pt,xqPDε

 

w
( pdq
“ p2εq1{αExpp1q´1{α.

Therefore, since 1
α ă 2, the r.h.s. of (8.19) is a.s. positive provided ε is sufficiently small.

For an upper bound, we simply observe that Wβ ď Tβ ă 8 a.s. �
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Proof of Lemma 8.3. We denote ppi, xq :“ PpSi “ xq for the random walk kernel. For A ą 0
fixed and δ ą 0, we split

?
nU1 into three parts:

?
nU1 :“

ÿ

pi,xqPΥ`

eβnωi,x
?
nppi, xq

“

ˆ

ÿ

pi,xqPΥ`,|x|ąAhn

`
ÿ

pi,xqPΥ`,iăδn,|x|ďAhn

`
ÿ

pi,xqPΥ`,iěδn,|x|ďAhn

˙

eβnωi,x
?
nppi, xq . (8.20)

The main term is the last one, and we now give three lemmas to control the three terms.

Lemma 8.5. There exist constants c and ν ą 0 such that for all n sufficiently large, for any
A ą 1

P
´

ÿ

pi,xqPΥ`,|x|ąAhn

eβnωi,x
?
nppi, xq ą A

´h2
n

n

¯3α¯

ď cA´ν . (8.21)

Lemma 8.6. There exist some c, ν ą 0 such that, for any A ą 1 and 0 ă δ ă A´1, we get
that for n sufficiently large,

P
ˆ

n

h2
n

log
´

ÿ

pi,xqPΥ`,iăδn,|x|ďAhn

eβnωi,x
?
nppi, xq

¯

ě pδAq
1

4α

˙

ď cpδAq1{2 . (8.22)

And finally, for last term, we have the convergence.

Lemma 8.7. We have that
n

h2
n

log
´

ÿ

pi,xqPΥ`,iěδn,|x|ďAhn

eβnωi,x
?
nppi, xq

¯

pdq
ÝÑW1pδ, Aq :“ max

pw,t,xqPP
tąδ,|x|ďA

!

w ´
x2

2t

)

.

Now, let us observe that taking the limit δ Ó 0, and A Ò 8, we readily obtain that
W1pδ, Aq Ñ W1 (by monotonicity). Therefore, combining Lemmas 8.5-8.6-8.7, we con-
clude the proof of Lemma 8.3. �

Proof of Lemma 8.5. Let us consider the event

Gpn,Aq :“
!

βnωi,x ď
x2

8i
for any |x| ą Ahn, 1 ď i ď n

)

. (8.23)

Using this event to split the probability (and Markov’s inequality), we have that, recalling
the definition (8.9) of Υ`

P
´

ÿ

pi,xqPΥ`,|x|ąAhn

eβnωi,x
?
nppi, xq ą A

´h2
n

n

¯3α¯

ď
1

A

´h2
n

n

¯´3α
E
”

n
ÿ

i“1

ÿ

|x|ąAhn

ex
2{8i?nppi, xq1tβnωi,xě1u

ı

` P
´

Gpn,Aqc
¯

. (8.24)

Using again that Ppω ě 1{βnq ď ph2
n{nq

2αpnhnq
´1 and that ppi, xq ď e´x

2{4i uniformly
in the range considered (provided that n is large enough), we get that the first term is
bounded by

1

A

´h2
n

n

¯´α
?
n

nhn

n
ÿ

i“1

ÿ

|x|ąAhn

e´x
2{8i ď

´h2
n

n

¯´α
.
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In the last inequality, we used that the sum over x is bounded by a constant independent
of i, and also that

?
n{hn Ñ 0. The first term in (8.24) therefore goes to 0 as n Ñ 8, and

we are left to control PpGpn,Aqcq. A union bound gives

P
`

Gpn,Aqc
˘

ď

n
ÿ

i“1

`8
ÿ

x“Ahn

P
´

βnωi,x ě
x2

8i

¯

ď n
`8
ÿ

k“0

2k`1Ahn
ÿ

x“2kAhn

P
´

βnω ě 22kA2h
2
n

8n

¯

ď 2Anhn

8
ÿ

k“0

2kP
´

ω ě
1

10
22kA2mpnhnq

¯

, (8.25)

where we used the definition (2.2) of hn for the last inequality, with n large enough. Then,
using the definition of mpnhnq and Potter’s bound, we obtain that for any η ą 0 (chosen
such that 1´ 2α` 2η ă 0) there is a constant c ą 0 such that for n large enough

P
`

Gpn,Aqc
˘

ď cAnhn
ÿ

kě1

2kp22kA2q´α`η
1

nhn
ď c1A1´2α`2η ,

where the sum over k is finite because 1 ´ 2α ` 2η ă 0. This concludes the proof of
Lemma 8.5. �

Proof of Lemma 8.6. Decomposing over the event

Mnpδ, Aq “
!

max
iăδn,|x|ďAhn

βnωi,x ď
1

2
pδAq

1
4α
h2
n

n

)

,

and using Markov’s inequality, we get that (similarly to (8.24))

P
ˆ

ÿ

pi,xqPΥ`,iăδn,|x|ďAhn

eβnωi,x
?
nppi, xq ě exp

´

pδAq
1

4α
h2
n

n

¯

˙

(8.26)

ď e´
1
2
pδAq

1
4α

h2
n
n E

”

δn
ÿ

i“1

ÿ

|x|ďAhn

?
nppi, xq1tβnωi,xě1u

ı

` P
`

Mnpδ, Aq
c
˘

.

We use again that Ppω ě 1{βnq ď ph
2
n{nq

2αpnhnq
´1, and the fact that

ř

x ppi, xq “ 1 for any
i P N, to get that the first term is bounded by

e´
1
2
pδAq

1
4α

h2
n
n

´h2
n

n

¯2αn
?
n

nhn
Ñ 0 as nÑ8 .

For the remaining term, using that β´1
n h2

n{n „ mpnhnq, we have by a union bound that for
n large enough

P
`

Mnpδ, Aq
c
˘

ď δAnhnP
´

ω ą
1

4
pδAq

1
4αmpnhnq

¯

ď cδAnhn ˆ
`

pδAq
1

4α

˘´2α 1

nhn
,

where we used Potter’s bound (with pδAq
1

4α small) and the definition of mpnhnq for the
last inequality (for n large). This concludes the proof of Lemma 8.6. �

Proof of Lemma 8.7. The Stone local limit theorem [33] (see (2.15)) gives that, for fixed
A ą 0, δ ą 0, there exists c ą 0 such that uniformly for δn ď i ď n, |x| ď Ahn,

1

c
e´x

2{2i ď
?
i ppi, xq ď c e´x

2{2i . (8.27)
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Since
a

n{i ě 1 for all i ď n, we get the lower bound

n
ÿ

i“δn

ÿ

|x|ďAhn

eβnωi,x
?
nppi, xq1tβnωi,xě1u ě c exp

´

βnWnpδ, Aq
¯

, (8.28)

where Wnpδ, Aq is a discrete analogue of W1pδ, Aq, that is

Wnpδ, Aq :“ max
|x|ďAhn, i“δn,...,n

βnωi,xě1

!

ωi,x ´
x2

2βni

)

. (8.29)

On the other hand, we get that
a

n{i ď δ´1{2 for i ě δn, so that from (8.27) we get

n
ÿ

i“δn

ÿ

|x|ďAhn

eβnωi,x
?
nppi, xq1tβnωi,xě1u ď

c
?
δ
eβnWnpδ,Aq

n
ÿ

i“1

ÿ

|x|ďAhn

1tβnωi,xě1u . (8.30)

Now, we have that Ppω ą 1{βnq ď ph
2
n{nq

2αpnhnq
´1 as already noticed, so that

E
”

n
ÿ

i“1

ÿ

|x|ďAhn

1tβnωi,xě1u

ı

ď A

ˆ

h2
n

n

˙2α

. (8.31)

Overall, combining (8.28) with (8.30)-(8.31), we get that with probability going to 1 as
nÑ8,

ˇ

ˇ

ˇ

ˇ

log
´

ÿ

pi,xqPΥ`,iěδn,|x|ďAhn

eβnωi,x
?
nppi, xq

¯

´ βnWnpδ, Aq

ˇ

ˇ

ˇ

ˇ

ď p2α` 1q log
h2
n

n
.

To conclude the proof of Lemma 8.6, it therefore remains to show that

n

h2
n

ˆ βnWnpδ, Aq
pdq
ÝÝÝÑ
nÑ8

W1pδ, Aq, (8.32)

where W1pδ, Aq is defined in Lemma 8.6.
We fix ε ą 0 and we consider ĂWnpε, δ, Aq the truncated version of Wnpδ, Aq in which we

replace the condition tβnωi,x ě 1u by tβnωi,x ą εh
2
n
n u, that is

ĂWnpε, δ, Aq :“ max
|x|ďAhn, i“δn,...,n

βnωi,xąε
h2
n
n

!

ωi,x ´
x2

2βni

)

. (8.33)

In such a way, and since εh2
n{n ě 1 for large n, we have

n

h2
n

βnĂWnpε, δ, Aq ď
n

h2
n

βnWnpδ, Aq ď
n

h2
n

βnĂWnpε, δ, Aq ` ε.

To prove (8.32) we need to show that

n

h2
n

ˆ βnĂWnpε, δ, Aq
pdq
ÝÝÝÑ
nÑ8

ĂW1pε, δ, Aq :“ max
pw,t,xqPP

tąδ,|x|ďA,wąε

!

w ´
x2

2t

)

, (8.34)

and then let ε Ó 0 – notice that we have ĂW1pε, δ, Aq ď W1pδ, Aq ď ĂW1pε, δ, Aq ` ε so that
ĂW1pε, δ, Aq ÑW1pδ, Aq as ε Ó 0.
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We observe that a.s. there are only finitely many ωi,x in J1, nK ˆ J´Ahn, AhnK that are
larger than εmpnhnq „ β´1

n εh2
n{n. This is a consequence of Markov’s inequality and Borel-

Cantelli Lemma. Indeed, for any K P N we have

P
´ ˇ

ˇ

ˇ

 

pi, xq P J1, nKˆ J´Ahn, AhnK : ωi,x ě εmpnhnq
(

ˇ

ˇ

ˇ
ą 2K

¯

ď 2´Kp2AnhnqP
´

ω ě εmpnhnq
¯

ď Cε2
´K .

Therefore, the convergence (8.34) is a straightforward consequence of the Skorokhod rep-
resentational theorem. �

9. CASE α P p0, 1{2q

In the first part of this section we prove (2.16). In the second part, we prove the conver-
gence (2.17).

9.1. Transversal fluctuations: proof of (2.16).

Paths cannot be at an intermediate scale. We start by showing that there exists c0, c, ν ą 0
such that for any sequences Cn ą 1 and δn P p0, 1q (which may go to8, resp. 0, as nÑ8)
and for any n ě 1

P
´

Pω
n,βn

`

max
iďn

ˇ

ˇSi
ˇ

ˇ P rCn
?
n, δnnq

˘

ď e´c0C
2
n ` e´c0n

1{2
¯

ě 1´ cδνn ` n
´ 1´2α

4
`ε. (9.1)

To prove it, we use a decomposition into blocks, as we did in Section 6. Here, we have to
partition the interval rCn

?
n, δnnq into rCn

?
n, n3{4q Y rn3{4, δnnq (one of these intervals

might be empty), obtaining

Pω
n,βn

´

max
iďn

ˇ

ˇSi
ˇ

ˇ P rCn
?
n, δnq

¯

“ Pω
n,βn

´

max
iďn

ˇ

ˇSi
ˇ

ˇ P rCn
?
n, n3{4q

¯

`Pω
n,βn

´

max
iďn

ˇ

ˇSi
ˇ

ˇ P pn3{4, δnnq
¯

. (9.2)

For the first term, we partition the interval rCn
?
n, n3{4q into smaller blocks Dk,n :“

r2k
?
n, 2k`1?nq, with k “ log2Cn, . . . , log2 n

1{4 ´ 1. Let us define

Σpn, hq “
n
ÿ

i“1

ÿ

xPJ´h,hK

ωi,x (9.3)

the sum of all weights in J1, nK ˆ J´h, hK. Then, we write similarly to (6.2) (we also use
that Zωn,βn ě 1, which is harmless here since no recentering term is needed)

Pω
n,βn

´

max
iďn

ˇ

ˇSi
ˇ

ˇ P rCn
?
n, n3{4q

¯

ď

log2 n
1{4

ÿ

k“log2 Cn

Zωn,βn
`

max
iďn

|Si| P Dk,n

˘

ď

log2 n
1{4´1

ÿ

k“log2 Cn

eβnΣpn,2k`1?nqP
`

max
iďn

|Si| P Dk,n

˘

ď

log2 n
1{4

ÿ

k“log2 Cn

exp
´

βnΣpn, 2k`1?nq ´ c22k
¯
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where for the last inequality we used a standard estimate for the deviation probability of
a random walk P

`

maxiďn |Si| ě 2k
?
n
˘

ď e´c2
2k

, see for example [28, Prop. 2.1.2-(b)].
Therefore, on the event

!

@ k “ log2Cn, . . . , log2 n
1{4, βnΣpn, 2k`1?nq ď

c

2
22k

)

(9.4)

we have that

Pω
n,β

´

max
iďn

ˇ

ˇSi
ˇ

ˇ P rCn
?
n, n3{4q

¯

ď

log2 n
1{4

ÿ

k“log2 Cn

e´
c
2

22k
ď c1e´

c
2
C2
n . (9.5)

For the second term in (9.2), we partition the interval pn3{4, δnnq into blocks En,k :“

r2´k´1n, 2´knq, k “ log2p1{δnq, . . . , log2 n
1{4 ´ 1. Exactly as above we use the large devia-

tion estimate P
`

maxiďn |Si| ě 2´k`1n
˘

ď e´c2
´2kn (see e.g [28, Prop. 2.1.2-(b)]), and we

obtain that on the event
!

@ k “ log2p1{δnq, . . . , log2 n
1{4, βnΣpn, 2´knq ď

c

2
2´2kn

)

(9.6)

we have

Pω
n,β

´

max
iďn

ˇ

ˇSi
ˇ

ˇ P pn3{4, δnnq
¯

ď

log2 n
1{4

ÿ

k“log2p1{δnq

e´
c
2

2´2kn ď c1e´
c
2
n1{2

. (9.7)

It now only remains to show that the complementary events of (9.4) and (9.6) have
small probability. We start with (9.6). Using that βn ď 2βn{mpn2q for n large, we get by a
union bound that

P
´

D k ě log2 1{δn , βnΣpn, 2´knq ą
c

2
2´2kn

¯

ď
ÿ

kělog2 1{δn

P
´

Σpn, 2´knq ą cβ2´2kmpn2q

¯

(9.8)

Then, by Potter’s bound we have that mp2´k`1n2q ď 2´2kmpn2q since α ă 1{2 (recall
mp¨q (2.1) is regularly varying with exponent 1{α). As a consequence, the last probability
in (9.8) is in the so-called one-jump large deviation domain (see [30, Thm. 1.1], we are
using α ă 1 here), that is

P
´

Σpn, 2´knq ą cβ2´2kmpn2q

¯

„ 2´k`1n2P
`

ω ą cβ2´2kmpn2q
˘

.

Therefore, using again Potter’s bound, we get that for arbitrary η there is some constant c
such that

P
´

Σpn, 2´knq ą cβ2´2kmpn2q

¯

ď cp22kqα`ηn´2

where we also used that Ppω ą mpn2qq “ n´2. Therefore, taking η small enough so that
2α´ 1` 2η ă 0, we obtain that (9.8) is bounded by a constant times

ÿ

kělog2 1{δn

2kp2α´1`2ηq ď cδ1´2α`2η
n .

Similarly, for (9.4), we have by a union bound that

P
´

D k P tlog2Cn, . . . , log2 n
1{4u, βnΣpn, 2k`1?nq ą

c

2
22k

¯

ď

log2 n
1{4

ÿ

k“log2 Cn

P
´

Σpn, 2k`1?nq ą cβ22kn´1mpn2q

¯

. (9.9)
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Then again, we notice that mp2k`2n3{2q ď 22kn´1mpn2q (using Potter’s bound, as α ă 1{2).
Hence, the last probability in (9.9) is in the one-jump large deviation domain (see [30,
Thm. 1.1]), that is

P
´

Σpn, 2k`1?nq ą c22kn´1mpn2q

¯

ď c2kn3{2P
`

ω ą cβ22kn´1mpn2q
˘

Then, we also get that for any η ą 0 we have that there is a constant c ą 0 such that

P
`

ω ą cβ22kn´1mpn2q
˘

ď cp22kn´1q´α´η ,

so that provided that 1´ 2α´ 2η ą 0, (9.9) is bounded by a constant times

log2 n
1{4

ÿ

k“log2 Cn

2kp1´2α´2ηqnα´
1
2
`η ď cn´

1
4
p1´2α´2ηq .

Paths cannot be at scale n conditionnaly on pTβ “ 0. We have shown in (9.1) that paths
cannot be on an intermediate scale: it remains to prove that on the event pTβ “ 0, paths
cannot be at scale n. For this purpose we use [5, Theorem 2.1] and [35, Theorem 1.8],
which ensure that for any δ and ε ą 0 there exists ν ą 0 such that

P
´

Pω
n,βn

`

max
iďn

|Si| P pδn, ns
˘

ď e´nν
ˇ

ˇ

ˇ

pTβ “ 0
¯

ě 1´ ε. (9.10)

Therefore, we get that for any ε ą 0 and δ ą 0, combining (9.1) with (9.10), for any
sequence Cn ą 1, provided that n is large enough we have

P
´

Pω
n,βn

`

max
iďn

|Si| ě Cn
?
n
˘

ě e´c0C
2
n ` e´c0n

1{2
` e´nν

ˇ

ˇ

ˇ

pTβ “ 0
¯

ď cδν ` 2ε , (9.11)

which concludes the proof of (2.16).

9.2. Convergence in distribution conditionally on pTβ “ 0, proof of (2.17). In the fol-
lowing, we will consider the case where βnn

´1mpn2q Ñ β with β ă 8. In the case
β “ `8, we would indeed have that pTβ ą 0. The proof follows the same idea as that
of [18, Thm. 1.4] (and similar steps as above), but with many adaptations (and simplifica-
tions) in our case. We will also focus on the case β ą 0, in which

?
n

βnmpn3{2q
goes to infinity

as a regularly varying function with exponent 2
α ´

1
2 ´

3
2α “

1´α
2α ą 0 (If β “ 0, it goes to

infinity faster).

Step 1. Reduction of the set of trajectories. Equation (2.16) (with Cn “ A
?

log n) gives that,
with P probability larger than 1´ε (conditionally on pTβ “ 0), we have Pω

n,βn

`

maxiďn |Si| ď

A
?
n log n

˘

ě 1´ e´c0A logn provided that n is large enough. We therefore get

P
´

ˇ

ˇ log Zωn,βn ´ log Zωn,βn
`

An

˘
ˇ

ˇ ď n´c0A
ˇ

ˇ

ˇ

pTβ “ 0
¯

ě 1´ ε , (9.12)

where An is defined in (8.2). Note that, provided A has been fixed large enough, we have
that

?
n

βnmpn3{2q
n´c0A Ñ 0 as nÑ8: we conclude that, for any ε ą 0

P

˜ ?
n

βnmpn3{2q

ˇ

ˇ log Zωn,βn ´ log Zωn,βn
`

An

˘ˇ

ˇ ą ε
ˇ

ˇ

ˇ

pTβ “ 0

¸

ď ε , (9.13)

provided that n is large enough. We will therefore focus on log Zωn,βn
`

An

˘

.
As in Section 8, we use the notation An “ A

?
n log n “ Cn

?
n and Λn,An “ J1, nK ˆ

J´An, AnK.
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Step 2. Truncation of the weights. We let kn :“ mpn3{2 log nq be a sequence of truncation
levels, and rωx :“ ωx1tωxďknu be the truncated environment. Then, we have that

P
´

Zωn,βnpAnq ‰ Zrω
n,βnpAnq

¯

“ P
`

max
pi,xqPΛn,An

ωi,x ą mpn3{2 log nq
˘

ď
2A

?
log n

nÑ8
Ñ 0 ,

(9.14)
where we used a union bound for the last inequality, together with the definition of mp¨q
(2.1). Henceforth we can safely replace Zωn,βnpAnq with the truncated partition function
Zrω
n,βn

pAnq.

Step 3. Expansion of the partition function. We write again ppi, xq “ PpSi “ xq for the
random walk kernel, and let λnptq “ logEretrωxs. Then, expanding

exp
´

n
ÿ

i“1

`

βnωi,Si ´ λnpβnq
˘

¯

“
ź

pi,xqPΛn,An

`

1` eβnrωi,x´λnpβnq ´ 1
˘1tSi“xu ,

we obtain

e´nλnpβnqZrω
n,βnpAnq “ 1`

ÿ

pi,xqPΛn,An

`

eβnrωi,x´λnpβnq ´ 1
˘

ppi, xq `Rn, (9.15)

with

Rn :“
8
ÿ

k“2

ÿ

1ďi1ă¨¨¨ăikďn
|xi|ďAn, i“1,...,k

k
ź

j“1

`

eβnrωj,xj´λnpβnq ´ 1
˘

pnpij ´ ij´1, xj ´ xj´1q . (9.16)

Lemma 9.1. We have that for n large

P

˜ ?
n

βnmpn3{2q
Rn ě n´1{4

¸

ď
plog nq4{α
?
n

Ñ 0 .

In particular, Rn Ñ 0 in probability.

Proof. Note that ErRns “ 0, so it will be enough to control the second moment of Rn.
Since the rωi,x are independent and that Ereβnrωi,x´λnpβnq ´ 1s “ 0, we have

ErR2
ns “

8
ÿ

k“2

ÿ

1ďi1ă¨¨¨ăikďn
|xi|ďAn, i“1,...,k

`

eλnp2βnq´λnpβnq ´ 1
˘k

k
ź

j“1

pnpij ´ ij´1, xj ´ xj´1q
2

ď

8
ÿ

k“2

`

eλnp2βnq ´ 1
˘k
´

n
ÿ

i“1

ÿ

xPZ
ppi, xq2

¯k
. (9.17)

First, we have that
n
ÿ

i“1

ÿ

xPZ
ppi, xq2 “ Eb2

”

n
ÿ

i“1

1tSn“S1nu

ı

ď c
?
n ,

where S and S1 are two independent simple random walks. Then, since βnrω ď βnkn Ñ 0,
we can write e2βnrω ď 1` 3βnrω for n large, so that

eλnp2βnq ´ 1 ď 3βnErrωs “ 3βn

ż kn

0
Ppω ą uqdu

ď cβnLpknqk
1´α
n ď

cβnkn

n3{2 log n
. (9.18)
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To estimate the integral we used the tail behavior of Ppω ą uq (1.2) (see [9, Theorem
1.5.8]), while for the last inequality, we used that kn “ mpn3{2 log nq and the definition
(2.1) of mp¨q, so that Lpknqk´αn „ n´3{2plog nq´1. We therefore get that for n large enough

ErR2
ns ď

ÿ

kě2

´βnkn
n

¯k
ď 2

´βnkn
n

¯2
.

To conclude, by Potter’s bounds we get that kn ď mpn3{2qplog nq2{α for n large, so that

ErR2
ns ď

´βnmpn
3{2q

?
n

¯2
ˆ
plog nq

4
α

n
, (9.19)

and the conclusion of the lemma follows by using Markov’s inequality. �

Going back to (9.15), we get that

Zrω
n,βnpAnq “ epn´1qλnpβnq

´

eλnpβnq `
ÿ

pi,xqPΛn,An

`

eβnrωi,x ´ eλnpβnq
˘

ppi, xq ` eλnpβnqRn

¯

“ epn´1qλnpβnq
´

1`Vn `Wn ` e
λnpβnqRn

¯

, (9.20)

with

Vn :“
ÿ

pi,xqPΛn,An

`

eβnrωi,x ´ 1
˘

ppi, xq and Wn :“ peλnpβnq ´ 1q
`

1´
ÿ

pi,xqPΛn,An

ppi, xq
˘

.

We show below that limnÑ8Wn “ 0 and that Vn converges in probability to 0, so that
using also Lemma 9.1, we get

?
n

βnmpn3{2q
log Zrω

n,βnpAnq “

?
n

βnmpn3{2q
Vn `

?
n

βnmpn3{2q

´

pn´ 1qλnpβnq `Wn

¯

` op1q .

(9.21)
Before we prove the convergence of the first term (see Lemma 9.2), we show that the

second term goes to 0 – note that this implies that limnÑ8Wn “ 0 since βnn´1{2mpn3{2q Ñ

0. We write that
ˇ

ˇpn´ 1qλnpβnq `Wn

ˇ

ˇ ď pn´ 1q
ˇ

ˇeλnpβnq ´ 1´ λnpβnq
ˇ

ˇ`

ˇ

ˇ

ˇ
n´

ÿ

pi,xqPΛn,An

ppi, xq
ˇ

ˇ

ˇ
. (9.22)

For the second term, using standard large deviation probabilities for the simple random
walk (e.g. [28, Prop. 2.1.2-(b)]), we get that there is a constant c ą 0 such that

n´
ÿ

pi,xqPΛn,An

ppi, xq “
n
ÿ

i“1

PpSi ą A
a

n log nq ď ne´cA
2 logn . (9.23)

For the first term, since we have λnpβnq Ñ 0, we get that for n large enough

ˇ

ˇeλnpβnq ´ 1´ λnpβnq
ˇ

ˇ ď λnpβnq
2 ď

´βnmpn
3{2q

n3{2
plog nq2{α

¯2
, (9.24)

where for the second inequality we used (9.18) (note that λnpβnq ď eλnpβnq ´ 1), together
with the fact that kn ď mpn3{2qplog nq2{α.

Hence plugging (9.23) and (9.24) into (9.22), we get that provided that A is large
enough,

?
n

βnmpn3{2q

ˇ

ˇ

ˇ
pn´ 1qλnpβnq `Wn

ˇ

ˇ

ˇ
ď
βnmpn

3{2q

n3{2
plog nq4{α ` op1q Ñ 0 as nÑ8 .
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so that the second term in (9.21) goes to 0 as n Ñ 8, proving also that Wn Ñ 0 (recall
also βnn´1{2mpn3{2q Ñ 0).

Step 4. Convergence of the main term. We conclude the proof by showing the convergence in
distribution of the first term in (9.21) – which proves also that Vn goes to 0 in probability,
since βnn´1{2mpn3{2q Ñ 0.

Lemma 9.2. We have the following convergence in distribution,
?
n

βnmpn3{2q
Vn :“

?
n

βnmpn3{2q

ÿ

pi,xqPΛn,An

`

eβnrωi,x ´ 1
˘

ppi, xq
pdq
ÝÝÝÑ
nÑ8

Wpαq
0 ,

with Wα
0 defined in Theorem 2.10.

Proof. First of all, since βnrωi,x ď βnkn Ñ 0 as n Ñ 8 (and using that 0 ď ex ´ 1´ x ď x2

for x small), we have that for n large

0 ď Vn ´ βn
ÿ

pi,xqPΛn,An

rωi,xppi, xq ď
ÿ

pi,xqPΛn,An

`

βnrωi,x
˘2
ppi, xq . (9.25)

Then, we can estimate the expectation of the upper bound, using that similarly to (9.18)
we have Erprωq2s ď cLpknqk

2´α
n „ ck2

n{pn
3{2 log nq. Using also that kn ď mpn3{2qplog nq2{α

for n large, we obtain that
?
n

βnmpn3{2q
E
”

ÿ

pi,xqPΛ̄n

`

βnrωi,x
˘2
ppi, xq

ı

ď c
kn

mpn3{2q
βnkn n

´1
n
ÿ

i“1

ÿ

xPZ
ppi, xq

ď cplog nq2{αβnkn
nÑ8
Ñ 0 .

The proof of the lemma is therefore reduced to showing the convergence in distribution
of the following term

?
n

mpn3{2q

ÿ

pi,xqPΛ̄n

rωi,xppi, xq

“

n
ÿ

i“1

ÿ

|x|ďK
?
n

rωi,x

mpn3{2q

?
nppi, xq `

n
ÿ

i“1

ÿ

K
?
nă|x|ďAn

rωi,x

mpn3{2q

?
nppi, xq, (9.26)

where we fixed some level K ą 0 (we take the limit K Ñ8 in the end).
First term in (9.26). Let us first show that the first term converges in distribution to

Wpαq
0,K :“ 2

ż

R`

ż 1

0

ż K

´K
wρpt, xqPpdwdtdxq, (9.27)

where ρpt, xq :“ p2πtq´1{2e´x
2{2t is the Gaussian kernel and Ppw, t, xq a Poisson Point

Process on R` ˆ r0, 1s ˆ R of intensity µpdwdtdxq “ α
2w

´α´11twą0udwdtdx. Let us stress

already that since Wpαq
0 ă 8 a.s. (see [18, Lemma 1.3] or Lemma 9.3), one readily gets

that Wpαq
0,K ÑWpαq

0 as K Ñ8 (by monotonicity).
We observe that the random field

tpmpn3{2q´1ωi,x, n
´1i, n´1{2xq : i` x even , |x| ď K

?
nu (9.28)

converges to the restriction of P to R` ˆ p0, 1q ˆ p´K,Kq. For the proof of this fact we
refer to [18] (see relation p38q and below). Then, the method is similar to [18, p. 4036]
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(we use similar notations). We let Pδ be a partition R`ˆp0, 1qˆR into disjoint rectangles
of size δ ą 0. For any $ P Pδ we denote by pw$, x$, t$q its center. In such a way we have

n
ÿ

i“1

ÿ

|x|ďK
?
n

rωi,x

mpn3{2q

?
npnpi, xq

“
ÿ

$PPδ

n
ÿ

i“1

ÿ

|x|ďK
?
n

rωi,x

mpn3{2q

?
np

`

n
i

n
,
?
n
x
?
n

˘

1 ` ωi,x

mpn3{2q
, i
n
, x?
n

˘

P$
(

“
ÿ

$PPδ

p1` oδp1qqw$2ρpt$, x$q
n
ÿ

i“1

ÿ

|x|ďK
?
n

1 ` ωi,x

mpn3{2q
, i
n
, x?
n

˘

P$
(.

For the last identity, we used the local limit theorem for the convergence of
?
npp¨q to 2ρp¨q,

and used the notation oδp1q to denote the error which is negligible as δ Ñ 0. Moreover,
because of the convergence of the field (9.28) toward P, we have

n
ÿ

i“1

ÿ

|x|ďK
?
n

1 ` ωi,x

mpn3{2q
, i
n
, x?
n

˘

P$
( Ñ Pp$q, as nÑ 0.

Taking the limit n Ñ 8 followed by the limit δ Ñ 0, we conclude that the first term in
(9.26) converges in distribution to W0,K .

Second term in (9.26). To conclude the proof, it remains to show that the second term in
(9.26) goes to 0 in probability as K Ñ8, uniformly in n: for any K (large), we have for n
sufficiently large

P
´

n
ÿ

i“1

ÿ

K
?
nă|x|ďAn

rωi,x

mpn3{2q

?
nppi, xq ě K´1

¯

ď ce´αK . (9.29)

To prove (9.29), we decompose the sum into smaller parts with |x| P p2k´1K
?
n, 2kK

?
ns

for k “ 1, 2 . . .. By a union bound, we have

P
ˆ n
ÿ

i“1

ÿ

|x|ąK
?
n

rωi,x

mpn3{2q

?
nppi, xq ě K´1

˙

ď

8
ÿ

k“1

P
ˆ n
ÿ

i“1

2kK
?
n

ÿ

|x|“2k´1K
?
n

ωi,x

mpn3{2q

?
nppi, xq ě K´12´k

˙

ď
ÿ

kě1

P
ˆ n
ÿ

i“1

ÿ

|x|ď2kK
?
n

ωi,x ě ec
1p2kKq2m

`

n3{2
˘

˙

(9.30)

In the last inequality, we usee that there is a constant c such that for any k, uniformly in
i P t1, . . . , nu and |x| ě 2k´1K

?
n, we have

?
nppi, xq ď e´cp2

kKq2 ď 2´kK´1e´c
1p2kKq2

(since K2k ě 1).
Now, we use that mp2k`1Kn3{2q ě p2kKq´2{αmpn3{2q by Potter’s bound, and also that

for all k ec
1p2kKq2p2kKq´2{α ě e2kK if K is large, to realize that the last probability in (9.30)

is in the one-jump large deviation domain (see [30, Thm. 1.1], we use here that α ă 1):
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there is a constant c ą 0 such that for all k ě 1

P
ˆ n
ÿ

i“1

ÿ

|x|ď2kK
?
n

ωi,x ě e2kKm
`

2k`1Kn3{2
˘

˙

ď c2kKn3{2P
´

ω ě e2kKm
`

2kKn3{2
˘

¯

ď ce´
α
2

2kK .

The second inequality comes from Potter’s bound, provided that e2kK is large enough, and
also used the definition (2.1) of mp¨q. Plugged in (9.30), we get that

P
ˆ n
ÿ

i“1

ÿ

|x|ąK
?
n

rωi,x

mpn3{2q

?
nppi, xq ě ε

˙

ď c
ÿ

kě1

e´
α
2

2kK ď ce´αK ,

which is (9.29). �

We conclude the section by showing that the quantities Wpαq
0,K and Wpαq

0 are well defined
(you can also see [18, Lemma 1.3], here we slightly improve the result) and that the
truncated quantity Wpαq

0,K converges to Wpαq
0 in distribution.

Lemma 9.3. For any p P N, we have that a.s.
ż

R`

ż

p0,1q

ż

R
wpρpt, xqPpdw, dt, dxq ă 8. (9.31)

Moreover, we have that Wpαq
0,K

pdq
ÑWpαq

0 as K Ñ8, where Wpαq
0,K is defined in (9.27).

Proof. The convergence of Wpαq
0,K is a consequence of (9.31). To prove (9.31) we consider

D1 :“
 

pw, t, xq : |w| ą 1` x2{α
(

, D2 :“
 

pw, t, xq : 1 ă |w| ă 1` x2{α
(

,

D3 :“
 

pw, t, xq : |w| ď 1
(

.

We have that

PpD1q “

ż

D1

α

2
w´α´11twą0udwdtdx “ 2

ż

R

´

1` x2{α
¯´α

dx ă 8.

This means that there are only a finite number of points of P in D1.
On D2 we have that wpρpt, xq ď 2px2p{αρpt, xq, therefore

EP
”

ż

D2

wpρpt, xqPpdw, dt, dxq
ı

ď 2p
ż

p0,1q

ż

R
x2p{αρpt, xqdtdx ă 8.

In the same way one checks that EP“ ş
D3
wpρpx, tqPpdw, dt, dxq

‰

ă 8 and this concludes
the proof. �
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