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Abstract

Creation of MS lexica often relies on exploiting
existing traditional lexical resources or extract-
ing lexical information from raw or annotated
corpora. However, this approach is problematic
in the case of under-resourced languages like
Serbian, for which the starting points for these
methods are by definition scarce. An alternative
method consists in using new collaborative re-
sources made possible by the evolution of the In-
ternet. The lexicon described in this paper was
derived from one such resource: Wiktionary for
serbo-croatian. We show that, although the re-
sulting lexicon does not have perfect coverage,
this approach allowed us to have a relatively
rapid building process resulting in a resource un-
der a non-restrictive license. Some enrichment
techniques have also been used in an effort to
extend the lexicon coverage.

Keywords: morphosyntactic lexicon, under-
resourced languages, Serbian, Wiktionary

1 Introduction

This paper presents the creation of a morphosyntactic
lexicon for Serbian derived from several resources:
the Wiktionary edition for Serbo-Croatian, a manually
POS-tagged corpus, and specialized preposition lists.
This work is part of a larger effort to transform Par-
CoLab (Stosic, 2015), a parallel corpus of Serbian,
English, and French, into a syntactic treebank.

English and French already boast a variety of different
NLP resources: lexical and morphological resources
(e.g. Clément et al., 2004, Romary et al., 2004, Sajous
et al., 2013 for French; Fellbaum, 1998, Brierly et al.,
2008 for English), POS-tagging methods (e.g. Shen et
al., 2007 for English, Denis & Sagot, 2009 for
French) and parsers (McDonald et al., 2006, Nivre et
al.,, 2006 for English and French; Urieli 2013 for
French). This makes parsing English and French sub-
corpora of ParCoLab much more straightforward than
the annotation of their Serbian counterpart. Serbian is
a Slavic language with rich inflectional morphology
and flexible word order. This type of languages typi-
cally represents a challenge for NLP, and Serbian is
not an exception. Despite the recent developments in
POS-tagging and lemmatization (Gesmundo &
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Samardzic, 2012) and first experiments in parsing
(Jakovljevic et al., 2014), it can still be considered as
an under-resourced language: no training corpora for
parsing are available and, to the best of our knowl-
edge, the only freely available morphosyntactically
tagged training corpus is still the cesAna corpus from
the MULTEXT-East project (Krstev et al., 2004a). Al-
though morphological and lexical resources for Ser-
bian are referenced in previous works (Krstev et al.,
2004a, 2004b), up to now we have been unable to
gain access to them!. Consequently, the project of
transforming ParCoLab into a syntactically annotated
corpus demands an intensive resource-building cam-
paign, in which the creation of a lexicon containing
the information relevant to morphosyntactic and syn-
tactic analysis is one of key parts.

The lexicon presented here contains 1 226 638 million
wordforms for 117 445 lemmas, corresponding to a
total of 3 066 214 unique triples <wordform, lemma,
morphosyntactic description>. It is thought for NLP
applications such as POS-tagging and parsing. It is
downloadable under the Creative Commons BY-SA
3.0 license at the following address: http://redac.univ-
tlse2.fr/.

2 Related works

Creation of morphosyntactic lexica often relies on ex-
ploiting existing lexical resources or extracting lexical
information from raw or annotated corpora (cf. Clé-
ment et al., 2004, Sagot, 2005). Although previous
works reference a morphosyntactic lexicon (Krstev et
al., 2004a) and a morphological dictionary in Intex
format (Krstev et al., 2004b) for Serbian, we have
been unable to gain access to them up to now. Fur-
thermore, they are subject to a no redistribution li-
cense, and our goal is to create a freely accessible set
of NLP tools for Serbian. As for corpora-based meth-
ods, ParCoLab was not large enough for this method
to be efficient (1,6M tokens in the Serbian subcorpus)
at the beginnig of this work. We therefore looked for
alternative methods, which led us to an existing lexi-
cal resource for Serbian: Wiktionary.
Wiktionary is a collaborative dictionary launched in
2002. Today it exists in 158 languages, and entries can
1 Tt should be noted that a new lexicon for Serbian
was published (Ljubesic et al., 2016) after the
completion of the work presented here. It will be
taken into account in our future work.




contain definitions, as well as information on pronun-
ciation, inflection, semantically related words, transla-
tions into other languages, etc. This makes Wiktionary
a valuable resource for NLP, but the fact that it is cre-
ated through crowd-sourcing can put in question the
quality of its content and the quality of the resources
derived from it. However, several works have shown
that resources based on crowd-sourcing can yield re-
sults that are competitive or even better than those ob-
tained from resources built by experts (Strube &
Ponzetto, 2006, Gabrilovich & Markovitch, 2007,
Zesch et al., 2007, Zesch & Gurevych, 2010). Since
the first works on Wiktionary in 2008, its suitability
for NLP research seems to have become an accepted
fact: it has been used to measure semantic relatedness
between words (Zesch et al., 2008), create synonymy
networks (Navarro et al., 2009), build or enrich on-
tologies (Meyer & Gurevych, 2012, Pérez et al.,
2011), and derive morphosyntactic lexicons (Sajous et
al., 2013, Sagot, 2014, Senrich & Kunz, 2014).

As this approach is low-cost compared to a manual
creation process, it is especially useful where time and
human resources are scarce. It is even more so for
low-density languages, for which other starting points
for resource derivation can be difficult to find. Both
conditions apply to our case. Using Wiktionary also
allowed us to have a relatively rapid building process
and a resulting resource under a non-restrictive li-
cense.

3 Building process

The base for our lexicon was derived from the Wik-
tionary edition for Serbo-Croatian. Two Wiktionary
editions treating Serbian content exist: the Serbo-
Croatian one (sh.wiktionary.org) and the Serbian one
(sr.wiktionary.org). This seems to be due to extra-lin-
guistic rather than linguistic factors. We chose the
Serbo-Croatian edition for its size: 850 000 entries vs.
45 000 in sr.wiktionary.org. Since the lexicon will be
used to parse ParCoLab, we focused on getting mor-
phosyntactic information, especially the case, number
and gender, as they are essential for syntactic analysis
of Serbian.

Wiktionary is made publicly available through peri-
odic XML data dumps. We used the sh.wiktionary.-
com dump from October 02 2015. It should be noted
that only the macrostructure of the pages is encoded
in XML, whereas the page content is rendered in wi-
kicode, a very flexible, under-specified text-based for-
mat. Since no systematic description of the wikicode
syntax is available, building a parser for wikicode
needs to be done through meticulous observation of
the pages. As noted in (Navarro et al., 2009, Sajous et
al., 2013), the page structure in different language edi-
tions varies substantially and a wikicode parser devel-
oped for one language cannot be simply transported to
a different wiktionary edition. This is why it was nec-

31

essary to develop a new parser for the Serbo-Croatian
Wiktionary.

Another difficulty in parsing Wiktionary stems from
the fact that different encoding conventions can coex-
ist within one dump. For example, there are two main
page types in the Serbo-Croatian Wiktionary: lemma-
based, which gives the complete inflectional paradigm
of a lemma in a table (cf. Figure 1), and wordform-
based, in which the entry is an inflected wordform, for
which all the possible morphosyntactic interpretations
are given (cf. Figure 2).

In the first format, the morphosyntactic properties of
each form are either given through codes or need to be
deduced from the position of the form in the table
(typically the case of nouns, cf. Figure 1). This is pos-
sible because the tables follow the generally accepted
case ordering for Serbian. However, some articles
were found where the instrumental and the locative
forms switched places. In order to ensure the correct
case information, our parser performs a rule-based
check to verify that the supposed case corresponds to
the wordform ending.

Deklinacija ====
{{sh-imenica-deklinacija2
liezik|jezici

|iezikaljezika
|jezikul|jezicima
|jezik|jezike

lieziceljezici
|ieziku|jezicima
|jezikom|jezicima

Figure 1: Lemma-based article

In the wordform-based format, the information is
given in the form of textual descriptions (cf. Figure
2). The order of the elements is not fixed, and some
pieces of information can be missing. The parser
needed to be flexible enough to manage this diversity
in order to extract as much data as possible.

Flektirani oblici ===
"""guvernerskim'"'

# instrumental mnozine Zenskog roda pozitiva
odredenog vida pridjeva
[[quvernerski#Srpskohrvatski|guvernerskil]

# lokativ mnozine Zenskog roda pozitiva
odredenog vida pridjeva
[[quvernerski#Srpskohrvatski|guvernerskill

# dativ mnoZzine muskog roda pozitiva
odredenog vida pridjeva
[[guvernerski#Srpskohrvatski|guvernerski]]

# instrumental mnozine muskog roda pozitiva
odredenog vida pridjeva

Figure 2: Form-based articles



Other resources at our disposition were used to im-
prove the coverage. 107 prepositions were imported
from manually created lists resulting from previous
theoretic work on spatial relations in Serbian (Stosic,
2001). 76 additional prepositions, 43 conjunctions, 33
interjections and 868 adverbs were extracted from the
manually POS-tagged part of the ParCoLab corpus
(Miletic, 2013) and integrated in the lexicon.

4 Quality of the lexicon

The lexicon presented here contains 1 226 638 million
wordforms for 117 445 lemmas, corresponding to a
total of 3 066 214 unique triples <wordform, lemma,
morphosyntactic  description>. For comparison,
GLAFF, a lexicon for French derived from the wik-
tionary, contains 1 425 848 wordforms corresponding
to 186 082 lemmas. Our lexicon is in plain text format
as illustrated in Figure 3. The first column contains
the inflected wordform followed by one or more mor-
phosyntactic descriptions (MSDs). The structure of
the MSDs is POS-specific, but in each case the first
slot indicates the POS, and the last one the lemma,
while the intervening slots encode values of different
morphosyntactic properties.

trag N_m_nom_sg trag N_m_acc_sg trag
traga V_Present 3 sg O tragati
N_m_gen_sg_trag

tragah V_Imparfait_ 1 sg 0 tragati
tragahu V_Imparfait 3 _pl 0 tragati

tragaj V_Imperatif_2_sg_0_tragati

Figure 3: Lexicon format

The values of the MS properties are given in a rela-
tively explicit format in order to facilitate the manual
verification. Another version of the lexicon with
MSDs in the more standard MULTEXT-East format
(Krstev et al., 2004a) will also be made available.

The MS properties for inflected categories are given
in Table 1.

POS MS properties encoded in lexicon
Verb verb form, person, number, gender
Noun gender, case, number
Pronoun case, number, gender
Adjective case, number, gender, degree

of comparison
Adverb degree of comparison (if applicable)

Table 1: Morphosyntactic properties for inflected
classes

In order to evaluate the lexicon, we calculated its cov-
erage over a portion of ParCoLab. The texts used in
the test come from 3 contemporary novels, containing
150 000 tokens equivalent to 28 980 unique word-
forms. The coverage was calculated for all word-
forms, and then for those appearing at least 2, 5 and
10 times in the subcorpus (cf. Table 2). Eliminating
wordforms that occur only once improves the cover-
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age for 4.7%, but these wordforms constitute more
than 50% of the identified unique wordforms (cf.
number of unique wordforms for thresholds 1 and 2).
This is probably due to the relatively small size of the
subcorpus used for coverage calculation. In order to
have more reliable results, the test will be repeated
with a larger portion of ParCoLab.

fre- # of unique | Found Coverage
quency wordforms | in lexi-

treshold con

1 28 980 20808 | 71.80%
2 10 630 8136 76.53%
5 2 946 2 328 79.02%
10 1241 990 79.77%

Table 2: Lexicon coverage

These results also show that although the lexicon is a
solid starting point, the resource needs to be devel-
oped further. One of the possibilities is to develop a
parser for sr.wiktionary.com, which could contain
valuable additions to the exissting ressource. We are
also considering the possibility of ranking the word-
forms found in ParCoLab but not in the lexicon by
frequency and adding the most frequent ones manu-
ally.

We also performed a quantitative analysis of the lexi-
con, which gave us insight into ambiguity of Serbian.
For 1.2 million wordforms in the lexicon, there are
more than 2.5 million MSDs (2.1 MSD per word-
form). 727 000 wordforms (60%) are ambiguous. Fur-
thermore, the number of MSDs per wordform can be
very high: more than 37 000 wordforms have 10 or
more associated MSDs, with 5 wordforms reaching a
maximum of 43 MSDs. Although wordform ambigu-
ity in Serbian is intuitively high, the existence of
wordforms with 15 or more MSDs seems noteworthy.
A manual evaluation of these highly ambiguous word-
forms will be performed to exclude errors due to the
extraction method or to the quality of the source arti-
cles.

These results incited us to try to identify different
types of ambiguity in the lexicon. We distinguished 4
categories: i) wordforms corresponding to different
lemmas belonging to different POS categories (cf.
krilo, which can be a nominative/accusative singular
of the noun krilo ‘lap’, or neuter singular of the past
participle of the verb kriti ‘to hide”), ii) those corre-
sponding to lemmas having the same form but belong-
ing to different POS categories (cf. blizu, which can
be a preposition ‘near’ or an adverb ‘nearby’), iii)
those corresponding to different lemmas, but having
the same POS category (cf. vrata, genitive singular of
the noun vrat ‘neck’, or nominative/accusative plural
of the noun vrata ‘door’), and iv) ambiguous forms
belonging to the paradigm of the same lemma (cf. jas-
tucima, which can be dative, instrumental or locative
plural of the noun jastuk ‘pillow’). The results of this



analysis show that 95% of the ambiguous wordforms
belong to the last category (cf. Table 2). This indicates
that a large part of ambiguity in Serbian is due to the
syncretism in inflectional paradigms.

# of % of all am-
word- biguous
forms wordforms

Ambiguous POS 15 496 2.13%

and lemma

Ambiguous POS, 303 0.04%

unambiguous

lemma

Unambiguous 19 822 2.72%

POS, ambiguous

lemma

Unambiguous POS | 691 814 | 95.10%

and lemma, am-

biguous MS prop-

erties

Table 3: Ambiguity anlaysis

5 Conclusions and future work

This work presents a new lexicon for Serbian contain-
ing 1.2 million wordforms corresponding to over
126 000 lemmas. The ressource was created through
the use of complementary resources: the greater part
of the content was derived from Wiktionary for
Serbo-Croatian and subsequently completed with
closed-class words from manually created lists and a
manually POS-tagged subcorpus. This approach al-
lowed us to reach a solid coverage on a contemporary
literary corpus, but the results also showed that there
is still room for improvement. For this, we are consid-
ering two main approaches: we will explore the possi-
bility to exploit the Serbian edition of Wiktionary
(sr.wiktionary.com), which could contain valuable ad-
ditions to the existing resource. We will also test a
semi-manual enrichment process based on frequency
lists of wordforms found in ParCoLab, but missing
from the lexicon.
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