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The finite Larmor radius regime : collisional setting
and fluid models

Mihäı BOSTAN ∗, Aurélie FINOT †

Abstract

The subject matter of this paper concerns the derivation of fluid limits for
gyro-kinetic models. The arguments apply for any collision kernel satisfying the
usual conservations (mass, momentum, kinetic energy) and possessing a produc-
tion entropy sign. We describe the set of equilibria in terms of several moments,
we determine the average collision invariants, and we write the associated macro-
scopic equations and the entropy inequality.

Keywords: Finite Larmor radius regime, Fokker-Planck-Landau equation, Euler
equations.

AMS classification: 35Q75, 78A35, 82D10.

1 Introduction

Let f = f(t, x, v) be the presence density of a population of charged particles of mass
m, charge q. Motivated by the magnetic confinement, we concentrate on the dynamics
of this population in presence of a strong magnetic field, by taking into account the
collision effects [14, 15, 16, 22, 25]. The particles are transported under the action of
the electro-magnetic force q(E + v ∧ B), and their density fluctuates also due to the
collision mechanism

∂tf + v · ∇xf +
q

m
(E + v ∧B) · ∇vf = Q(f), (t, x, v) ∈ R+ × R3 × R3.

We supplement the above equation by the initial condition

f(0, x, v) = f in(x, v), (x, v) ∈ R3 × R3.
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The appropriate collision operator when studying the magnetic confinement is given
by the Fokker-Planck-Landau kernel

QFPL(f) = divv

∫
R3

σ(|v − v′|)|v − v′|3S(v − v′) (f(v′)(∇f)(v)− f(v)(∇f)(v′)) dv′

where σ > 0 is the scattering cross section, and S(w) = I3−w⊗w/|w|2 represents the
orthogonal projection on the plane perpendicular to w ∈ R3 \ {0}. The computation
of the effective collision kernel, under strong magnetic fields has been done for both
linear (Boltzmann, Fokker-Planck) and non linear ( Fokker-Planck-Landau , Boltz-
mann) operators [5, 7, 8, 9, 10, 13]. In these works, completely explicit expressions
for the effective collision kernels have been emphasized. In particular, their equilibria
were identified and fluid models were derived, by linearizing around these configura-
tions. Nevertheless, these derivations require a huge amount of computations. Here we
propose a different approach which allows us to identify the equilibria of the average
collision kernels, without having to compute explicitly the effective collision kernels.
The main point is to observe that the effective kernels still satisfy a set of balances,
and that a H Theorem is available as well. We concentrate on the finite Larmor radius
regime. For simplicity we suppose that the magnetic field is uniform B = t(0, 0, B).
We take into account the collision effects as well. More exactly, we distinguish between

• the perpendicular dynamics, generated by

b(x, v) · ∇x,v = v1∂x1 + v2∂x2 + ω(v2∂v1 − v1∂v2), ω =
qB

m

• the collision mechanism, given by the Fokker-Planck-Landau kernel

• the parallel dynamics, generated by

a(x, v) · ∇x,v = v3∂x3 +
q

m
E · ∇v.

We assume that the perpendicular dynamics evolves on a much smaller time scale than
the typical collision time, and that the collision time is negligible with respect to the
time scale on which evolves the parallel dynamics

T⊥ << Tcoll << T‖. (1)

This asymptotic regime is characterized by two small parameters ε > 0, τ > 0 which
represent the ratio T⊥

Tcoll
and Tcoll

T‖
. We intend to analyze the behavior of the family

(f ε,τ )ε,τ>0 when first ε = T⊥
Tcoll
→ 0 and then τ = Tcoll

T‖
→ 0. We appeal to average

methods [3, 4, 6, 11, 12, 21] and we derive a fluid gyro-kinetic limit, at least at the
formal level, for the problems

∂tf
ε,τ+a(x, v)·∇x,vf

ε,τ+b(x, v)·∇x,vf
ε,τ = Q̃FPL(f ε,τ (t))(x, v), (t, x, v) ∈ R+×R3×R3

(2)
f ε,τ (0, x, v) = f in(x, v), (x, v) ∈ R3 × R3 (3)

where for any presence density g = g(x, v), the notation Q̃FPL(g)(x, v) stands for
QFPL(g(x, ·))(v).
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The perpendicular dynamics is given by the characteristic flow associated to the
vector field b · ∇x,v

dX
dt

= t(V1(t;x, v),V2(t;x, v), 0),
dV
dt

= ω t(V2(t;x, v),−V1(t;x, v), 0)

where (X ,V)(0;x, v) = (x, v). This characteristic flow, denoted byZ(t; z) = (X (t;x, v),V(t;x, v)),
z = (x, v), is Tc = 2π/ω periodic, and writes

X (t;x, v) = (x+ ω−1(I2 −R(−ωt))⊥v, x3), V(t;x, v) = (R(−ωt)v, v3)

where we have used the notations x = (x1, x2), v = (v1, v2),
⊥v = (v2,−v1). We

denote by R(θ) the rotation of angle θ ∈ R in R2. The above expressions come
easily, by observing that x +⊥ v/ω, x3, |v|, v3 are left invariant by the flow (X ,V). In
particular, the Larmor center x +⊥ v/ω and the Larmor radius |v|/|ω| are conserved
by the perpendicular dynamics, whose time scale is given by the cyclotronic period
Tc = 2π

ω
= 2πm

qB
.

We proceed by smoothing out the oscillations due to the fast cyclotronic motion.
More exactly, we search for a new family of presence densities such that at any time t,
f ε,τ (t) appears as the composition between F ε,τ (t) and the fast oscillating characteristic
flow of b · ∇x,v

f ε,τ (t, x, v) = F ε,τ (t,X, V ), with Z = (X, V ) = (X ,V)(−t;x, v).

It is easily seen that

∂tF
ε,τ (t, Z) = ∂tf

ε,τ (t,Z(t;Z)) + b(Z(t;Z)) · (∇zf
ε,τ )(t,Z(t;Z))

and

a(t,Z(t;Z)) · (∇zf
ε,τ )(t,Z(t;Z)) = a(t,Z(t;Z)) · t∂Z(−t;Z(t;Z))(∇ZF

ε,τ )(t, Z)

= ∂Z(−t;Z(t;Z))a(t,Z(t;Z)) · ∇ZF
ε,τ (t, Z).

With respect to the new unknowns, the problem (2), (3) becomes

∂tF
ε,τ + ∂Z(−t;Z(t;Z))a(t,Z(t;Z)) · ∇ZF

ε,τ (t, Z) = Q̃FPL(F ε,τ (t,Z(−t; ·)))(Z(t;Z))
(4)

F ε,τ (0, X, V ) = f in(X, V ), Z = (X, V ) ∈ R3 × R3.

We introduce the family (ϕ(t))t∈R given by

ϕ(t)a = ∂Z(−t;Z(t; ·))a(Z(t; ·))

for any vector field a = a(z), and also the notation Gt = G ◦ Z(t; ·) for any presence
density G. Therefore the equation (4) writes

∂tF
ε,τ + ϕ(t)(a(t)) · ∇X,V F

ε,τ = Q̃FPL(F ε,τ (t)−t)t, (t,X, V ) ∈ R+ × R3 × R3.

Notice that the transport term ϕ(t)(a(t)) · ∇X,V F
ε,τ (t) has three dependencies with

respect to time :
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• the dependence t → F ε,τ (t) is slow, since the new presence density F ε,τ (t) has
been obtained from the old presence density f ε,τ (t), after smoothing out the fast
oscillations due to the cyclotronic motion ;

• the dependence t → a(t) is slow, since the parallel dynamics evolves on a much
larger time scale as the perpendicular dynamics ;

• the dependence through the group parameter t → ϕ(t) is fast, corresponding to
the time scale given by the cyclotronic period.

Similarly, the collision term evolves on both slow and fast time scales, the dependence
t → F ε,τ (t) being slow, and the translations along the flow of b · ∇x,v being fast. We
are face to a two time scale problem, and thus, the limit model when ε ↘ 0 comes
by averaging with respect to the fast time variable, while keeping frozen the slow time
variable

∂tF
τ + 〈a(t)〉 · ∇X,V F

τ =
〈
Q̃FPL

〉
(F τ (t)), (t,X, V ) ∈ R+ × R3 × R3 (5)

where

〈a〉 =
1

Tc

∫ Tc

0

ϕ(t)a dt,
〈
Q̃FPL

〉
(F ) =

1

Tc

∫ Tc

0

Q̃FPL(F−t)t dt.

After performing the homogenization with respect to the cyclotronic motion, we focus
on the second asymptotic procedure, that is, τ = Tcoll/T‖ → 0. We deduce that at any
time t, the limit presence density F (t) = limτ↘0 F

τ (t) is an equilibrium〈
Q̃FPL

〉
(F (t)) = 0, t > 0.

As in the case of the standard Fokker-Planck-Landau kernel, we prove that any equi-
librium is parametrized by a set of moments (see Proposition 4.5), whose evolutions
are obtained thanks to the conservation laws associated to the collision invariants (see
Proposition 4.4). We mention that, due to the gyro-average effect in the plane orthogo-
nal to the magnetic lines, the fluid model is a system of conservation laws in the parallel
direction. This model does not depend on the specific form of the collision kernel, but
only on its equilibria, invariants and production entropy. Therefore, we formulate our
main result in terms of general collision kernels verifying the H Theorem satisfied by
the Fokker-Planck-Landau operator cf. Theorem 4.1.

Theorem 1.1 Let Q be a local in space operator, homogeneous of degree d, verifying
the statements 1. and 2. of Theorem 4.1, and whose equilibria are the Maxwellians.
We denote by (f ε,τ )ε,τ>0 the solutions of the problems (2), (3) (with uniform electro-
magnetic field and collision operator Q), where ε, τ are small parameters characterizing
the regime (1). Therefore we have

lim
τ↘0

lim
ε↘0

f ε,τ (t,X (t;X, V ),V(t;X, V )) = F (t,X, V )

where
F (t,X, V ) = ω2nM µθ

µ−θ
(V − U)Mθ(V3 − U3)Mµ(ωX + ⊥V − Y )
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and n(t,X3), θ(t,X3), µ(t,X3), U(t,X3), Y (t,X3) verify the equations

∂tn+ ∂X3(nU3) = 0, (t,X3) ∈ R+ × R (6)

∂t(nU) + ∂X3(nU3U + n t(0, 0, θ) ) = n
q

m
t(0, 0, E3(t)), (t,X3) ∈ R+ × R

∂t(nY ) + ∂X3(nU3Y ) = n
q

m
⊥E(t), (t,X3) ∈ R+ × R

∂t

[
n

(
µθ

µ− θ
+
θ

2
+
|U |2

2

)]
+ ∂X3

[
nU3

(
µθ

µ− θ
+

3θ

2
+
|U |2

2

)]
= nU3

q

m
E3(t)

∂t

[
n

(
µ+
|Y |2

2
− µθ

µ− θ
− |U |

2

2

)]
+∂X3

[
nU3

(
µ+
|Y |2

2
− µθ

µ− θ
− |U |

2

2

)]
= n

q

m
Y · ⊥E

and the inequality

∂t

(
n ln

n
µ2θ3/2

µ−θ

)
+ ∂X3

(
nU3 ln

n
µ2θ3/2

µ−θ

)
≤ 0, (t,X3) ∈ R+ × R. (7)

The initial conditions are given by∫
R2

∫
R3

f in dV dX = nin,

∫
R2

∫
R3

f inV dV dX = ninU in,

∫
R2

∫
R3

f in(ωX+ ⊥V ) dV dX = ninY
in

∫
R2

∫
R3

f in |V − U in|2

2
dV dX = nin

(
µinθin

µin − θin
+
θin

2

)
∫
R2

∫
R3

f in |ωX + ⊥V − Y in|2 − |V |2

2
dV dX = nin

(
µin − µinθin

µin − θin

)
.

Our paper is organized as follows. The properties of the Fokker-Planck-Landau kernel
are recalled in Section 2. The moment method, for the derivation of the Euler equations,
is revisited in Section 3. In Section 4 we concentrate on the average collision operator.
We investigate the structure of its equilibria and invariants, in order to apply the
moment method, in the gyro-kinetic framework. The last section is devoted to the
derivation of the Euler equations, corresponding to the average collision mechanism.

2 The Fokker-Planck-Landau kernel

We recall briefly the main properties of the Fokker-Planck-Landau collision kernel
[17, 18, 19, 20].
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Proposition 2.1 (Mass, momentum, kinetic energy)
For any smooth distribution function f = f(v), with nice decay at infinity (for example
compactly supported), we have∫

R3

QFPL(f) dv = 0,

∫
R3

QFPL(f) v dv = 0,

∫
R3

QFPL(f)
|v|2

2
dv = 0.

Proof. We introduce the notation

A(v, v′) = σ(|v− v′|)|v− v′|3S(v− v′)[f(v′)(∇f)(v)−f(v)(∇f)(v′)], v, v′ ∈ R3, v 6= v′

such that

QFPL(f)(v) = divv

∫
R3

A(v, v′) dv′, v ∈ R3.

Obviously we have∫
R3

QFPL(f) dv =

∫
R3

divv

∫
R3

A(v, v′) dv′ dv = 0.

The momentum balance follows immediately integrating by parts and thanks to the
anti-symmetry of A

A(v, v′) + A(v′, v) = 0, v, v′ ∈ R3, v 6= v′.

We obtain∫
R3

QFPL(f) v dv = −
∫
R3

∫
R3

A(v, v′) dv′ dv = −1

2

∫
R3×R3

[A(v, v′) + A(v′, v)︸ ︷︷ ︸
=0

] d(v, v′) = 0.

Similarly, taking into account that tS(v− v′)(v− v′) = S(v− v′)(v− v′) = 0, one gets∫
R3

QFPL(f)
|v|2

2
dv = −

∫
R3

∫
R3

A(v, v′) dv′ · v dv

= −
∫
R3

∫
R3

A(v′, v) dv · v′ dv′

= −1

2

∫
R3×R3

[A(v, v′) · v + A(v′, v) · v′ ] d(v, v′)

= −1

2

∫
R3×R3

[A(v, v′) + A(v′, v)︸ ︷︷ ︸
=0

] · v′ d(v, v′) = 0.

We will use the notion of collision equilibrium and collision invariant.

Definition 2.1

1. A distribution function f = f(v) is called a collision equilibrium of the Fokker-
Planck-Landau kernel iff QFPL(f) = 0.

2. A function c = c(v) is called a collision invariant of the Fokker-Planck-Landau
kernel iff ∫

R3

QFPL(f)(v) c(v) dv = 0

for any distribution function f = f(v).
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We recall now a well known result, the H Theorem, which allows us to identify the
equilibria and invariants of the Fokker-Planck-Landau kernel.

Theorem 2.1 (H)

1. For any smooth distribution function f = f(v) > 0, with nice decay at infinity,
we have the inequality ∫

R3

ln f(v)QFPL(f) dv ≤ 0. (8)

2. Let f = f(v) > 0 be a smooth distribution function, with nice decay at infinity.
The following assertions are equivalent

(a) The distribution f is an equilibrium, that is, QFPL(f) = 0.

(b) The distribution f achieves the equality in the inequality (8)∫
R3

ln f(v)QFPL(f) dv = 0.

(c) The function c(v) = ln f(v) is an invariant, that is∫
R3

QFPL(g) c(v) dv = 0

for any distribution function g.

Proof.
1. We use one more time integration by parts and Fubini Theorem, combined to the
positivity of the matrices S(v − v′), v, v′ ∈ R3, v 6= v′

S(v − v′) : ξ ⊗ ξ =
|ξ ∧ (v − v′)|2

|v − v′|2
, v 6= v′, ξ ∈ R3.

It is easily seen that∫
R3

ln f(v)QFPL(f) dv = −1

2

∫
R3×R3

[ (∇ ln f)(v)− (∇ ln f)(v′) ] · A(v, v′) d(v, v′)

= −1

2

∫
R3×R3

σ(|v − v′|)|v − v′|3f(v)f(v′)S(v − v′)

: [ (∇ ln f)(v)− (∇ ln f)(v′) ]⊗ [ (∇ ln f)(v)− (∇ ln f)(v′) ] d(v, v′)

= −1

2

∫
R3×R3

σ(|v − v′|)|v − v′|f(v)f(v′)

|(v − v′) ∧ [ (∇ ln f)(v)− (∇ ln f)(v′) ]|2 d(v, v′) ≤ 0.

2. All the implications are straightforward, excepting (b) =⇒ (a). In order to prove
(a) when assuming (b), observe that by the previous computations we have∫
R3×R3

σ(|v − v′|)|v − v′|f(v)f(v′) |(v − v′) ∧ [ (∇ ln f)(v)− (∇ ln f)(v′) ]|2 d(v, v′) = 0

7



and therefore

(v − v′) ∧ [ (∇ ln f)(v)− (∇ ln f)(v′) ] = 0, v, v′ ∈ R3.

Taking v′ = v + sξ, with ξ ∈ R3, s ∈ R, one gets

ξ ∧ (∇ ln f)(v + sξ)− (∇ ln f)(v)

s
= 0

and letting s→ 0 yields
ξ ∧ ∂2 ln f ξ = 0, ξ ∈ R3. (9)

The equality (9) implies immediately that for any v ∈ R3, there is α = α(v) ∈ R such
that

∂2 ln f(v) = α(v)I3.

It is easily seen that ∇vα = 0. Actually we have

∂v2∂v1 ln f = ∂v3∂v1 ln f = 0, v ∈ R3

saying that ∂v1 ln f depends only on v1. Therefore ∇v2,v3α(v) = ∇v2,v3∂v1(∂v1 ln f) =
t(0, 0). Similarly we show that ∇v3,v1α = t(0, 0). Finally the function ln f writes

ln f(v) = α
|v|2

2
+ β · v + γ, v ∈ R3 (10)

with α, γ ∈ R, β ∈ R3, and we check immediately that QFPL(f) = 0.

3 The Euler equations

The study of the equilibria and invariants plays a crucial role when deriving macroscopic
limits from microscopic models [1, 2, 23, 24]. When the collision frequency is very large,
the presence density goes toward an equilibrium profile in velocity, parametrized by
several macroscopic quantities, as density, mean velocity, temperature. The evolution
of these quantities follows thanks to the collision invariants. Any invariant leads to
a conservation law in the physical space phase. Appealing to the moment method,
we derive the Euler equations from the Boltzmann equation cf. [1, 2]. We intend to
apply the same method for studying the fluid models in the gyro-kinetic framework.
Before doing that, we revisit the moment method in the context of the standard Euler
equations. More exactly, let us consider the fluctuations of the presence density f , due
to the free transport and collisions

∂tf + v · ∇xf = QFPL(f), (t, x, v) ∈ R+ × R3 × R3 (11)

f(0, x, v) = f in(x, v), (x, v) ∈ R3 × R3.

When the collision mechanism dominates the transport, at any time t and any position
x, the distribution function f(t, x, ·) is a collision equilibrium. By Theorem 2.1, we
deduce that for any t ∈ R+, x ∈ R3, the function ln f(t, x, ·) is a linear combination of
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1, v, |v|2/2 cf. (10). We obtain that f is a Maxwellian, i.e., there are n = n(t, x) ≥
0, u = u(t, x) ∈ R3, θ = θ(t, x) > 0 such that

f(t, x, v) = Mn(t,x),u(t,x),θ(t,x)(v), Mn,u,θ(v) =
n

(2πθ)3/2
exp

(
−|v − u|

2

2θ

)
, v ∈ R3.

The macroscopic quantities n(t, x), u(t, x), θ(t, x) satisfy a system of conservation laws
which comes by appealing to the collision invariants 1, v, |v|2/2

∂t

∫
R3

f dv + divx

∫
R3

f v dv =

∫
R3

QFPL(f) dv = 0 (12)

∂t

∫
R3

f v dv + divx

∫
R3

f v ⊗ v dv =

∫
R3

QFPL(f) v dv = 0 (13)

∂t

∫
R3

f
|v|2

2
dv + divx

∫
R3

f
|v|2

2
v dv =

∫
R3

QFPL(f)
|v|2

2
dv = 0. (14)

It is enough to express the moments of f in terms of the macroscopic quantities n, u, θ.
By direct computations one gets∫

R3

Mn,u,θ(v) dv = n,

∫
R3

Mn,u,θ(v) v dv = nu

∫
R3

Mn,u,θ(v) v ⊗ v dv =

∫
R3

Mn,u,θ(v) (v − u)⊗ (v − u) dv +

∫
R3

Mn,u,θ(v)u⊗ u dv

= n(θI3 + u⊗ u)

∫
R3

Mn,u,θ(v)
|v|2

2
dv =

1

2
trace

∫
R3

Mn,u,θ(v) v ⊗ v dv = n

(
3

2
θ +
|u|2

2

)
∫
R3

Mn,u,θ(v)
|v|2

2
v dv =

∫
R3

Mn,u,θ(v)
|v − u+ u|2

2
(v − u) dv + n

(
3

2
θ +
|u|2

2

)
u

=

∫
R3

Mn,u,θ(v) (v − u)⊗ (v − u) dv u+ n

(
3

2
θ +
|u|2

2

)
u

= n

(
5

2
θ +
|u|2

2

)
u.

Therefore the system (12), (13), (14) leads to the Euler equations

∂tn+ divx(nu) = 0, (t, x) ∈ R+ × R3 (15)

∂t(nu) + divx(nu⊗ u) +∇x(nθ) = 0, (t, x) ∈ R+ × R3 (16)

∂t

[
n

(
3

2
θ +
|u|2

2

)]
+ divx

[
n

(
5

2
θ +
|u|2

2

)
u

]
= 0, (t, x) ∈ R+ × R3. (17)

The above system also possesses an entropy inequality. Multiplying (11) by (1 + ln f)
we obtain

∂t(f ln f) + v · ∇x(f ln f) = (1 + ln f)QFPL(f)
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and integrating in velocity, using the mass balance and the production entropy inequal-
ity (8) yield

∂t

∫
R3

f ln f dv + divx

∫
R3

f ln f v dv =

∫
R3

(1 + ln f)QFPL(f) dv ≤ 0.

Finally, as f = Mn,u,θ we have∫
R3

f ln f dv =

∫
R3

f

[
ln

(
n

(2πθ)3/2

)
− |v − u|

2

2θ

]
dv = n ln

(
n

(2πθ)3/2

)
− 3

2
n

∫
R3

f ln f v dv =

∫
R3

f

[
ln

(
n

(2πθ)3/2

)
− |v − u|

2

2θ

]
v dv = n ln

(
n

(2πθ)3/2

)
u− 3

2
nu.

Therefore we obtain

∂t

[
n

(
ln

n

(2πθ)3/2
− 3

2

)]
+ divx

[
n

(
ln

n

(2πθ)3/2
− 3

2

)
u

]
≤ 0

or equivalently, thanks to the continuity equation (15)

∂t

[
n ln

( n

θ3/2

)]
+ divx

[
n ln

( n

θ3/2

)
u
]
≤ 0. (18)

We remark that the limit model (15), (16), (17), (18) does not depend on the expression
of the collision kernel (here the Fokker-Planck-Landau collision operator), but only
on the properties mentionned in Theorem 2.1. It is well known that the Boltzmann
operator also verifies the statement in Theorem 2.1. Thus if in (11) the Fokker-Planck-
Landau kernel is replaced by the Boltzmann kernel, we obtain the same limit model
(15), (16), (17), (18). Similarly, we will see that the fluid models with strong magnetic
fields will depend only on the physical balances and entropy inequality, but not on the
specific form of the effective collision kernel. In other words we do not need to compute
explicitly the average collision kernel, but only to establish a corresponding H theorem,
in order to investigate the entropy production and the structure of its equilibria and
invariants.

4 The average collision operator

A collision operator acts only in velocity : to any velocity distribution function f =
f(v), it associates another velocity distribution function Q(f)(v), v ∈ R3. In partic-
ular, if f = f(x, v) and g = g(x, v) are two presence densities such that f(x?, v) =
g(x?, v), v ∈ R3, for some x?, then Q(f(x?, ·))(v) = Q(g(x?, ·))(v), v ∈ R3. We say that
the operator Q is local in space. It is also possible to consider the collision operator as
a transformation on the set of presence densities : to any presence density f = f(x, v),
it associates another function of (x, v), given by Q̃(f)(x, v) = Q(f(x, ·))(v). From now
on, the collision operators are supposed acting on the set of presence densities, but we
use the notation Q instead of Q̃. Notice that the space locality writes : for any presence
densities f = f(x, v), g = g(x, v) and any x? ∈ R3 such that f(x?, v) = g(x?, v), v ∈ R3,
we have Q(f)(x?, v) = Q(g)(x?, v), v ∈ R3. The notions of collision equilibrium and
invariant become

10



Definition 4.1 Let Q be a collision operator acting on the phase space (x, v) ∈ R3×R3.

1. A presence density f = f(x, v) is called an equilibrium of Q iff

Q(f)(x, v) = 0, (x, v) ∈ R3 × R3.

2. A function c = c(x, v) is called an invariant of Q iff∫
R3

∫
R3

Q(f)(x, v)c(x, v) dvdx = 0

for any presence density f = f(x, v).

Theorem 2.1 adapts easily to presence densities on the phase space (x, v) ∈ R3 × R3.

Theorem 4.1 Let Q be the operator defined by

Q(f)(x, v) = QFPL(f(x, ·))(v), (x, v) ∈ R3 × R3

for any smooth presence density f = f(x, v), with nice decay at infinity.

1. For any presence density f = f(x, v) > 0, we have the inequality∫
R3

∫
R3

ln f(x, v)Q(f)(x, v) dvdx ≤ 0. (19)

2. Let f = f(x, v) > 0 be a presence density. The following assertions are equivalent

(a) The presence density f is an equilibrium of Q, that is, Q(f) = 0.

(b) The presence density f achieves the equality in the inequality (19)∫
R3

∫
R3

ln f(x, v)Q(f)(x, v) dvdx = 0.

(c) The function c(x, v) = ln f(x, v) is an invariant of Q, that is∫
R3

∫
R3

Q(g)(x, v)c(x, v) dvdx = 0

for any presence density g.

Proof.
1. The inequality (19) is a direct consequence of the inequality (8)∫

R3

∫
R3

ln f(x, v)Q(f)(x, v) dvdx =

∫
R3

(∫
R3

ln f(x, v)QFPL(f(x, ·))(v) dv

)
dx ≤ 0.

2. Clearly (a) implies (b). Conversely, let f = f(x, v) verifying∫
R3

∫
R3

ln f(x, v)Q(f)(x, v) dvdx = 0. (20)

11



By (8) we know that for any x ∈ R3 we have∫
R3

ln f(x, v)Q(f)(x, v) dv =

∫
R3

ln f(x, v)QFPL(f(x, ·))(v) dv ≤ 0

and by combining to (20), we deduce that∫
R3

ln f(x, v)QFPL(f(x, ·))(v) dv = 0, x ∈ R3.

Appealing to the implication (b) =⇒ (a) of Theorem 2.1, one gets that Q(f)(x, v) =
QFPL(f(x, ·))(v) = 0, (x, v) ∈ R3 × R3, saying that f is an equilibrium of Q.
Let us check that (b) implies (c). Let f = f(x, v) be a presence density verifying (20).
Thanks to the previous arguments, we know that f(x, ·) is an equilibrium of QFPL for
any x ∈ R3, and therefore a Maxwellian, parametrized by n(x), u(x), θ(x). Therefore,
for any x ∈ R3, c(x, v) = ln f(x, v) is a linear combination of 1, v, |v|2/2

ln f(x, v) = lnMn(x),u(x),θ(x)(v) = ln
n(x)

(2πθ(x))3/2
− |v − u(x)|2

2θ(x)

and thus an invariant of QFPL (cf. Proposition 2.1). We deduce that for any presence
density g = g(x, v) we have∫

R3

∫
R3

Q(g)c(x, v) dvdx =

∫
R3

(∫
R3

QFPL(g(x, ·))(v)c(x, v) dv

)
dx = 0

saying that c = ln f is an invariant of Q.
For checking (c) =⇒ (b), we take g = ec = f .

Remark 4.1

1. The previous arguments show that the presence density f = f(x, v) is an equi-
librium of the Fokker-Planck-Landau operator iff for any x ∈ R3 there are
n(x), u(x), θ(x) such that f(x, ·) = Mn(x),u(x),θ(x).

2. A function c = c(x, v) is an invariant of the Fokker-Planck-Landau operator iff
for any x ∈ R3, c(x, ·) is a linear combination (with coefficients depending on x)
of 1, v, |v|2/2.

From now on, we work with local in space operators Q verifying the statements in
Theorem 4.1, whose equilibria are the Maxwellian Mn(x),u(x),θ(x)(v), n ≥ 0, θ > 0. We
have noticed that the derivation of the fluid limit, in the gyro-kinetic framework relies
essentially on the identification of the equilibria and invariants of the average collision
kernel. We will concentrate on how the properties of a collision operator propagate to
its average version. For example, if Q is local in space, then 〈Q〉 is local with respect
to the parallel space coordinate. This is a consequence of the fact that x3 is the only
space coordinate which is left invariant by the flow Z = (X ,V). It is not the case of
the perpendicular space coordinates. Actually only the Larmor center is left invariant
by this flow

X (t;x, v) +
⊥V(t;x, v)

ω
= x+

⊥v

ω
.
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Proposition 4.1 Let Q be a local in space operator. Then the average operator

〈Q〉 (F ) =
1

Tc

∫ Tc

0

Q(F−t)t dt

is local with respect to X3.

Proof. Let F = F (X, V ), G = G(X, V ) be two presence densities such that for some
X?

3 ∈ R we have
F (X,X?

3 , V ) = G(X,X?
3 , V ), (X,V ) ∈ R5.

As X3(−t;x,X?
3 , v) = X?

3 , we have for any t ∈ R, (x, v) ∈ R5

F−t(x,X
?
3 , v) = F (Z(−t;x,X?

3 , v)) = G(Z(−t;x,X?
3 , v)) = G−t(x,X

?
3 , v).

In particular
F−t(x,X

?
3 , ·) = G−t(x,X

?
3 , ·), t ∈ R, x ∈ R2

and since Q is local in space, we deduce that

Q(F−t)(x,X
?
3 , ·) = Q(G−t)(x,X

?
3 , ·), t ∈ R, x ∈ R2

saying that
Q(F−t)(·, ·, X?

3 , ·) = Q(G−t)(·, ·, X?
3 , ·), t ∈ R.

Using one more time the invariance of the parallel space coordinate along the flow
Z = (X ,V), we obtain

〈Q〉 (F )(X,X?
3 , V ) =

1

Tc

∫ Tc

0

Q(F−t)(Z(t;X,X?
3 , V )) dt

=
1

Tc

∫ Tc

0

Q(G−t)(Z(t;X,X?
3 , V )) dt

= 〈Q〉 (G)(X,X?
3 , V ).

The properties mentionned in Theorem 4.1 allow us to characterize the equilibria and
invariants of the average collision kernel.

Proposition 4.2 Let Q be an operator verifying the statements 1. and 2. of Theorem
4.1.

1. A presence density F = F (X, V ) is an equilibrium of 〈Q〉 iff for any t ∈ R the
presence density F−t is an equilibrium of Q.

2. A function C = C(X, V ) is an invariant of 〈Q〉 iff for any t ∈ R, the function
C−t is an invariant of Q.

Proof.
1. Obviously, if F is such that Q(F−t) = 0, t ∈ R, then

〈Q〉 (F ) =
1

Tc

∫ Tc

0

Q(F−t)t dt = 0.

13



Conversely, let F = F (X, V ) be an equilibrium of 〈Q〉. We deduce that

0 =

∫
R3

∫
R3

〈Q〉 (F ) lnF (X, V ) dV dX =

∫
R3

∫
R3

1

Tc

∫ Tc

0

Q(F−t)t dt lnF dV dX

=
1

Tc

∫ Tc

0

∫
R3

∫
R3

Q(F−t)t lnF dV dX dt

=
1

Tc

∫ Tc

0

∫
R3

∫
R3

Q(F−t) lnF−t dvdx dt.

Notice that for any t ∈ R we have cf. (19)∫
R3

∫
R3

Q(F−t) lnF−t dvdx ≤ 0

and therefore ∫
R3

∫
R3

Q(F−t) lnF−t dvdx = 0, t ∈ R.

We deduce that Q(F−t) = 0 for any t ∈ R (we use the implication (b) =⇒ (a) in the
second statement of Theorem 4.1).
2. Let C = C(X, V ) be a function such that C−t is an invariant of Q for any t ∈ R.
Then for any presence density G = G(X, V ) we have∫

R3

∫
R3

〈Q〉 (G)C(X, V ) dV dX =

∫
R3

∫
R3

1

Tc

∫ Tc

0

Q(G−t)t dt C(X, V ) dV dX

=
1

Tc

∫ Tc

0

∫
R3

∫
R3

Q(G−t)tC(X, V ) dV dX dt

=
1

Tc

∫ Tc

0

∫
R3

∫
R3

Q(G−t)C−t dvdx︸ ︷︷ ︸
=0

dt = 0.

Conversely, let C = C(X, V ) be an invariant of 〈Q〉, that is∫
R3

∫
R3

〈Q〉 (G)C(X, V ) dV dX = 0

for any presence density G = G(X, V ). Taking G = eC we obtain

0 =

∫
R3

∫
R3

〈Q〉 (eC)C(X, V ) dV dX

=

∫
R3

∫
R3

1

Tc

∫ Tc

0

Q((eC)−t)t dt C(X, V ) dV dX

=
1

Tc

∫ Tc

0

∫
R3

∫
R3

Q(eC−t)tC(X, V ) dV dX dt

=
1

Tc

∫ Tc

0

∫
R3

∫
R3

Q(eC−t)C−t dvdx dt.

As before, combining to the inequalities∫
R3

∫
R3

Q(eC−t)C−t dvdx ≤ 0, t ∈ R
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we deduce that ∫
R3

∫
R3

Q(eC−t)C−t dvdx = 0, t ∈ R

saying that C−t = ln eC−t is an invariant of Q for any t ∈ R (we have used the
implication (b) =⇒ (c) in the second statement of Theorem 4.1).

Remark 4.2
As for the operator Q, a presence density F = F (X, V ) is an equilibrium of 〈Q〉 iff
C = lnF is an invariant of 〈Q〉. Indeed, a presence density F is an equilibrium of 〈Q〉
⇐⇒ F−t is an equilibrium of Q for any t ∈ R ⇐⇒ lnF−t is an invariant of Q for any
t ∈ R ⇐⇒ lnF is an invariant of 〈Q〉.

In order to identify the invariants of 〈Q〉, we need the following lemma.

Lemma 4.1 Let Q be an operator verifying the statements 1. and 2. of Theorem 4.1.
Let C = C(X, V ) be an invariant of 〈Q〉. Then b · ∇ZC is also an invariant of 〈Q〉.
Moreover b · ∇Z(b · ∇ZC), b · ∇Z(b · ∇Z(b · ∇ZC)), ... are invariants of 〈Q〉.

Proof. We know that Ct is an invariant of Q for any t ∈ R. By linearity, we deduce
that (Ct+h−Ct)/h is an invariant of Q for any t ∈ R, h 6= 0. Passing to the limit when
h → 0, one gets that (b · ∇ZC)t is an invariant of Q for any t ∈ R. By the second
statement of Proposition 4.2, it follows that b · ∇ZC is an invariant of 〈Q〉.
We notice the following properties of the average kernel.

Proposition 4.3 Let Q be an operator verifying the statements 1. and 2. of Theorem
4.1, and whose equilibria are the Maxwellians.

1. Let α = α(X3) be a function. If C = C(X, V ) is an invariant of 〈Q〉, then αC is
also an invariant of 〈Q〉.

2. Let C = C(X, V ) be an invariant of 〈Q〉. Then for any presence density G =
G(X, V ), we have∫

R2

∫
R3

〈Q〉 (G)C(X, V ) dV dX = 0, X3 ∈ R.

3. Assume also that the operator Q is local in space, and homogeneous of degre d
(Q(λf) = λdQ(f) for any presence density f = f(x, v) and any λ ∈ R+). Then
for any presence density F = F (X, V ) and function α = α(X3) ≥ 0, we have
〈Q〉 (αF ) = αd 〈Q〉 (F ) and∫

R2

∫
R3

〈Q〉 (F ) lnF dV dX ≤ 0, X3 ∈ R. (21)

Proof.
1. Let C = C(X, V ) be an invariant of 〈Q〉. By Proposition 4.2 we know that C−t is an
invariant of Q, for any t ∈ R. For any function α = α(X3), we have α−t = α, implying
that (αC)−t = αC−t. Since C−t is a linear combination of 1, v, |v|2/2, with coefficients
depending on x, the same occurs for αC−t. Therefore (αC)−t is an invariant of Q for
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any t ∈ R, saying that αC is an invariant of 〈Q〉, cf. Proposition 4.2.
2. Let G = G(X, V ) be a presence density. For any continuous, compactly supported
function α = α(X3), we know that αC is an invariant of 〈Q〉 and thus

0 =

∫
R3

∫
R3

〈Q〉 (G)α(X3)C dV dX =

∫
R
α(X3)

(∫
R2

∫
R3

〈Q〉 (G)C dV dX

)
dX3

saying that ∫
R2

∫
R3

〈Q〉 (G)C(X, V ) dV dX = 0, X3 ∈ R.

3. Let us consider X?
3 ∈ R and α? = α(X?

3 ) ≥ 0. The traces of the presence densities
αF and α?F coincide at X3 = X?

3 . As Q is local in space, we deduce by Proposition
4.1 that 〈Q〉 is local with respect to the parallel space coordinate, implying that the
traces of 〈Q〉 (αF ) and 〈Q〉 (α?F ) coincide at X3 = X?

3 . Thanks to the homogeneity of
Q we have

〈Q〉 (α?F ) =
1

Tc

∫ Tc

0

Q(α?F−t)t dt

=
1

Tc

∫ Tc

0

(α?)dQ(F−t)t dt

= (α?)d 〈Q〉 (F )

and thus we obtain for any X?
3 ∈ R, (X,V ) ∈ R5

〈Q〉 (αF )(X,X?
3 , V ) = (α?)d 〈Q〉 (F )(X,X?

3 , V ) = (α(X?
3 ))d 〈Q〉 (F )(X,X?

3 , V ).

In particular, if F is an equilibrium of 〈Q〉, then αF is also an equilibrium of 〈Q〉. Let
us establish (21), for any presence density F . Thanks to (19) we deduce∫

R3

∫
R3

lnF (X, V ) 〈Q〉 (F ) dV dX =

∫
R3

∫
R3

lnF (X, V )
1

Tc

∫ Tc

0

Q(F−t)t dt dV dX

=
1

Tc

∫ Tc

0

∫
R3

∫
R3

lnF Q(F−t)t dV dX dt

=
1

Tc

∫ Tc

0

∫
R3

∫
R3

lnF−tQ(F−t) dvdx dt ≤ 0.

For any function α = α(X3) > 0 we have∫
R3

∫
R3

[
lnα 〈Q〉 (αF ) + lnF αd 〈Q〉 (F )

]
dV dX =

∫
R3

∫
R3

ln(αF ) 〈Q〉 (αF ) dV dX ≤ 0.

(22)

As (lnα)−t = lnα is an invariant of Q, for any t ∈ R, we deduce by Proposition 4.2
that lnα is an invariant of 〈Q〉∫

R3

∫
R3

lnα(X3) 〈Q〉 (αF ) dV dX = 0.
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Therefore (22) becomes∫
R
α(X3)

d

∫
R2

∫
R3

lnF 〈Q〉 (F ) dV dX dX3 ≤ 0

implying that ∫
R2

∫
R3

lnF 〈Q〉 (F ) dV dX ≤ 0, X3 ∈ R.

Remark 4.3 The Fokker-Planck-Landau operator is homogeneous of degree 2.

In the sequel we determine explicitly the invariants of 〈Q〉.

Proposition 4.4 Let Q be an operator verifying the statements 1. and 2. of Theorem
4.1, whose equilibria are the Maxwellians. Let C be an invariant of 〈Q〉. In particular
we know by Proposition 4.2 that C is an invariant of Q and therefore there are two
functions α = α(X), γ = γ(X) and a vector field β = β(X) such that

C(X, V ) = α(X)
|V |2

2
+ β(X) · V + γ(X), (X, V ) ∈ R3 × R3.

1. The functions α and β3 depend only on the parallel space coordinate.

2. There are a function δ = δ(X3) and a vector field ζ = ζ(X3) such that

β(X) = δ(X3)
⊥X + ζ(X3), X ∈ R3.

3. There are a function η = η(X3) and a vector field ζ̃ = ζ̃(X3) such that

γ(X) = η(X3) + [ζ̃(X3) + ω ⊥ζ(X3)] ·X − ωδ(X3)
|X|2

2
, X ∈ R3.

4. For any fixed X3 ∈ R, C(·, ·, X3, ·, ·, ·) is a linear combination of

1, X +
⊥V

ω
, V,

|V |2

2
,

∣∣∣∣X +
⊥V

ω

∣∣∣∣2 − |V |2ω2

whose coefficients depend on X3. Conversely, any linear combination of this kind
is an invariant of 〈Q〉.

Proof.
1. By Lemma 4.1 we deduce that b · ∇X,VC is an invariant of 〈Q〉, and thus of Q,
cf. Proposition 4.2. There are two functions α̃ = α̃(X), γ̃ = γ̃(X) and a vector field
β̃ = β̃(X) such that

b · ∇X,VC = α̃(X)
|V |2

2
+ β̃ · V + γ̃(X), (X, V ) ∈ R3 × R3

implying that

(V ·∇Xα)
|V |2

2
+(V ·∇X)β ·V +ωβ(X) · ⊥V +V ·∇Xγ = α̃(X)

|V |2

2
+ β̃(X) ·V + γ̃(X)
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or equivalently
V · ∇Xα = 0 (23)

(V · ∇X)β · V = α̃(X)
|V |2

2
(24)

−ω ⊥β +∇Xγ = β̃, β̃3 = 0 (25)

γ̃ = 0.

The equality (23) implies that the function α depends only on X3. We established
that the coefficient of the term |V |2/2 in any invariant of 〈Q〉 depends only on X3. As
b ·∇X,VC is also an invariant of 〈Q〉, we deduce that α̃ depends only on X3. By taking
V = t(0, 0, 1) in (24) we obtain α̃ = 0, implying that

( (V · ∇X)β ) · V + (V · ∇Xβ3)V3 = 0, V ∈ R2, V3 ∈ R.

Therefore ∇Xβ3 = 0 and the matrix ∂Xβ is anti-symmetric

∂X1β1 = 0, ∂X1β2 + ∂X2β1 = 0, ∂X2β2 = 0.

2. It is easily seen that

∇X∂X1β2 = t(∂2X1
β2, ∂X2∂X1β2) = t(−∂X1∂X2β1, ∂X2∂X1β2)

= t(−∂X2∂X1β1, ∂X1∂X2β2) = t(0, 0)

and therefore, there is a function δ = δ(X3) such that

∂X2β1 = −∂X1β2 = δ(X3).

Notice that

∇X(β1 −X2δ(X3)) = t(∂X1β1, ∂X2β1 − δ(X3)) = t(0, 0)

∇X(β2 +X1δ(X3)) = t(∂X1β2 + δ(X3), ∂X2β2) = t(0, 0)

implying that there is a vector field ζ = ζ(X3) such that

β(X) = δ(X3)
⊥X + ζ(X3).

As b · ∇X,VC is also an invariant of 〈Q〉, there are a function δ̃ = δ̃(X3) and a vector

field ζ̃ = ζ̃(X3) such that

β̃(X) = δ̃(X3)
⊥X + ζ̃(X3).

3. In order to determine the function γ we appeal to (25)

ω[δ(X3)
⊥X + ζ(X3)] + ⊥∇Xγ = ωβ + ⊥∇Xγ = ⊥β̃ = −δ̃(X3)X +⊥ ζ̃(X3).

By taking the divergence with respect to X, we obtain the compatibility condition
δ̃ = 0 and

∇Xγ = ζ̃(X3) + ω[ ⊥ζ(X3)− δ(X3)X].
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Therefore there is a function η = η(X3) such that

γ(X) = η(X3) + [ζ̃(X3) + ω ⊥ζ(X3)] ·X − ωδ(X3)
|X|2

2
.

4. Combining the previous three statements, we deduce that

C(X, V ) = α(X3)
|V |2

2
+ β3(X3)V3 + [δ(X3)

⊥X + ζ(X3)] · V + η(X3) (26)

+ [ζ̃(X3) + ω ⊥ζ(X3)] ·X − ωδ(X3)
|X|2

2

= η(X3) + [ζ̃(X3) + ω ⊥ζ(X3)] ·
(
X +

⊥V

ω

)
+ ⊥ζ̃(X3) ·

V

ω
+ β3(X3)V3

+ α(X3)
|V |2

2
− ωδ(X3)

2

(∣∣∣∣X +
⊥V

ω

∣∣∣∣2 − |V |2ω2

)
.

Conversely, we claim that any function given by (26) is an invariant of 〈Q〉. Obviously,
the functions η(X3), β3(X3)V3,

[ζ̃(X3) + ω ⊥ζ(X3)] ·
(
X +

⊥V

ω

)
, α(X3)

|V |2

2
, ω

δ(X3)

2

(∣∣∣∣X +
⊥V

ω

∣∣∣∣2 − |V |2ω2

)

are invariants of Q, and are also left invariant by the flow of b · ∇X,V . By Proposition
4.2 we deduce that all the above expressions are invariants of 〈Q〉. It remains to justify

that ⊥ζ̃(X3) · V is also an invariant of 〈Q〉. For any t ∈ R, the function(
⊥ζ̃(X3) · V

)
−t

= ⊥ζ̃(X3) · R(ωt)V

is an invariant of Q, and thus ⊥ζ̃(X3) · V is an invariant of 〈Q〉, cf. Proposition 4.2.

Once that the invariants of 〈Q〉 have been identified, the equilibria of 〈Q〉 follow
thanks to Remark 4.2. Any equilibrium of 〈Q〉 writes F (X, V ) = eC(X,V ), where C is
an invariant of 〈Q〉. Therefore, for any fixed X3 ∈ R, lnF (·, ·, X3, ·, ·, ·) has the form
(26).
For any dimension N and temperature T > 0, we denote by MN

T the Maxwellian

MN
T (w) =

1

(2πT )N/2
exp

(
−|w|

2

2T

)
, w ∈ RN .

For simplicity, we will write MT (w), the dimension of the phase space being that of
the Maxwellian argument.

Proposition 4.5 Let Q be an operator verifying the statements 1. and 2. of Theorem
4.1, whose equilibria are the Maxwellians. Let F = F (X, V ) > 0 be an equilibrium of
〈Q〉 such that the following moments are well defined∫

R2

∫
R3

F

{
1, V, ωX +⊥ V ,

|V |2

2
,
|ωX +⊥ V |2 − |V |2

2

}
dV dX, X3 ∈ R.
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Then there are n = n(X3) : R → R+, θ = θ(X3) : R → R+, µ = µ(X3) : R → R+,
U = U(X3) : R→ R3 and Y = Y (X3) : R→ R2 verifying n > 0, µ > θ > 0 such that

F (X, V ) = ω2n(X3)M µθ
µ−θ

(V − U)Mθ(V3 − U3)Mµ(ωX + ⊥V − Y ).

The functions n > 0, µ > θ > 0 and the vector fields U, Y are uniquely determined by∫
R2

∫
R3

F (X, V ) dV dX = n(X3),

∫
R2

∫
R3

F (X, V )V dV dX = n(X3)U(X3)∫
R2

∫
R3

F (X, V ) (ωX + ⊥V ) dV dX = n(X3)Y (X3)∫
R2

∫
R3

F (X, V )
|V − U |2

2
dV dX = n(X3)

(
µθ

µ− θ
+
θ

2

)
∫
R2

∫
R3

F (X, V )
|ωX + ⊥V − Y |2 − |V − U |2

2
dV dX = n(X3)

(
µ− µθ

µ− θ

)
.

Proof. By Proposition 4.4, up to a factor (depending on X3), the equilibrium F writes

exp

(
−|V − u(X3)|2

2θ(X3)

)
exp

(
−|ωX + ⊥V − Y (X3)|2 − |V |2

2µ(X3)

)

= exp

(
−
|V − µ

µ−θu(X3)|2

2 µθ
µ−θ

+
|u(X3)|2

2(µ− θ)

)
exp

(
−(V3 − u3(X3))

2

2θ(X3)

)

× exp

(
−|ωX + ⊥V − Y (X3)|2

2µ(X3)

)
and thus

F (X, V ) = ω2n(X3)M µθ
µ−θ

(V − µ

µ− θ
u)Mθ(V3 − u3)Mµ(ωX + ⊥V − Y ).

By introducing the notation U = ( µ
µ−θu, u3), we obtain

F (X, V ) = ω2n(X3)M µθ
µ−θ

(V − U)Mθ(V3 − U3)Mµ(ωX + ⊥V − Y ).

It is easily seen that∫
R2

∫
R3

F dV dX = n

∫
R3

M µθ
µ−θ

(V − U)Mθ(V3 − U3)

∫
R2

Mµ(ωX + ⊥V − Y ) d(ωX) dV

= n

∫
R2

M µθ
µ−θ

(V − U) dV

∫
R
Mθ(V3 − U3) dV3 = n

and∫
R2

∫
R3

FV dV dX = n

∫
R3

M µθ
µ−θ

(V − U)Mθ(V3 − U3)V

∫
R2

Mµ(ωX + ⊥V − Y ) d(ωX) dV

= n(X3)U(X3)

20



∫
R2

∫
R3

FV3 dV dX = n(X3)U3(X3),

∫
R2

∫
R3

F (ωX + ⊥V ) dV dX = n(X3)Y (X3).

We concentrate now on the quadratic moments. Thanks to the formula∫
RN
MN

T (w)
|w|2

2
dw =

N

2
T

we obtain∫
R2

∫
R3

F
|V − U |2

2
dV dX =

∫
R2

∫
R3

F
|V − U |2

2
dV dX +

∫
R2

∫
R3

F
(V3 − U3)

2

2
dV dX

= n

∫
R2

M µθ
µ−θ

(V − U)
|V − U |2

2
dV +

∫
R
Mθ(V3 − U3)

(V3 − U3)
2

2
dV3

= n(X3)

(
µθ

µ− θ
+
θ

2

)
and ∫

R2

∫
R3

F (X, V )
|ωX + ⊥V − Y |2 − |V − U |2

2
dV dX = n(X3)

(
µ− µθ

µ− θ

)
.

The concentration n(X3), the velocity U(X3) and the Larmor center Y (X3)/ω express
easily in terms of the moments

∫
R2

∫
R3 F{1, V, ωX+⊥V } dV dX. It remains to determine

θ, µ thanks to

nK =

∫
R2

∫
R3

F
|V − U |2

2
dV dX, nG =

∫
R2

∫
R3

F
|ωX +⊥ V − Y |2 − |V − U |2

2
dV dX.

Notice that we have

n(X3)(K(X3)+G(X3)) =

∫
R2

∫
R3

F
|ωX +⊥ V − Y |2 + (V3 − U3)

2

2
dV dX > 0, X3 ∈ R.

We have to solve the system

µθ

µ− θ
+
θ

2
= K, µ− µθ

µ− θ
= G.

We search for ν := µ
θ
> 1 verifying

G

K
=
µ− µθ

µ−θ
µθ
µ−θ + θ

2

=
ν − ν

ν−1
ν
ν−1 + 1

2

= 2ν
ν − 2

3ν − 1

or equivalently

2(ν − 1)2 − 3S(ν − 1)− 2(S + 1) = 0, S =
G

K
> −1.

The only solution ν > 1 is ν = 1 +
3S+
√

9S2+16(S+1)

4
. Combining to the relation θ

2
+µ =

K +G, we obtain

θ =
K +G
1
2

+ ν
> 0, µ = νθ = ν

K +G
1
2

+ ν
> θ > 0.
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5 The Euler gyro-kinetic equations

We are ready to write the fluid model corresponding to the limit system (5), when
τ ↘ 0. Clearly we have

(ϕ(t)a(t))(X, V ) = ∂Z(−t;Z(t;X, V ))a(t,Z(t;X, V ))

= V3∂X3 + (I2 −R(ωt))
⊥E

B
(t,X (t;X, V )) · ∇X

+
q

m
R(ωt)E(t,X (t;X, V )) · ∇V +

q

m
E3(t,X (t;X, V ))∂V3

and thus the average with respect to the fast dynamics writes

〈a(t)〉 (X, V ) =
1

Tc

∫ Tc

0

(ϕ(s)a(t))(X, V ) ds

=
1

Tc

∫ Tc

0

t

(
(I2 −R(ωs))

⊥E

B
(t,X (s;X, V )), V3,

q

m
(R(ωs)E,E3)(t,X (s;X, V ))

)
ds.

For simplicity we assume that at any time t the electric field E(t) is uniform (the
arguments apply as well for non uniform electric fields, but the computations are more
complicated and involve additional terms). In this case, the average vector field simply
writes

〈a(t)〉 (X, V ) · ∇X,V =
⊥E(t)

B
· ∇X + V3∂X3 +

q

m
E3(t)∂V3

and the equation (5) becomes

∂tF
τ +

⊥E(t)

B
·∇XF

τ +V3∂X3F
τ +

q

m
E3(t)∂V3F

τ = 〈Q〉 (F τ ), (t,X, V ) ∈ R+×R3×R3.

At any time t, the limit presence density F (t, ·, ·) = limτ↘0 F
τ (t, ·, ·) is an equilibrium

of 〈Q〉, and therefore there are n(t,X3), θ(t,X3), µ(t,X3), U(t,X3), Y (t,X3) such that

F (t,X, V ) = ω2n(t,X3)M µθ
µ−θ

(V − U)Mθ(V3 − U3)Mµ(ωX + ⊥V − Y ).

Recall that for any invariant of 〈Q〉 we have, thanks to Proposition 4.3∫
R2

∫
R3

〈Q〉 (G)C(X, V ) dV dX = 0, X3 ∈ R

for any presence density G = G(X, V ). We deduce that the limit presence density
satisfies

∂t

∫
R2

∫
R3

F (t,X, V )C(X, V ) dV dX + ∂X3

∫
R2

∫
R3

V3F (t,X, V )C(X, V ) dV dX

−
∫
R2

∫
R3

⊥E(t)

B
· ∇XC F (t,X, V ) dV dX −

∫
R2

∫
R3

q

m
E3(t)∂V3C F (t,X, V ) dV dX = 0

for any invariant C. We are done if we consider the invariants

1, V, ωX +⊥ V , |V |2/2, (|ωX +⊥ V |2 − |V |2)/2.

We justify the fluid model stated in Theorem 1.1.
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Proof. (of Theorem 1.1)
The continuity equation follows by using the invariant C = 1

∂t

∫
R2

∫
R3

F dV dX + ∂X3

∫
R2

∫
R3

V3F dV dX = ∂tn+ ∂X3(nU3) = 0.

In order to use the invariants V and ωX +⊥ V , we need to compute the moments of
V3V and V3(ωX +⊥ V ). We obtain∫

R2

∫
R3

FV3V dV dX =

∫
R2

∫
R3

F (V3V , 0) dV dX +

∫
R2

∫
R3

F (0, 0, (V3)
2) dV dX

= n(U3U, 0) + n(0, 0, θ + U2
3 ) = n[U3U + (0, 0, θ)]∫

R2

∫
R3

FV3(ωX + ⊥V ) dV dX = nU3Y

implying the balances for the momentum and the Larmor center

∂t

∫
R2

∫
R3

FV dV dX + ∂X3

∫
R2

∫
R3

FV3V dV dX = ∂t(nU) + ∂X3(nU3U + n t(0, 0, θ))

= t(0, 0,
q

m
E3(t)n)

∂t

∫
R2

∫
R3

F (ωX + ⊥V ) dV dX + ∂X3

∫
R2

∫
R3

FV3(ωX + ⊥V ) dV dX = ∂t(nY ) + ∂X3(nU3Y )

=
q

m
⊥E(t)n.

We compute now the moments of the invariants |V |2/2, (|ωX +⊥ V |2 − |V |2)/2∫
R2

∫
R3

F
|V |2

2
dV dX =

∫
R2

∫
R3

F
|V − U |2

2
dV dX +

∫
R2

∫
R3

F
|U |2

2
dV dX

= n

(
µθ

µ− θ
+
θ

2
+
|U |2

2

)
and ∫

R2

∫
R3

F
|ωX + ⊥V |2 − |V |2

2
dV dX

=

∫
R2

∫
R3

F
|ωX + ⊥V − Y |2 + |Y |2 − |V − U |2 − |U |2

2
dV dX

= n

(
µ+
|Y |2

2
− µθ

µ− θ
− |U |

2

2

)
.
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The corresponding fluxes are given by∫
R2

∫
R3

FV3
|V |2

2
dV dX =

∫
R2

∫
R3

FV3
|V |2

2
dV dX +

∫
R2

∫
R3

FV3
V 2
3

2
dV dX

= nU3

∫
R2

M µθ
µ−θ

(V − U)
|V |2

2
dV + n

∫
R
Mθ(V3 − U3)V3

V 2
3

2
dV3

= nU3

(
µθ

µ− θ
+
|U |2

2

)
+ nU3

(
θ

2
+
U2
3

2

)

+ n

∫
R
Mθ(V3 − U3) (V3 − U3)

(V3 − U3 + U3)
2

2
dV3

= nU3

(
µθ

µ− θ
+

3θ

2
+
|U |2

2

)
and ∫

R2

∫
R3

FV3
|ωX + ⊥V |2 − |V |2

2
dV dX = nU3

(
µ− µθ

µ− θ
+
|Y |2

2
− |U |

2

2

)
.

We obtain the equations

∂t

∫
R2

∫
R3

F
|V |2

2
dV dX + ∂X3

∫
R2

∫
R3

FV3
|V |2

2
dV dX

= ∂t

[
n

(
µθ

µ− θ
+
θ

2
+
|U |2

2

)]
+ ∂X3

[
nU3

(
µθ

µ− θ
+

3θ

2
+
|U |2

2

)]
=

q

m
E3(t)U3n

and

∂t

∫
R2

∫
R3

F
|ωX + ⊥V |2 − |V |2

2
dV dX + ∂X3

∫
R2

∫
R3

FV3
|ωX + ⊥V |2 − |V |2

2
dV dX

= ∂t

[
n

(
µ+
|Y |2

2
− µθ

µ− θ
− |U |

2

2

)]
+ ∂X3

[
nU3

(
µ+
|Y |2

2
− µθ

µ− θ
− |U |

2

2

)]
=

q

m
⊥E(t) · Y n.

It remains to establish the inequality (7). Multiplying (5) by (1 + lnF τ ), integrating
with respect to (X,V ), using (21) and passing to the limit for τ ↘ 0, lead to

∂t

∫
R2

∫
R3

F lnF dV dX + ∂X3

∫
R2

∫
R3

FV3 lnF dV dX ≤ 0.

Taking into account that

lnF = ln
ω2n

(2π)5/2 µ
2θ3/2

µ−θ

− |V − U |
2

2 µθ
µ−θ

− (V3 − U3)
2

2θ
− |ωX + ⊥V − Y |2

2µ
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we obtain ∫
R2

∫
R3

F lnF dV dX = n ln
ω2n

(2π)5/2 µ
2θ3/2

µ−θ

− 5

2
n

and ∫
R2

∫
R3

FV3 lnF dV dX = nU3 ln
ω2n

(2π)5/2 µ
2θ3/2

µ−θ

− 5

2
nU3

implying that

∂t

[
n ln

ω2n

(2π)5/2 µ
2θ3/2

µ−θ

− 5

2
n

]
+ ∂X3

[
nU3 ln

ω2n

(2π)5/2 µ
2θ3/2

µ−θ

− 5

2
nU3

]
≤ 0.

Combining to the continuity equation (6), one gets

∂t

(
n ln

n
µ2θ3/2

µ−θ

)
+ ∂X3

(
nU3 ln

n
µ2θ3/2

µ−θ

)
≤ 0, (t,X3) ∈ R+ × R.
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