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Abstract

In this article a clustering algorithm, allowingettautomatic
detection of speakers’ register changes, is predefogether
with automatic detection of pause duration, it flagwn to be
efficient for the automatic detection and predictiof topic
changes. The need to take into account other psessrsuch
as tempo and intensity, in the framework of Linear
Discriminant Analysis, is proposed in order to imye the
identification of the topic structure of discourse.

Index Terms: register variations, pause duration, topic
changes, automatic detection and prediction.

1. Introduction

In this article, a clustering algorithm is presehtevhich
allows the automatic detection of a speaker’s changf
register. Developed to be implemented in the auticneading
of intonation models, it has been used, togeth#r automatic
detection of pause duration, to detect and prethgtic
changes automatically.

We assume that two types of fundamental frequertiems
need to be distinguished: on the one hand, locthpi
characteristics corresponding to changes in thexgbgical
representation of intonation and, on the other handre
global pitch changes determined by variations igister as
defined by key (or level) and span (or range). Assg that a
speaker's register may vary, especially when airadyz
spontaneous speech, and that these variations orayey
linguistic, extra-linguistic as well as para-lingtic functions,
will certainly improve the (automatic) descriptiof
intonation patterns.

More particularly, register is reported to throwhi on the
informational organisation of discourse structuréhe
information weight carried by the discourse elenwrhpared
to its preceding or following neighbour as well #se
hierarchical dimension and relational organisatbtinguistic
units. Discourse units are more or less glued tmget
depending on their semantic/pragmatic relationassto form
a coherent whole. It has been shown, for examplenany
languages, that the first sentences of paragraph®ading
tasks are uttered with higher register than seetendthin the
paragraph, a pitch reset mostly explained by thmdiiction
of a new topic ([1], [2], [3]., [4], [5], [6]. [7].8]). Authors
also report a declination or downtrend throughohe t
paragraph, the last sentences being realized iowaand
compressed register ([3], [9], [10], [11], [12]3]). It appears
in fact that the higher an element is connectetthéntext or in
the discourse structure, the higher the registéd]([15]).
Register expansion is therefore associated with eiésn
carrying new (or relevant) information, indicatingpic
change and usually positioned at the beginning haf t
structure. Register lowering is used for topic aouity, where
elements within the lowering convey the same infatian.
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Register compression is found at the end of a tdisicussed,
hence found in final parts of the discourse. Withou
expectation then, sub-topics and parenthetical cemsnare
reported to be associated with a compressed re¢i$6]).
Consequently, according to what has been found & th
literature, we expect the clustering algorithm tetedt a
register reset at the beginning of a discoursettre or at the
beginning of a new discussed issue, separatinge theits
from the preceding ones in the clustering structiive also
suppose that the algorithm may detect a declinatiend
throughout the discussed issue, specifically atetheé of the
discourse structure, grouping together the unitat thre
semantically linked. This last point which is cuntlg under
investigation, it will not be presented in thisielg. Such a
function-oriented approach confronted with acoudtita may
indeed allow the automatic extraction and predictiof
functional information, hence contributing to thet@matic
mapping of prosodic form and function for speedttisgsis.

2. Corpora

Four corpora were used in this study:

PAC (Phonologie de I’Anglais Contemporain, [36]) — Aaio
of 30 minutes of newspaper article-like readingsenselected
from the PAC (5 female and 3 male speakers from Héont
England; Lancashire, Greater Manchester and West
Yorkshire).

AIX-MARSEC ([17]) — A total of 54 minutes of recording
(15 female and 39 male speakers of standard Bikigilish)
were selected from the AIX-MARSEC corpus. Mainly
prepared monologues, the recordings correspond to
commentaries, new broadcasts, lectures, religisaadzasts,
magazine-style reporting, fiction, poetry, dialoguend
propaganda.

PFC (Phonologie du Frangais Contemporain, [1-8]} total

of 80 minutes of recording (6 female and 4 maleakpes of
regional French - Marseille) were selected from ®ieC
corpus. The recordings, being of three differemiaging styles
consist of newspaper article-like readings as wsllguided
and spontaneous conversations.

CID (Corpus of Interactional Data, [19} A total of 30
minutes of dialogue recording in a sound-proof ro@n
female and 3 male speakers of regional French séil&)
were selected from the CID corpus.

3. Measuring speakers’ register

Detecting variations in speakers’ register implasfirst the
efficient detection of their global shape, i.e.ithglobal key
and span. Many studies have used median or meao fO
express register key and the difference betweeretitreme
values or the standard deviation to express its 28], [21],
[22], [23], [24], [25], [26]). However, since fo thetion is
very sensitive to microprosodic effects and octaveors,
hence resulting in very error-prone results, mampars have



chosen, instead of the extrema, to limit their rmeasto
quantiles, the difference between thd'9nd 18 quantiles or
the 93" and the B quantiles for example ([27], [28]).
Therefore, an experiment was conducted ([29]) &b wehich
quantiles give the best estimate of a speaker’sterg First,
manual annotation of maximum and minimum pitchtrod
AIX-MARSEC and PFC speakers were made from the editor
window of the objects Sound and Pitch (the scalegoe
adapted for each speaker's voice), thus dismissing
microprosodic effects and octave errors in theyaisl then, a
comparative study of different quantiles (from d6%95) was
carried out to estimate which were best correlatigd manual
estimate of pitch extrema. In [30], the formula@&5¥q75 and
0.75*q25 were taken to give best estimations okftrema
while implemented as ceiling and floor (with +/- H2) in the
MOMEL-INTSINT algorithm ([31], [32]). New investigan
showed that 965*1.90 and 35*0.72 slightly improthe
estimation of these extrema.

Comparing the detection of the manually annotatadema
(MMIN, MMAX; serving as reference) to the extremalues

as obtained with the defined formulae (MIN35; MAXGhd

to the extrema values as obtained in Praat (MINPRAAT
MAXPRAAT; i.e. by using the default floor of 75 areiling

of 600 and then the functions Get minimum... and Ge
maximum...), it appears that the algorithm greattyproves
the detection of speakers’ register key and spayu(€s1&2).
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Figure 1:Graphic representation of MMIN (given in
Hertz) as compared to MINPRAAT and MIN35 as
obtained from the PFC corpus (27 files selected).
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Figure 2:Graphic representation of MMAX (given in
Hertz) as compared to MAXPRAAT and MAX65 as
obtained from the PFC corpus (27 files selected).

4. Automatic detection of variations in
register key and span

In [33], an improved version of our clustering aigfum,
allowing the automatic detection of register vaoias, was
proposed. First, the algorithm (1) recursively mshi the
Euclidian distance between two consecutive tondisun a
space defined by key and span parameters (norrdaléaes),
and (2) calculates the difference between two curtse
units for key and span separately. Key is calcdlatehertz
then normalized with a logarithmic transformatid®pan is
calculated in semitones, thus normalized too. Tdvendilae

used in the calculation of the differences in key span
(DIFFKEY, DIFFSPAN) are given in (f1) and (f2).

(f1) sqrt(log2(median_unit)log2(median_pdent))"2

(f2) sgrt(log2(max/min_unit)—-log2(max/mirrepUnit))2
Then, after obtaining consecutive differences betwanits,
the clustering algorithm groups the units togeteording to
their difference in key and span. The smaller tifeerénce
between two units, the sooner these units are beahc
together.
The output generated by the algorithm is a binase t
structure in the form of a layered icicle diagrafig(re 3).
This representation allows the definition of therhrchical
structure and relational organisation of tonal siais reflected
by register changes. Groups of units are therefore
distinguished and an analysis of the distance ltvtiee leaf
nodes according to key and span parameters (NDKEY &
NDSPAN) allows boundary strength measurements legtwe
them. The larger the distance, the stronger thendbany
between two groups. On the contrary, a short digtanggests
that two consecutive units belong to the same gafuynits.
The benefit of such an algorithm is that differanits may be
tested and that smaller units may be grouped tegsih as to
indicate which unit may be under investigation,oaihg
“theory-neutral” analyses.
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Figure 3: Extract of a layered icicle diagram
representation as obtained with the algorithm. The
representation suggests that units “Christmas” to
“evangelist” belong to the same group and are
separated from the group of units starting with “if
television”. In fact, the distance between leaf rode
“evangelist” and “if television” indicates the
presence of a strong boundary. The colour scale use
indicates register key for each unit. The darkee th
colour, the higher the key.
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5. Detection and prediction of topic
changes

5.1.Manual annotation of topic changes

To test the relevance of the algorithm, the topiacture of
discourse was annotated in terms of topic chandee T
annotations were made by two labellers (the fishar and a
colleague) on 30 minutes of read speech from 8igmglative
speakers (PAC), 30 minutes of read speech from &@chr
native speakers (PFC), 30 minutes of dialogue fdamglish-
native speakers (AIX-MARSEC), and 30 minutes of dja®
from 6 French-native speakers (CID). Specificallyee levels
of disjuncture between adjacent units were defined,
simplified version of Grosz & Sidner [34] as used-on [14]
and Kong [35]. When a DSPO is indicated between uwits,



it means that these units share the same topictendame
relation to the units that dominate them, hence @BHicates
no discourse unit boundary. DSP1 stands for a tuieically
superior relation between two units, meaning tina @inits
share related purposes, indicating, for examplecaase-
consequence relation or again a clarifying relatibmally,
when two discourse units with no related discoysmoses
or topics side together, a DSP2 boundary is indette
indicate the introduction of a new issue. Howevez,already
assume that further work is needed to refine thanuml
annotation.

5.2.Discourse structure and variations in register
and pause duration

ANOVA analyses, carried out for the four corporapwed a
significant correlation between discourse structure register
changes. The DIFFKEY and NDKEY between two
consecutive units, for DSP1 and DSP2 levels, sigaifly
increases while approaching higher levels of disjure (pval

< 2.2e-16) (Figured), except for the CID data wherdy
DSP2 is reported significant. DIFFSPAN is significaly
correlated with DSP1 and DSP2 levels for the AMpasr
(F(2,3447)=23.98, pval=4.549e-11); it is reportedssl
significant than DIFFKEY for the PFC and the CID cang
(pval= 0.001995 & 0.02847 respectively) and non#igant
for the PAC Corpus (F(2,3003)=0.14,
NDSPAN is highly correlated with DSP2 level (pvdle-16)
while it is not with DSP1 level for the four corpor
(pval>0.441). Thus, key appears as a stable pasantet
indicate topic changes while span may be optioviatiations
in span may be rather seen as marking a speakeck/ement
while telling his/her story. It may be concludedhtttkey and
span parameters may convey different functionsheave: to be
studied separately. Finally, ANOVAs analyses showleat
pause duration is correlated with topic changesl(gv2.2e-
16), longer pauses being inserted before the intthah of a
new issue.
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Figure 4:Boxplots of difference in key depending on theethre
levels of discourse boundary, i.e. DSP0O, DSP1 aB®Das
obtained from the PFC data.

5.3. Predicting topic changes

Having shown that discourse structure is signifian
correlated with register key changes and pausetidorave
investigate in this section the possibility of ugithese two
parameters to predict the temporal location of alisse
structure markers. We consider two classes, thet fir
corresponding to units labelled DSPO (class 1)taedsecond

regrouping the DSP1 and DSP2 markers (class 2). The

training of the binary classifiers is performed the sample,
for which the distribution proportion between tia® classes
is highly asymmetric (e.g. for the PFC, 93% of thats
belong to class 1 and 7% to class 2). The firdsifier takes
as input parameter feature the pause duration, dhatety

preceding the unit under consideration. Training ¢tassifier
allows the definition of a pause duration thresh@dm 0.49s
to 0.79s, depending on the corpus) delimiting the ¢tlasses.
The unit will be classified in class 1 if its feetuvalue is
lower than the threshold and in class 2 otherwikke
evaluation of the classifier is obtained on the @amby
computing the confusion matrix (i.e. the counts abserved
versus predicted classes on the sample). The sairé-
Measure associated with the prediction of discounsekers
(class 2) are given for the four corpora in coluniTablel.

Corpus Pause NDKEY Both Features

PAC 0.321] 0.181 0.325
PFC 0.766 0.298 0.754
AM 0.564 0.305 0.566
CID 0.472 0.232 0.468

pval=0.8634).

Table 1:Scores of F-Measure for the classifiers based on
the pause duration feature (column 2), on the node
distance feature (column 3) and on the combinatibinoth
features (column 4)

The second classifier is based on the registefdéayre. The
relevant quantity considered is herein the weightedie
distance (i.e. the node distance weighted by raiffee in
register key, NDKEY) between units obtained frome th
clustering tree structure. This classifier is lefficient than
the one based on duration pause information as rsHaw
Table 1, column 3.

Because of the low correlation previously obtainedmMeen
the discourse structure and variations in spargister span
feature has been excluded from classifying analyses
Combining both pause and NDKEY features (Tablelyroal
4) reveals that adding register key information ot
improve the prediction power of the classifieraftpears that
pause information only is sufficient to predict imghanges,
specifically for read speech in French.

6. Discussion

Classifiers have shown that pause duration is teefredictor
for topic changes. However, it has to be noticedt tthe
magnitude of the prediction power is corpus-depah¢f@om
0.32 to 0.76). Speakers may use different stragdgiéndicate
a topic change. In reading task for example, wipitise
variations are widely used by French speakerscéise is not
as straightforward for English ones.

Moreover and against all expectations, the additbrkey
feature has been reported as not sufficient enoaigmprove
the prediction power. This may be explained by btita
asymmetry of the class distribution and the supoymaf
pause feature during the merging process. Agaeglsrs may
vary their register key differently or use otheogwdic cues to
signal a topic change such as variations in spgalite and
intensity. It may be therefore interesting to metigese other
prosodic features in the existing classifiers t@riove their
prediction power.

Furthermore, the objective detection of registetiateons as
obtained with the clustering algorithm is correthtaith
manual annotation of topic changes. It may be asduthat
the results obtained are dependant on the subgectiv
annotation. The choice of three levels of structooendary
(DSPO, DSP1 & DSP2) may be questioned and considee
sufficient enough to understand and capture tapénges.
Finally, as the detection is objective, the aldoritmay detect
variations in register key and span that convegmofiinctions



than topic changes (such as focus for example)ctifums

which are not indicated in our annotation and tfozee

annotated with a DSPO boundary if not linked toidop
changes. This may have lowered the prediction pafehe

classifier.

7. Conclusions

If pause duration has been shown to be sufficieough to
predict topic changes, key feature has been repasenot
bringing additional information as was expectedshatistical
analyses. However, the method consisting in usiclgstering
algorithm may be regarded as very promising, ngtabbetter
understand the hierarchical and organisationatttra of the
discourse, ie. how units are embedded in it andefore
improve the (automatic) representation of intormaatterns.
For example, as already mentioned, the algorithiy Ineaused
for the analysis of declination phenomenon. Indeednay
reveal the way declination is captured in phonalabunits
such as the Accentual phrase or the Intonationaldeh
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