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Abstract

The simulation of the impact of small-scale components
on the electrostatic charging of a spacecraft requires the
implementation of new multiscale numerical schemes. For
instance, resolving the solar array interconnects is needed
to accurately simulate the current collection by a satellite
with electric propulsion. We here present an implementa-
tion of the nonlinear patch method in the SPIS simulation
code. This method allows for local mesh refinements by
embedding a local patch in a relatively coarse mesh and iter-
atively solving on the different meshes. The nonlinear patch
method and its SPIS implementation are detailed, and nu-
merical simulations are provided, showing the flexibility
and the efficiency of the proposed method. A simulation
of a complete geostationary telecom satellite with detailed
solar array interconnect is proposed.

1 Introduction

This article presents the implementation of the nonlinear
patch numerical method in the Spacecraft Plasma Interac-
tion Software (SPIS) plasma simulation code. This modern
multiscale scheme allows the SPIS software to simulate
the impact of small-scale spacecraft components on the
surrounding plasma.
Electrical orbit raising (EOR) has been proposed as a

solution to increase payload mass while reducing the cost
of geostationary (GEO) telecommunication missions. How-
ever, the use of high-power hall-effect thrusters in GEO
telecommunication spacecrafts, together with the need for
higher voltages on solar array generators, raise several
concerns about erosion and contamination effects on the
spacecraft. Modelling of the impact of solar arrays on
spacecraft charging has been studied for instance in the
case of the SMART-1 spacecraft [1]. More recently, higher
powers have been proposed for hall effect thrusters, and
the impact on charging has been studied [2]. High densities
of charge exchange (CEX) ions are expected around the
spacecraft, as presented in figure 1, and the collection of
these ions by the spacecraft body and its solar arrays can
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(a) CEX ions

(b) Fast ions

Figure 1: Decimal logarithm of CEX and fast ion densities
(m−3)

lead to serious erosion and contamination effects. Moreover,
solar array interconnects are thought to have an important
impact on this collection, and high voltages could lead to
other effects such as snap-over, which could have an impact
on the effective available power on the spacecraft.
Precise simulation of the plasma near the solar arrays

are required to estimate these effects. To allow efficient
and precise simulations of such small scales compared to
the length of the satellite, we have implemented a modern
multiscale numerical scheme called nonlinear patch method.
This method allows the embedding of local refined meshes
in a larger simulation domain, thus allowing the user to
resolve efficiently small-scale effects in a large simulation.

We here provide a brief description of the nonlinear patch
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method and its implementation in the numerical core of
the SPIS software. We then show a simple simulation of a
negatively-biased interconnect in a plasma with Boltzmann
electrons, compared to a reference simulation. Finally, we
present the simulation of a complete geostationary telecom-
munication spacecraft with Hall effect thrusters and a biased
solar array interconnect embedded in a patch.

2 The Nonlinear Patch Method

The simulation of multiscale plasma can be done with a
traditional finite element method (FEM) Poisson solver, us-
ing a nonuniform mesh with characteristic sizes of elements
spanning several orders of magnitude. This is the method
currently used in the spacecraft Plasma Interaction Soft-
ware (SPIS) to solve local sub-centimeter scales in complete
satellite simulations [3]. When reaching to sub-millimeter
scales, the discrepancies in the size of the elements lead to
an ill-conditioned problem, which can be difficult to solve
accurately. It is of interest to investigate new numerical
methods, such as the patch method, which can avoid this
issue by using multiple meshes to solve each scale of the
simulation.

2.1 Overview

The patch method [4, 5] is a method to solve elliptic multi-
scale problems using multiple grids. It is a flexible domain
decomposition method similar to the Chimera method used
in computational fluid dynamics [6].
The algorithm used in this method is quite straightfor-

ward. The problem is successively solved on a coarse mesh
and on a finer, local mesh called patch to compute correc-
tions added to the complete solution. An extensive analysis
of this method has been carried out in [4], including the
derivation of convergence properties. This algorithm can
be seen as a multiplicative Schwarz domain decomposition
method, without conformity between the meshes. Conver-
gence has been proven, and links between the convergence
rate and the meshes geometry have been established [4] in
the linear case. A more recent variant of the linear patch
method has been proposed in [7] to obtain faster conver-
gence of the method, and the nonlinear adaptation of this
method also provides improved stability.
We adapted this method to solve nonlinear problems

using a first order linearization scheme, as presented in [8].

2.2 Problem Definition and Algorithm

Consider the nonlinear Poisson-Boltzman problem

−∆φ+
en0
ε0

exp

(
e · φ
kT

)
=
ρi
ε0

(1)

on the domain Ω ⊂ Rn. This equation describes the dis-
tribution of the electric potential φ in a plasma where the
electrons have reach equilibirum. Here e is the elementary
charge, ε0 is the vacuum permittivity, k is the Boltzmann
constant, n0 and T are respectively the electron density at

null potential and the temperature of the electrons, and ρi
is the charge density of the ions in the domain.

The weak formulation of equation 1 can be written

〈a(φ) |ϕ〉 = l(ϕ), ∀ϕ ∈ H1
0 (Ω) (2)

Where a is the Poisson-Boltzman operator, and the source
term l is a continuous form on H1

0 (Ω). For all φ ∈ H1
0 (Ω),

the Jacobian Jφ of a near φ is continuous and coercive.
Suppose the solution φ of the problem varies rapidly

in a small subdomain Λ ⊂ Ω, but slowly in Ω\Λ. We
define a coarse mesh of Ω, with associated function space
VH ⊂ H1

0 (Ω), and a fine mesh of Λ called patch, associated
to the function space Vh ⊂ H1

0 (Ω). We set V = VH + Vh
and approximate the solution φ of the continuous problem
with the solution φHh of

〈a(φHh) |ϕ〉 = l(ϕ), ∀ϕ ∈ V (3)
It is known that this problem is not trivial to solve even

when a is linear, because it is generally difficult to construct
a finite element basis of the function space V . Iterative
scheme such as the patch method have been proposed to
solve this problem efficiently in the linear case. We showed
in [8] that it is possible to build a linearization scheme
of the patch method to converge to the solution of the
nonlinear problem. The resulting nonlinear patch method
is similar to the Newton method used in SPIS to solve the
classical monoscale case.

Let us introduce the following notation:

∀(ϕ, φ`, δφ) ∈ V 3, 〈Rφ`
(δφ) |ϕ〉 = l(ϕ)− 〈a(φ`) + Jφ`

δφ |ϕ〉
(4)

In equation 4, Rφ`
(δφ) can be seen as a residual in the

linearized problem at φ`, with approximate solution δφ. In
particular, we have:

Rφ(0) = ∆φ− en0
ε0

exp

(
e · φ
kT

)
+
ρi
ε0

(5)

It is readily seen that equation 3 is equivalent to

‖RφHh
(0)‖ = 0 (6)

With this notation, the proposed algorithm can be written:

1. Find φh ∈ Vh s.t. ∀ϕh ∈ Vh,

〈Jφ`
φh |ϕh 〉 =

〈
Rφ`

(φn − φ`)
∣∣∣ϕh 〉

2. Let φn+ 1
2

= φn + ωφh

3. Find φH ∈ VH s.t. ∀ϕH ∈ VH ,

〈Jφ`
φH |ϕH〉 =

〈
Rφ`

(φn+ 1
2
− φ`)

∣∣∣ϕH〉
4. Let φn+1 = φn+ 1

2
+ ωφH

5. If ‖Rφ`
(φn+1 − φ`)‖ < ε‖Rφ`

(0)‖, let φ` = φn+1

In this algorithm, steps 1 and 3 are solving a linearized
problem respectively on Vh and VH , steps 2 and 4 are
updating the solution with a relaxation parameter ω ∈
[0, 2], and the step 5 updates the linearization when a
convergence property is reached. This algorithm converges
to an approximate solution to equation 3, which is the sum
of the solutions on the different meshes.
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3 SPIS Implementation
We here provide a summary of the implementation of the
nonlinear patch method on the SPIS numerical core. SPIS
is a 3D particle-in-cell solver using non-structured meshes
for the simulation of the interaction between a spacecraft
and its surrounding plasma. As with most particle-in-cell
solvers, SPIS solving process consists of a Poisson solving
step yielding the electrostatic potential from the charge
density distribution, and a particle pushing step that prop-
agates charges on the electric field. To avoid extensive
modifications to the SPIS software, user interaction pro-
cesses have been left untouched. The patch and coarse
meshes are provided by the user as a unique non-connex
and self-intersecting mesh. The Poisson solver and parti-
cle pusher have been modified to implement the nonlinear
patch method while outputting consistent results on this
unusual mesh to the other parts of the software.
SPIS uses Compressed Row Storage (CRS) to store the

needed operators. This data structure has been enhanced
to provide efficient partial operator application, and to
efficiently compute the boundary between the patch and
coarse nodes when renumbering of the nodes occurs during
a Cuthill-McKee preconditioning step. These modifica-
tions allow for an efficient implementation of the patch
method, in place of the classical Newton method previously
implemented in SPIS.

The particle pusher has also been modified to ensure that
particles entering the patch area are assigned to the correct
patch cells. We use an implementation of the multimap
data structure to provide constant-time localisation of a
patch cell. When particles are pushed in the patch, the
charge densities are deposited on both meshes, allowing to
directly build the source term for the Poisson solver. The
particle trajectories are always computed with the electric
field of the most refined mesh.
Instead of computing the charge densities after pushing

every particles, particle charges are deposited along the
trajectories of the particles during the simulation. This
method decreases the statistical noise inside the patch
without requiring more particles, since each particle will
cross more cells when in the patch than in the coarse mesh.
Hence no special treatment is required when particles enter
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Figure 2: Spacecraft geometry (not to scale). The consid-
ered computational domain is a 50 cm thick box based on
this geometry. The dashed squared is the patch location,
the inner rectangle is the interconnect geometry.
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Figure 3: Convergence of the patch method for the example
simulation

or leave the patch mesh.

4 Numerical Experiments
A theoretical analysis of the patch method and a simpli-
fied numerical example has been provided in [8]. Here
we provide 3D numerical examples of the nonlinear patch
method in SPIS. We first show a simple small interconnect
embedded in a large box, validated by a detailed classi-
cal simulation. We then show a complete simulation of a
geostationary telecommunication spacecraft with plasma
thrusters.

4.1 Simple Model Validation

We here provide a simplified example of a negatively biased
interconnect at −100 V embedded in a relatively large com-
putational domain. Simulations of solar array interconnects
have been published several times in the literature [9, 10],
but periodic boundary conditions on relatively small com-
putational domains are usually used, as a model of an
interconnect embedded in an infinite solar array. The simu-
lation shown here is less representative of a real interconnect
in a solar array, but uses a simplified geometry to showcase
our numerical scheme.

The geometry here used is described in figure 2. The do-
main is a 2 m× 1 m× 0.5 m box, and a Dirichlet boundary
condition is applied on one of its largest sides. The pre-
scribed potential on this side is computed by SPIS circuit
solver dynamically between time-steps to model the charg-
ing of an ITO coated material, as described in [3]. A small
1 mm× 3 mm negatively biased conductor is embedded in
the center of this surface to model the interconnect. On
the other sides of the domain, an homogeneous Neumann
condition is applied.
The patch is automatically generated by subdivision of

a selection of coarse cells, yielding around 125 refined cells
per coarse cell. The obtained patch is covering a box of
10 cm× 10 cm× 5 cm around the interconnect. The typical
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Figure 4: Total current collection by the interconnect for
the reference and patch simulation

Table 1: Simulation Sizes and Integration Times
Simulation Cells Particles Total simulation time
Reference 57314 6215277 695 s
Patch 59670 6215100 639 s

size of the coarse cells range from 10 cm to 1 mm, and the
size of the patch cells range from 5 mm down to 0.2 mm.
Electrons in the plasma are modelled by a Boltzmann
statistic at density 1012 m−3 and temperature 5 eV, and
ion densities are computed by a particle-in-cell numerical
model. Injected Xe+ ions have a temperature of 1 eV, a
normal drift velocity of 2 km s−1 towards the spacecraft,
and a tangential velocity of 2.83 km s−1.
As shown theoretically in [8], the convergence of the

method is linear, and is shown in figure 3. This conver-
gence is measured on the first timestep of the simulation,
subsequent iterations are showing similar convergence prop-
erties, until the error reaches the roundoff errors generated
by quadrature approximations.

A reference simulation has been carried out with an over-
refined mesh with cells directly meshing the interconnect
at 0.1 mm, and with a large number of macro-particles to
avoid statistical noise. We here give comparative results
between both simulations. Table 1 presents the mesh sizes
and particle counts of the reference and patch simulations,
and the required integration times for these simulations.
Note that given similar mesh sizes and particle counts, both
methods require about the same computational time. This
shows that the iterative nonlinear patch method is not
more computationally expansive than the classical Newton
method, while allowing the resolution of very small scales.

Figure 4 shows the collected currents on the interconnect
for both simulations. A good agreement between the simu-
lation results can be noted. The difference between the two
results is well within the statistical noise of the simulation,
which is around 1 nA.

Figure 5 shows the spatial distribution of the collected

(a) Reference

(b) Patch simulation

Figure 5: Surface current collection of ions around the
interconnect at t=10ms.
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Figure 6: Spacecraft geometry. Each solar panel is
4 m× 5 m, a patch with a biased interconnect is embed-
ded in one of the inner panel. The satellite spans 27 m

ion currents around the interconnect for the reference sim-
ulation and the simulation with a patch at the same time
step. Note that for the simulation with a patch, the figure
shows the collection on the coarse mesh, giving a more noisy
solution, which however matches the reference solution. No-
tice also that the collection patterns near the interconnects
are complex, due to a drifting velocity of the ion population.
Sufficiently refined meshes are hence needed to provide ac-
curate results, for instance to simulate the erosion of the
interconnect and of the surrounding coverglass. Multiscale
numerical methods such as the nonlinear patch method are
required to simulate these effects in a complete spacecraft
simulation, as presented in the next section.
The numerical results presented on this example prob-

lem show that this multiscale numerical scheme is able to
provide an accurate current estimation for the simulation
of space plasmas down to smaller scales at an acceptable
computational cost.

4.2 Spacecraft Simulation

Here we present an application of the nonlinear patch
method for the simulation of a complete GEO spacecraft.
The SPIS simulation code has previously been used to
simulate the impact of high-power Hall effect thrusters on
a GEO spacecraft [2]. It has been shown that satellite
charging is a major factor in computing the contamination
fluxes in this case. However, the direct simulation of an
interconnect in a complete spacecraft is untractable using
classical numerical schemes. Here we use the nonlinear
patch method to simulate the current collection of a single
charged interconnect.
We used the same geometry and plasma parameters as

in [2], adding a local patch on one of the inner solar panels,
and containing a small 1 mm× 3 mm interconnect biased
at −50 V relatively to the spacecraft body. The spacecraft
geometry is presented in figure 6. The geometry spans 27 m
and the body is 4.5 m× 2.5 m× 2.5 m. Near the body of
the spacecraft, four Hall-effect thrusters of type SPT100
are placed, and emit a total Xenon ion current of 20 A with
an ionizing efficiency of 95%, and drift energy of 160 eV.
Neutrals perform charge exchange (CEX) with these fast

Figure 7: Decimal logarithm of surface ions collection cur-
rent (A m−2) near the patch. The interconnect embedded
on the solar panel locally decreases the collected currents
in an area of approximately 10 cm diameter.

ions and generate low energy CEX ions.
The spacecraft environment is represented by a plasma

density of 1010 m−3 and temperature of 2.8 eV. In this
simulation, the spacecraft has no velocity relative to the
plasma. The satellite floats at −30 V.
Figure 1 presents the ion densities near the spacecraft

for both CEX and fast ions. Compared to results presented
in [2] without the patch method, the overall charge distri-
bution is not heavily affected by the presence of only one
biased interconnect.
However, as can be seen in figure 7, a notable decrease

of the collected ion current can be observed around the
interconnect. As seen in the case of the previous example,
current collection around the interconnect forms a complex
pattern that can complicate the evaluation of the erosion
and contamination of the solar arrays. The area affected
by the biased interconnect has a diameter of approximately
10 cm, which is two orders of magnitude greater than the
size of the interconnect itself.
The same simulation has been carried out with a posi-

tively biased interconnect at 50 V. To simulate the impact
of all of the solar array interconnects on the spacecraft charg-
ing, we added a large 30 cm× 30 cm macro-interconnect on
one of the solar arrays, also positively charged at 50 V
relatively to the spacecraft. This macro-interconnect is
embedded in the coarse mesh, outside of the patch, as it
would in a classical simulation.

Figure 8 shows the electric potential around the refined
real-sized interconnect and around the macro-interconnect.
In each case, the potential at the top of the figure is around
10 V, due to the presence of the positively biased thrusters.
In the case of the real-sized interconnect, its high potential
is shielded by the surrounding negatively charged cover-
glass. Hence the real-sized interconnect cannot collect an
important electronic current despite its relatively high po-
tential. On the contrary, the macro-interconnect is too
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(a) Real-sized interconnect

(b) Macro interconnect

Figure 8: Electric potential (V) around two types of posi-
tively biased interconnects. The spatial scale is different in
the two figures to accomodate for the very different sizes of
the interconnects.
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Figure 9: Electric potential (V) along the normal to a coarse
interconnect with surface equivalent to the total spacecraft
interconnect surface, and to a real-sized interconnect.

large to be effectively shielded by its surrounding cover-
glass. The current collected by individual interconnects is
therefore over-estimated when using a surface-equivalent
macro-interconnect.

Figure 9 shows the electric potential along the normal at
the center of both interconnects. While both interconnects
charge to 20.8 V relatively to the plasma, it can be seen
that the potential around the real-sized interconnect drops
rapidly to a minimum of −17.6 V. Since the electronic tem-
perature is 2.8 eV, this has a major effect on the collected
electronic currents, and shows that the accurate estimation
of the satellite charging requires simulations resolving very
small geometrical scale.

5 Conclusion

The nonlinear patch method allows for the simulation of
the impact of small-scale spacecraft components on its envi-
ronment. In particular, the implementation of this method
in the SPIS simulation code, presented in this paper, can
simulate solar array interconnects on a GEO spacecraft
with the precision required to accurately assess the elec-
trostatic charging of the spacecraft. Such simulations are
required for the design of new missions, in particular to
provide a good estimate of the erosion on the spacecraft.

It should be noted that this method cannot currently
provide an effective tool to simulate a large number of small-
scale elements, such as the thousands of interconnects on
the surface of a solar array. It is foreseen that efficient
model reduction can be used to solve this issue, as is done
in other fields of numerical simulation. Such developments
could bring accurate simulation of fully-detailed satellites
in the space environment.
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