
HAL Id: hal-01703306
https://hal.science/hal-01703306

Preprint submitted on 7 Feb 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A Carleman estimate in the neighborhood of a
multi-interface and applications to control theory

Rémi Buffe

To cite this version:
Rémi Buffe. A Carleman estimate in the neighborhood of a multi-interface and applications to control
theory. 2018. �hal-01703306�

https://hal.science/hal-01703306
https://hal.archives-ouvertes.fr


A Carleman estimate in the neighborhood of a multi-interface
and applications to control theory

Rémi Buffe

February 7, 2018

Abstract

We prove a Carleman estimate in a neighborhood of a multi-interface, that is, near a point where n
manifolds intersect, under compatibility assumptions between the Carleman weight eτϕ, the operators
at the multi-interface, and the elliptic operators in the interior and the usual sub-ellipticity condi-
tion. The compatibility condition at the multi-interface is a version of the known covering condition
for systems in the literature. This Carleman estimate is a generalization of the results obtained in
[6, 7]. Applications in control theory for second-order transmission problems are also considered, and
provide a generalization of the known results for one-dimensional networks of strings [4, 13, 19, 30]
to higher dimensions.

Keywords : Carleman estimate, elliptic operators, multiple interfaces, control, stabilization,
Lopatinskii condition.
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1 Introduction
We consider n smooth d−dimensional manifolds Ωk, d ≥ 2, i ∈ {1, . . . , n} with boundary ∂Ωk. We
assume that they share parts of their boundary. More precisely, we denote by ∂Ωik, i = 0, . . . , nk, the
different connected components of ∂Ωk. We assume that one of these connected components is shared
by all manifolds. For instance, we assume that we have

∂Ω0
1 = · · · = ∂Ω0

n.

We set Ω = Ω1 ∪ · · · ∪ Ωn, and we call I the common connected component of their boundaries. Note
that Ω is not a manifold because of its topology near I. We shall refer to I as an interface between
the manifolds. It is itself a d − 1 dimensional manifold. An example of such configuration is given in
Figure 1. On each Ωk, we consider an elliptic differential operator Pk of order 2mk. In local coordinates
(x1, . . . , xd) for Ωk near a point x0 ∈ I, where Ωk is given by {xd ≥ 0}, the operator Pk reads

Pk(x,D) =
∑

|α|≤2mk

akα(x)Dα,

where the coefficients akα(x) are C∞ complex valued functions, Dj = −i∂xj and D = (D1, . . . , Dd), and
α ∈ Nd is a multi-index. With their principal symbols given by

pk(x, ξ) =
∑

|α|=2mk

akα(x)ξα, ξ ∈ Rd, x ∈ Ωk, (1.1)
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the ellipticity assumption reads |pk(x, ξ)| ≥ C|ξ|2mk , with C > 0. We set m = m1 + · · · + mn. For each
manifold Ωk, we also consider a set of boundary operators T `k , l = 1, . . . ,m, of order less than or equal
to β`k < 2mk, that take the following form in local coordinates

T `k(x,D) =
∑
|α|≤β`k

t`α,k(x)Dα, ` ∈ {1, . . . ,m}, k ∈ {1, . . . , n},

where the coefficients t`α,k(x) are complex-valued functions defined in a neighborhood of I in Ωk. We
denote by

t`k(x, ξ) =
∑
|α|=β`k

t`α,kξ
α,

the principal symbol of the operator T `k , for k ∈ {1, . . . , n} and ` ∈ {1, . . . ,m}. Note that we may have
t`k = 0 if the actual order of T j` is less than β`k. We assume that the orders satisfy the relations

γ` := 2mk − β`k = 2mj − β`j , ∀k, j ∈ {1, . . . , n}, ` ∈ {1, . . . ,m}. (1.2)

We shall consider the following elliptic system, coupled through the interface,
Pkuk = fk in Ωk, k ∈ {1, . . . , n},
n∑
k=1

T `k(x,D)uk|I = g` on I, ` ∈ {1, . . . ,m}. (1.3)

The main purpose of this article is the proof of a Carleman estimate for solutions of such system in a
neighborhood of a point x0 of the interface I.
In [12], Carleman introduced weighted inequalities to prove uniqueness of the Cauchy problem associated
with an elliptic operator. The method has been developped later by Hörmander [17]. Carleman estimates
for general elliptic operators has been derived away from boundaries in [18]. Recently, for boundaries
and interfaces problems, Carleman estimates has been obtained in [6, 7, 29], under Lopatinskii-type
assumptions.. The purpose of this article is to generalize these results to systems such as (1.3).
Many Carleman estimates near boundaries and interfaces has been already obtained. For instance, local
Carleman estimates near boundaries for Dirichlet [25], Neumann [26], Ventcel [10] conditions has been
already obtained by using pseudo-differential methods. Near smooth interfaces, away from boundaries,
one can cite for instance [5, 15, 24, 20, 23, 14]. For interfaces that meet the boundary, very few are known.
We mention out the works pof [8, 9] where the authors obtained a Carleman estimate for medias with a
stratified structure. The Carleman estimate we prove, in a neighborhood of a point of the mult-interface
I, has the following form

τ−1
n∑
k=1

||eτϕkuk||+
n∑
k=1

|eτϕ|I truk|2 ≤ C
( n∑
k=1

||eτϕkPkuk||+
m∑
`=1

∣∣∣ n∑
k=1

T `kuk|I

∣∣∣2).
where ϕk is a weight function on Ωk, τ is the usual Carleman large parameter, and truk denotes the
successive normal derivatives of uk at the multi-interface I, that is truk = (uk|I , ∂νuk|I , . . . , ∂

2mk−1
ν uk|I ).

As usual with Carleman estimates, in the interior, some compatibilty conditions between the operators
Pk and the weight ϕk are introduced, the so-called sub-ellipticity condition (see Section 2.1). At the
multi-interface, we also impose some compatibility conditions between the weights ϕk, the boundary op-
erators T `k and the interior operators Pk. These conditions are a natural generalization of the well-known
Lopatinskii condition (see Section 2.2) .
Carleman estimates are a powerful tool to prove control and stabilization properties. In the last section
of this article, we provide an application of the Carleman estimate we obtain to a natural transmission
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Figure 1: A sphere meets a surface and creates 4 smooth manifolds with boundaries. The shared interface
is a connected component of ∂Ωi, for all i ∈ {1, . . . , n}.

problem. Under assumption on the control region, we prove the null-controllability result for the asso-
ciated parabolic problem, and a stabilization result for the associated hyperbolic one. This generalizes
what has been done for one-dimensional networks of strings in [4, 13, 19, 30], and the references therein,
to higher dimensions.

This article is organized as follows. In Section 2 we introduce the geometrical setting and the relevant
hypothesis on the operators and the weight functions. In Section 3 we prove that we can find proper
weight functions for which these conditions are satisfied in the special case of second-order operators
with transmission condition through the interface. The general Carleman estimate is proven in Section 4.
Finally, we state in Section 5 some of the immediate applications of the Carleman estimate of Theorem
2.6 to null-controllability of heat equation and to logarithmic stabilization of the damped wave equation,
provided a natural geometric condition is satisfied (see Section 5.1, and also Section (3.2)).

2 Statement of the problem and geometrical configurations
Let x0 ∈ I be a point of the interface. In each manifold Ωk, we consider an open bounded neighborhood
Ũk of x0 in Ωk where local coordinates as above can be used. More precisely, for k = 1, . . . , n, we use
local charts:

φk : Ωk ⊃ Ũk −→ V +
k = Vk ∩ {xd ≥ 0}, φk diffeomorphism, for all k ∈ {1, . . . , n}, (2.1)

with Vk an open set of Rd, satisfying φk(x0) = 0 and φk(I ∩ Ũk) = {xd = 0} ∩ Vk for all k ∈ {1, . . . , n}.
Setting V = ∩nk=1Vk on Rd and V + = {xd ≥ 0} ∩ V , we consider Uk = ϕ−1

k (V +), and U = ∪nk=1Uk in Ω
so that we have

φk : Ωk ⊃ Uk −→ V +, φk diffeomorphism, for all k ∈ {1, . . . , n},

and φk|I = φ`|I , as sketched in Figure 2.
Throughout this article, two assumptions shall play a central role. The first one is the sub-ellipticity

assumption, that is classical when working with Carleman estimates, and the second one is the covering
condition (also known as the Shapiro-Lopatinskii condition, or complementing condition).

2.1 The sub-ellipticity condition
For two functions f(x, ξ) and g(x, ξ) in C∞(Rd × Rd), we recall that their Poisson bracket is given by

{f, g}(x, ξ) = ∂ξf(x, ξ)∂xg(x, ξ)− ∂xf(x, ξ)∂ξg(x, ξ).
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Figure 2: Local configuration and local charts in the neighborhood of the interface.

From symbolic calculus, {f, g} is the principal symbol of the commutator i[Op(f),Op(g)]. For k ∈
{1, . . . , n}, we let ϕk be a real C∞ function on Ωk, and we consider the conjugated operators

Pk,ϕk = eτϕkPke
−τϕk , (2.2)

with principal symbol pk,ϕ(x, ξ, τ) = pk(x, ξ+ iτdϕk(x)) in a semi-classical sense. In general, Pk,ϕk is not
elliptic. The sub-ellipticity condition states that [P ∗k,ϕk , Pk,ϕk ] is elliptic positive where Pk,ϕk fails to be
elliptic. More precisely, we write the following definition.

Definition 2.1. Let k ∈ {1, . . . , n}. We say that (Pk, ϕk) satisfies the sub-ellipticity condition on Uk if
dϕk 6= 0 on Uk and if

pk,ϕ(x, ξ, τ) = 0 =⇒
{

Re pk,ϕ, Im pk,ϕ

}
(x, ξ, τ) =

1

2i

{
pk,ϕ, pk,ϕ

}
(x, ξ, τ) > 0, (2.3)

for all x ∈ Uk, τ > 0, and all ξ ∈ Rd, ξ 6= 0.

For the case of elliptic operators of order two, it is well-known that the following lemma gives a
construction of such a weight function.

Lemma 2.2. Let U be an open subset of Rd, M be an elliptic operator of order two, and ψ be a smooth
function on U such that ∇ψ 6= 0 on U . We set ϕλ = eλψ, for λ > 0. Then, there exists λ0 > 0 such that
(M,ϕλ) satisfies the sub-ellipticity condition of Definition 2.1, for all λ ≥ λ0.

The proof of this lemma can be found for instance in [16]. Note that there exist operators such that
the sub-ellipticity condition cannot be achieved, independently of the choice of ϕ. This is for instance
the case for the Bi-Laplace operator. Indeed, in this case, we have pk,ϕ = q2

k,ϕ, where qk is the principal
symbol of the Laplace operator. The Poisson bracket is then given by

1

2i

{
pk,ϕ, pk,ϕ

}
=

1

2i

(
∂ξpk,ϕ∂xpk,ϕ − ∂xpk,ϕ∂ξpk,ϕ

)
=

2|qk,ϕ|2

i

(
∂ξqk,ϕ∂xqk,ϕ − ∂xqk,ϕ∂ξqk,ϕ

)
,
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and we see that this cannot be positive on the characteristic set of pk,ϕ.
In addition to the sub-ellipticity condition of the couples (Pk, ϕk), when considering systems as (1.3) with
general operators and boundary conditions, we have to impose some compatibility properties between
the operators in the interior and at the boundary, even for well-posedness properties. For Carleman
estimates, this is also the case, for the conjugated operator.

2.2 The covering condition
For x ∈ I, we shall denote by Tx(I) and T ∗x (I) respectively the tangent and cotangent spaces to I above
x, and T ∗(I) = {(x, ν), x ∈ I, ν ∈ T ∗x (I)}. We moreover define the conormal spaces, for x ∈ I,

N∗x,k(I) = {ν ∈ T ∗x (Ωk), ν(Y ) = 0, ∀Y ∈ Tx(I)},

and
N∗k (I) = {(x, ν), x ∈ I, ν ∈ N∗x,k(I)}.

For all k ∈ {1, . . . , n}, we define a boundary quadruple ρk = (x, Y, νk, τ), where

x ∈ I ∩ U, Y ∈ T ∗x (I), νk ∈ N∗x,k(I), and τ > 0. (2.4)

Moreover, we impose νk to be an inward pointing conormal vector, that is, ν = (0, . . . , 0, t) with t > 0 in
the local chart (Uk, φk) given in (2.1). We shall denote by L∗,+k (I) the set of such ρk. We define for a
fixed x ∈ I,

L∗x(I) := {(x, Y, ν1, . . . , νn, τ), ∀k ∈ {1, . . . , n}, ρk = (x, Y, νk, τ) ∈ L∗,+k (I)}, (2.5)

and we also consider

L∗(I) := {(x, Y, ν1, . . . , νn, τ), (Y, ν1, . . . , νn, τ) ∈ L∗x(I), x ∈ I}. (2.6)

We introduce a weight function ϕ defined on U , which is smooth in each Ωk and continuous across the
interface I. We shall denote ϕk = ϕ|Ωk . For ρk ∈ L

∗,+
k (I) we introduce, for all λ ∈ C,

p̃k,ϕ(ρk, λ) = pk(x, Y + λνk + iτdϕk(x)).

Considering the following factorization, as a polynomial in λ ∈ C,

p̃k,ϕ(ρk, λ) = ckp̃
−
k,ϕ(ρk, λ)p̃0

k,ϕ(ρk, λ)p̃+
k,ϕ(ρk, λ), (2.7)

with p̃0
k,ϕ(ρk, λ) = ΠImσjk(ρk)=0(λ−σjk(ρk))µ

j
k and p̃±k,ϕ(ρk, λ) = Π± Imσjk(ρk)>0(λ−σjk(ρk))µ

j
k , where (σjk)j

are the complex roots of p̃k,ϕ as a polynomial in λ, with multiplicity µjk. It should be kept in mind that
this factorization depends heavily on the choice of ρk. We set

κ̃k,ϕ(ρk, λ) := p̃+
k,ϕ(ρk, λ)p̃0(ρk, λ).

We also define at the boundary, for all λ,

t`k,ϕ(ρk, λ) = t`k(x, Y + λνk + iτdϕk(x)).

Definition 2.3. We say that (T `k , ϕ)k∈{1,...,n},`∈{1,...,m} covers (Pk, ϕ)k∈{1,...,n} at ρ0 ∈ L∗(I) if for
all polynomials fk ∈ C[λ] there exists c1, . . . , cm ∈ C and polynomials qk ∈ C[λ] such that, for all
k ∈ {1, . . . , n},

fk(λ) =

m∑
l=1

c`t
`
k,ϕ(ρ0

k, λ) + qk(λ)κk,ϕ(ρ0
k, λ).

We shall say that (T `k , ϕ)k,` covers (Pk, ϕ)k at x if this holds for all ρ0 ∈ L∗x(I), and we shall say that
(T `k , ϕ)k,` covers (Pk, ϕ)k if this holds for all ρ0 ∈ L∗(I)

5



Observe that in the above definition, we can restrict the degree of the polynomials fk to be less than
or equal to 2mk − 1, using the Euclidean division. If we write m+

k = d◦κk,ϕ and m−k = 2mk −m+
k , then

d◦qk is at most equal to 2mk −m+
k − 1 = m−k − 1. We can reformulate the above definition as follows.

Introducing, for k ∈ {1, . . . , n}

e`k(ρ0
k, λ) =

{
t`k,ϕ(ρ0

k, λ) if ` ∈ {1, . . . ,m}
λ`−(m+1)κk,ϕ(ρ0

k, λ) if ` ∈ {m+ 1, . . . ,m+m−k },
(2.8)

and the linear map

Φ : Cm × Cm
−
1 × · · · × Cm

−
n → C2m1−1[λ]× · · · × C2mn−1[λ]

 c1
...
cm

 ,

 q1,1

...
q1,m−k

 , . . . ,

 qn,1
...

qn,m−n


 7→

 m∑
`=1

c`e
`
1 +

m+m−1∑
`=m+1

q1,`−me
`
1, . . . ,

m∑
`=1

c`e
`
n +

m+m−n∑
`=m+1

qn,`−me
`
n

 ,

Definition 2.3 is precisely equivalent to the surjectivity of the above map Φ.

Remark 2.4. Like the sub-ellipticity condition, the covering condition is unvariant under a change of
coordinates. In particular, this definition does not depend on the sizes of the conormal vectors νk.

2.3 On the well-posedness of systems satisfying the covering condition
The well-posedness of elliptic systems satisfying the covering condition is a known fact for a non-
conjugated system (that is, in the case τϕ = 0). We refer for instance to [1, 2]. In their setting,
they consider a more general system. It can be related to our problem as explained as follows. Near a
point of I, we can choose a coordinates system for each Ωk and thus the problem can be reformulated in
Rd+, as in Section2. This choice of coordinates has no impact on the covering condition as it is invariant
under a change of coordinates. In [1, 2], the authors consider systems of mixed-order elliptic operators
in the half-space, that are said to be properly elliptic, i.e the roots σi of det(A(x,Θ1 + zΘ2)), viewed as
a polynomial in z ∈ C satsifies

#{Im(σi) > 0} = #{Imσi < 0}, for Θ1, Θ2 ∈ Rd, linearly independant.

In our case, the considered matrix A is diagonal, thus the determinant is the product of the symbols
pk(x,Θ1 + zΘ2). If the system is properly elliptic, we obtain that m = m+

1 + · · ·+m+
n = m−1 + · · ·+m−n .

Hence,
dim(Cm × Cm

−
1 × · · · × Cm

−
n ) = dim(C2m1−1[λ]× · · · × C2mn−1[λ]),

and then Φ is onto if and only if Φ is one-to-one. The covering condition stated in [1, 2] precisely implies
that the map Φ is one-to-one, and the covering condition in the present work implies that the map Φ
is onto. Thus, in the setting of properly elliptic diagonal system of operators, those two conditions are
consistent. However, in the present article, we ask for the conjugated operator to satisfy the covering
condition, and moreover, as we shall see, the conjugated system may not be elliptic anymore. We give
the following definition.

Definition 2.5. Let (T `k , Pk) be a system of operators such as (1.3) satisfying

(T `k , 0)k,` covers (Pk, 0)k. (2.9)

We say that the weight function ϕ preserves the covering condition for (T `k , Pk) if we also have

(T `k , ϕ)k,` covers (Pk, ϕ)k.

An interesting question then arises: given a system (T `k , Pk) that satisfies (2.9), can we always find
a weight function that preserve the covering condition for (T `k , Pk) ? We give a positive anwer for the
special case of transmission conditions for Laplace-Beltrami operators in Section 3.
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2.4 Statement of the main result
The main result of this article is the following Carleman estimate in the neighborhood of the interface.
We define the following space of smooth functions defined in a neighborhood of the point of interest at
the interface.

C
∞
0 (Uk) = {w ∈ C∞(Ωk), supp(w) ⊂ Uk is compact in Ωk}. (2.10)

Theorem 2.6. Let x0 ∈ I and let ϕ be a weight function on U such that ϕ ∈ C0(U) and such that
ϕ|Uk ∈ C

∞(Uk). In addition, assume that (Pk, ϕk) satisfies the sub-ellipticity condition of Definition 2.1
in a neighborhood of x0 in Ωk, for all k ∈ {1, . . . , n}, and assume that (T `k , ϕ)k∈{1,...,n},`∈{1,...,m} covers
(Pk, ϕ)k∈{1,...,n} at x0 ∈ I (see Definition 2.3). Then, there exists a neighborhood Ũ of x0 in Ω, C > 0,
and τ0 > 0 such that

τ−1
n∑
k=1

||eτϕkuk||22mk,τ +

n∑
k=1

|eτϕ|I truk|22mk−1,1/2,τ

≤ C

(
n∑
k=1

||eτϕkPkuk||2L2(Ωk) +

m∑
`=1

∣∣∣ n∑
k=1

T `kuk|I

∣∣∣2
γ`−1/2,τ

)
, (2.11)

for all τ ≥ τ0, for all u ∈ C∞0 (Ũ) such that uk := u|Uk∩Ũ
∈ C∞0 (Uk ∩ Ũ).

This Carleman estimate is local in a neighborhood of a point of the interface. Local Carleman estimates
can be generally patched together to obtain a global one. For such issue, we refer to Section 5.1. The
various norms are presented in Section 4.1.3. Let us simply mention that

1. ||.||s,τ is equivalent to τs||.||L2 + ||.||Hs in some Ωk;

2. |.|s,τ is equivalent to τs|.|L2(I)+|.|Hs(I). Norms on the interface are denoted by |.| for easier reading;

3. on I, for r ∈ N and s ∈ R, we mean

| trw|r,s,τ =

r∑
`=0

|∂`νw|I |r+s−`,τ ,

using the notation of 2).

2.5 Conditions in a neighborhood of the interface
Let x0 ∈ I. We use the local chart introduce in (2.1) and the neighborhood V + = {xd ≥ 0} ∩ V in Rd.
We shall often use the notation x = (x′, xd) and ξ = (ξ′, ξd). We also introduce

C
∞
0 (V +) = {u|

V+
, u ∈ C∞0 (V )}, (2.12)

the set of restrictions to V + of smooth and compactly supported functions in V . Note that Definition
(2.12) is consistent with (2.10).

In this coordinate system, the operators Pk reads

Pk =
∑

|α|≤2mk

akα(x)Dα, k = 1, . . . , n,

for x in V +, and near the boundary V ∩ {xd = 0}, the boundary operators read

T `k =
∑
|α|≤β`k

t`αkD
α, k = 1, . . . , n, ` = 1, . . . ,m,

7



with β`k ∈ {1, . . . , 2mk− 1} and m = m1 + · · ·+mn. We call pk(x, ξ) and t`k(x, ξ) their principal symbols.
We also introduce the symbols

pk,ϕ(x, ξ, τ) = pk(x, ξ + iτdϕk), t`k,ϕ(x, ξ, τ) = t`k(x, ξ + iτdϕk),

which are respectively the principal symbols of the conjugated operators Pk,ϕ := eτϕkPke
−τϕk and T `k,ϕ :=

eτϕkT `ke
−τϕk . In this coordinate system, we make the following identification

L∗,+k (I) ∼= {ρ = (x, ξ, τ) ∈ ({xd = 0} ∩ V )× Rd+ × R+}.

We furthermore allow one to identify all the L∗,+k (I) to one another. Moreover, as Definition 2.3 is
coordinate invariant (see Remark 2.4) we can identify L∗(I) with L∗,+k (I) for all k ∈ {1, . . . , n}. We also
set the cotangent bundle over I with parameter τ as

LT (I) ∼= {ρ′ = (x, ξ′, τ) ∈ ({xd = 0} ∩ V )× Rd−1 × R+}.

For ρ′ ∈ V + × Rd−1 × R+, we consider the complex roots σk,1(ρ′), . . . , σk,`k(ρ′) of multiplicity µk,j
(satisfying µk,1 + · · · + µk,`k = 2mk) of the symbol pk,ϕ(ρ′, ξd), viewed as a polynomial in ξd. Let
ρ′0 ∈ V + × Rd−1 × R+ be fixed in what follows. From Lemma A.2 in [Bellassoued- Le Rousseau], there
exists a conic neighborhood V of ρ′0 in V + × Rd × R+ and three smooth and homogeneous polynomials
p±k (ρ′, ξd), p0

k(ρ′, ξd) in ξd, such that

1. each polynomial is of constant degree for ρ′ ∈ V;

2. we have the following factorization

pk,ϕ(ρ′, ξd) = a(ρ′)p+
k,ϕ(ρ′, ξd)p

−
k,ϕ(ρ′, ξd)p

0
k,ϕ(ρ′, ξd), ρ′ ∈ V, (2.13)

where a(ρ′) is the leading coefficient;

3. the roots of p+
k,ϕ(ρ′, ξd) and p−k,ϕ(ρ′, ξd) have positive and negative imaginary parts respectively for

all ρ′ ∈ V;

4. at ρ′ = ρ′0 we have

p±k,ϕ(ρ′0, ξd) =
∏

± Imσk,j(ρ′0)>0

(ξd − σk,j(ρ′0))µk,j , p0
k,ϕ(ρ′0, ξd) =

∏
Imσk,j(ρ′0)=0

(ξd − σk,j(ρ′0))µk,j .

Note that the decomposition thus depends on ρ′0. Note also that for ρ′ ∈ V, the sign of the imaginary
part of the roots of p0

k,ϕ(ρ′, ξd) is not prescribed. However, at ρ′ = ρ′0 those imaginary parts vanish.
We set κk,ϕ(ρ′, ξd) = p+

k,ϕ(ρ′, ξd)p
0
k,ϕ(ρ′, ξd). In fact, while the roots σk,j(ρ′) are only continuous,

since they can cross each other, we shall work with the polynomials given in (2.13); they are smooth,
which permits the use of semi-classical calculus. We can reformulate the covering condition at ρ′0 as
follows: for all family of polynomials (fk)k∈{1,...,n} ∈ C[ξd]

n, there exists (c1, . . . , cm) ∈ Cm and a family
of polynomials (qk)k∈{1,...,n} ∈ C[ξd]

n such that

fk(ξd) =

m∑
`=1

c`t
`
k,ϕ(ρ′0, ξd) + qk(ξd)κk,ϕ(ρ′0, ξd), ∀k ∈ {1, . . . , n}.

In this setting, the covering condition can also be stated in a more convenient way, such as follows.
Setting m−k = d◦p−k,ϕ, we write

κk,ϕ(ρ′, ξd) =

2mk−m−k∑
i=0

κik,ϕ(ρ′)ξid,

8



where κik,ϕ is homogeneous of degree 2mk −m−k − i in (ξ′, τ). Similarly, we write

t`k,ϕ(ρ′, ξd) =

β`k∑
i=0

t`,ik,ϕ(ρ′)ξid, (2.14)

where t`,ik,ϕ is homogeneous of degree β`k − i in (ξ′, τ). Arguing as in (2.8), we introduce

e`k(ρ′, ξd) =

{
t`k,ϕ(ρ′, ξd) if ` ∈ {1, . . . ,m}
ξ
`−(m+1)
d κk,ϕ(ρ′, ξd) if ` ∈ {m+ 1, . . . ,m+m−k },

(2.15)

and the covering condition is equivalent to the surjectivity at ρ′ = ρ0 of the map

Φ : Cm × Cm
−
1 × · · · × Cm

−
n −→ C2m1−1[ξd]× · · · × C2mn−1[ξd]

 c1
...
cm

 ,

 q1,1

...
q1,m−k

 , . . . ,

 qn,1
...

qn,m−k


 7−→

 m∑
`=1

c`e
`
1 +

m+m−1∑
`=m+1

q1,`−me
`
1, . . . ,

m∑
`=1

c`e
`
n +

m+m−n∑
`=m+1

qn,`−me
`
n

 .

If we write e`k(ρ′, ξd) =
∑2m−1
i=0 e`,ik,ϕ(ρ′)ξid, the coefficients e`,ik,ϕ (that are homogeneous in (ξ′, τ)) are given

by

• if ` ∈ {1, . . . ,m}, e`,ik,ϕ(ρ′) =

{
t`,ik,ϕ(ρ′) if i ∈ {0, . . . , β`k}
0 otherwise,

• if ` ∈ {m+ 1, . . . ,m+m−k }, e
`,i
k,ϕ(ρ′) =

{
κi−`+m+1
k,ϕ (ρ′) if i ∈ `− (m+ 1) + {0, . . . , 2mk −m−k }

0 otherwise.

if m−k > 0. Then, for k ∈ {1, . . . , n}, we set the 2mk ×m matrix

M1
k (ρ′) =

(
e`,i−1
k,ϕ (ρ′)

)
(i,`)∈{1,...,2mk}×{1,...,m}

.

If moreover m−k > 0, we set the 2mk ×m−k matrix

M2
k (ρ′) =

(
em+`,i−1
k,ϕ (ρ′)

)
(i,`)∈{1,...,2mk}×{1,...,m−k }

.

With M2
k and M1

k , we define the 2m× (m+m−1 + · · ·+m−n ) matrix

M(ρ′) =


M1

1 (ρ′) M2
1 (ρ′) 0 . . . 0

M1
2 (ρ′) 0 M2

2 (ρ′) . . . 0

...
... 0

. . . 0

M1
n(ρ′) 0 . . . . . . M2

n(ρ′)

 , (2.16)

where the column associated with M2
k (ρ′) only occurs if m−k > 0. For convenience, we shall say that

M2
k (ρ′) = ∅ if m−k = 0. With this matrix, the covering condition at ρ′ = ρ0 is equivalent to

RankM(ρ′0) = 2m. (2.17)

Remark 2.7. Considering the size of M(ρ′), a necessary condition for the covering condition to holds
is m+m−1 + · · ·+m−n ≥ 2m.
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Lemma 2.8. If the covering condition is satisfied in a point ρ′0 ∈ LT (I), then there exists a conic
neighborhood V of ρ′0 in LT (I) such that the rank condition (2.17) is fulfilled for every ρ′ ∈ V.

Proof. If RankM(ρ′0) ≥ 2m, then there exists a 2m× 2m submatrix S(ρ′0) such that detS(ρ′0) 6= 0.
As the symbols of M1

k and of M2
k are continuous and homogeneous in (ξ′, τ) of order βjk − (i + 1)

and 2mk − m−k + j − i − 1 − m respectively, where i and j index the rows and the columns. As a
result, detS(ρ0) is also continuous and homogeneous in (ξ′, τ). We restrict ourselves to the compact set
ρ′ ∈ LT (I)∩ S(ξ′,τ)=1. By continuity, there exists a neighborhood V0 of ρ′0 in LT (I)∩ S(ξ′,τ)=1 such that
detS(ρ′) 6= 0 for all ρ′ ∈ V0. The result follows by homogeneity. �

Remark 2.9. Note that we proved that if the covering condition is satisfied in some point ρ′0 ∈ LT (I)
then there exists a conic neighborhood V of ρ′0 such that (2.17) holds, but we did not proved that the
covering condition is satisfied for any ρ′ ∈ V. In what follows, we shall only need Lemma 2.8.

3 The case of second-order operators

3.1 The transmission problem
Here, we address the important case of second-order elliptic operators with real principal symbol, for
k = 1, . . . , n, namely Laplace-Beltrami operators associated with some metrics gk on each manifold. We
consider the following transmission problem

Akuk = 0, k = 1, . . . , n in the interior of Ωk
u1|I1 = · · · = un|In on I∑n
k=1 ∂νkuk|I = 0 on I,

(3.1)

where Ak = −∆gk+lower order terms, where(Ωk, gk) are Riemannian manifolds with boundary Ik sat-
isfying I := I1 = · · · = In, where ∆gk is the Laplace-Beltrami operator associated with the metric gk,
and νk denotes the unit outward pointing normal vector of Ik with respect to the metric gk. Following
Section 2, in Ω = ∪nk=1Ωk, in a neighborhood of a point y ∈ I we can use coordinates x′ = (x1, . . . , xd−1)
on I and coordinates x = (x′, xd) on Ωk such that locally I = {xd = 0} and Ωk = {xd ≥ 0}. In this set
of coordinates, System (3.1) reads Pk(x,D)uk = 0, k = 1, . . . , n in Ωk ∩ {xd > 0}

u1|I = · · · = un|I on I∑n
k=1 ∂νkuk|I = 0 on I,

(3.2)

where the principal part of Pk(x,D) is of the form
∑

1≤i,j≤dDia
k
i,jDj , where aki,j are coefficients dependent

on the metric gk. These transmission conditions can be rewritten as the following equations

u1|I − u2|I = 0, u2|I − u3|I = 0, . . . , un−1|I − un|I = 0,

n∑
k=1

d∑
j=1

akd,j(x)∂xjuk|I = 0.

Here m = n. With the notation of System (1.3), we consider the following set of operators{
T `k = δk,` − δk,`+1, k ∈ {1, . . . , n}, ` ∈ {1, . . . , n− 1},
Tnk =

∑d
j=1 a

k
d,j(x)Dj , k ∈ {1, . . . , n}. (3.3)

This type of transmission condition across an interface has a natural physical meaning. It simply implies
continuity of the solution at I and that the fluxes add up to zero. We shall conjugate the operators with
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a function ϕ, which is chosen smooth in each I, and only continuous across the interface. We shall denote
ϕ|Ωk = ϕk. In this example, the principal symbols of the conjugated operators at the boundary read

tjk,ϕ(x, ξ, τ) = tjk(x, ξ), k = 1, . . . , n, j = 1, . . . , n− 1,

as these operators do not involve any derivative, and

tnk,ϕ(x, ξ, τ) =

d∑
j=1

akd,j(x)(ξj + iτ∂xjϕk)

= akd,d(x) (ξd + ζk) ,

where

ζk = iτ∂xdϕk(x) +

d−1∑
j=1

akd,j(x)

akd,d(x)
(ξj + iτ∂xjϕk). (3.4)

Observe that Im ζk is a function of dϕk near I, but not of ϕk itself. As the operators Pk are elliptic, we
have ad,d 6= 0. We also have, as ai,j = aj,i,

pk,ϕ(x, ξ, τ) =

d∑
j,`=1

akj,`(x)(ξj + iτ∂xjϕk)(ξ` + iτ∂x`ϕk)

= akd,d(x)(ξd + iτ∂xdϕ)2 + 2(ξd + iτ∂xdϕk)

d−1∑
`=1

aki,d(x)(ξ` + iτ∂x`ϕk)

+

d−1∑
j,`=1

akj,`(x)(ξj + iτ∂xjϕk)(ξ` + iτ∂x`ϕk)

= akd,d(x)
(
(ξd + ζk(x, ξ′, τ))2 + qk(x, ξ′, τ)

)
= akd,d(x) (ξd + ζk(x, ξ′, τ) + iαk(x, ξ′, τ)) (ξd + ζk(x, ξ′, τ)− iαk(x, ξ′, τ)) ,

where qk(x, ξ′, τ) is homogeneous of order 2 in (ξ′, τ), and αk(x, ξ′, τ) ∈ C is chosen so that Reαk ≥ 0
and α2

k(x, ξ′, τ) = qk(x, ξ′, τ). Defining

σ+
k (x, ξ′, τ) = −ζk(x, ξ′, τ) + iαk(x, ξ′, τ), σ−k = −ζk(x, ξ′, τ)− iαk(x, ξ′, τ), (3.5)

we can factorize the principal symbols of the operators

pk,ϕ(x, ξ, τ) = akd,d(x)(ξd − σ−k (x, ξ′, τ))(ξd − σ+
k (x, ξ, τ)).

Observe that Imσ+
k ≥ Imσ−k always holds. Several cases can occur, depending on the sign of the

imaginary part of the roots of the pk,ϕ, viewed as polynomials in ξd. To discuss the sign of the imaginary
parts of the roots σ±k , we introduce the following sets

Σ+ = Σ+(ρ′) = {k ∈ {1, . . . , n}, Imσ+
k , Imσ−k ≥ 0},

Σ− = Σ−(ρ′) = {k ∈ {1, . . . , n}, Imσ+
k , Imσ−k < 0}, (3.6)

Σ0 = Σ0(ρ′) = {k ∈ {1, . . . , n}, Imσ+
k ≥ 0, Imσ−k < 0}.

We recall that the covering condition holds if the matrix M built in (2.16) satisfies the rank condition
(2.17). In this particular case, we have m = n. The 2× n sub-matrices M1

k are only related to operators
at the boundary, and do not depend on the sign of the imaginary parts of the roots of the operators in
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the interior. We detail here how to construct those matrices in the present example. The coefficients tl,ik,ϕ
of M1

k correspond to the coefficients of the principal symbols of the t`k,ϕ. The operators that acts on u1

for ` ∈ {1, . . . ,m} are respectively (see (3.3))

T 1
1,ϕ = 1, T 2

1,ϕ = 0, . . . , Tn−1
1,ϕ = 0, and Tn1 =

n∑
j=1

a1
d,j(x)(Dj + iτ∂xjϕ1(x)),

and the coefficients of their principal symbols written in the form (2.14) are given by

t1,01 = 1, t1,11 = 0, . . . , tn−1,0
1 = 0, tn−1,1

1 = 0, and tn,01 = a1
d,dζ1, t

n,1
1 = a1

d,d(x),

with ζ1 defined in (3.4) for k = 1. Then, we obtain

M1
1 =

(
1 0 . . . 0 a1

d,dζ1
0 0 . . . 0 a1

d,d

)
. (3.7)

Arguing the same way we have, for k ∈ {2, . . . , n− 1}, we find

M1
k =

(k − 1)th kth( )
0 . . . 0 −1 1 0 . . . 0 akd,dζk
0 . . . 0 0 0 0 . . . 0 akd,d

and

M1
n =

(
0 0 . . . 0 −1 and,dζn
0 0 . . . 0 0 and,d

)
.

We also detail the structure of the matrices M2
k in different situations depending on the cardinal of the

sets given in (3.6).

• For k ∈ Σ0, we have m−k = 1 and then M2
k =

t
(− σ+

k , 1).

• For k ∈ Σ−, we have m−k = 2 and then M2
k = Id2 .

• For k ∈ Σ+, we have m−k = 0 and then M2
k = ∅, with the meaning given below (2.16).

We now investigate what configurations yield (2.17).

First case. We first focus on the case where Card Σ+ ≥ 2. Without any loss of generality, we may
assume that {1, 2} ⊂ Σ+, that is Imσ±1 ≥ 0 and Imσ±2 ≥ 0. In this case the matrices M2

1 and M2
2 are

empty, and the matrix M reads 



1
0
-1
0

0
0
1
0

0
0
0
0

. . .

. . .

. . .

. . .

a1
d,dζ1
a1
d,d

a2
d,dζ2
a2
d,d

M =
N

∗ ∗
with either N = 0 or N = ∅ (in the sense given after (2.16)). We then see that the second and the fourth
rows are linearly dependent. As the number of lines of M is equal to 2m, this implies that the rank
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condition (2.17) fails to hold.

Second case. Here, we assume that Σ+ = ∅. Consider ` ∈ {1, . . . , n}. Without any loss of generality,
we may assume that {1, . . . , `} ⊂ Σ0 and {`+ 1, . . . , n} ⊂ Σ−. The matrix M then reads

M =

(
A1

2` B` 0
A2

2(n−`) 0 Id2(n−`)

)
,

where,

B` =



−σ+
1 0 . . . 0 0

1 0 . . . 0 0
0 −σ+

2 . . . 0 0
0 1 . . . 0 0
...

. . .
0 . . . 0 0 −σ+

`

0 . . . 0 0 1


∈M2`,`(C),

and Id2(n−`) denotes the identy matrix of dimension 2(n − `). If ` = n we set Id0 = ∅ in the sense given below
(2.16). Moreover, for ` 6= 1, n, we have

A1
2` =

(`− 1)th `th



1 0 0 0 . . . 0 a1d,dζ1
0 0 0 0 . . . 0 a1d,d
−1 1 0 0 . . . 0 a2d,dζ2
0 0 0 0 . . . 0 a2d,d
...

. . .
...

...
0 . . . −1 1 . . . 0 a`d,dζ`
0 . . . 0 0 . . . 0 a`d,d

∈M2`,n(C),

and

A2
2(n−`) =

(`)th (`+ 1)th



0 . . . −1 1 . . . 0 a`+1
d,d ζ`+1

0 . . . 0 0 . . . 0 a`+1
d,d

0 . . . 0 −1 . . . 0 a`+2
d,d ζ`+2

0 . . . 0 0 . . . 0 a`+2
d,d

...
. . .

...
...

0 . . . 0 0 . . . −1 and,dζn
0 . . . 0 0 . . . 0 and,d

∈M2(n−`),n(C).

For ` = 1, we have

A1
2` =

( )
1 0 0 0 . . . 0 a1d,dζ1
0 0 0 0 . . . 0 a1d,d

∈M2,n(C),

A2
2(n−`) =



−1 1 . . . 0 a`+1
d,d ζ`+1

0 0 . . . 0 a`+1
d,d

0 −1 . . . 0 a`+2
d,d ζ`+2

0 0 . . . 0 a`+2
d,d

...
. . .

...
...

0 0 . . . −1 and,dζn
0 0 . . . 0 and,d


∈M2(n−1),n(C).
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Finally, for ` = n, we have

A1
2n =





1 0 0 0 . . . 0 a1d,dζ1
0 0 0 0 . . . 0 a1d,d
−1 1 0 0 . . . 0 a2d,dζ2
0 0 0 0 . . . 0 a2d,d
...

. . .
...

...
0 . . . 0 0 . . . −1 and,dζn
0 . . . 0 0 . . . 0 and,d

∈M2n,n(C), A2
2(n−`) = ∅.

Note that we have

Rank(M) = Rank(T ) + 2(n− `), with T = Rank
(
A2` B`.

)
(3.8)

By operations on the lines and columns of the 2`× (n+ `) matrix T we can obtain:

• If ` < n, it is of maximal rank. Indeed, from (3.8), this is equivalent to have Rank(M) =
Rank

(
A1

2` B`
)

= 2`. Yet, by reorganizing columns, we have

Rank
(
A1

2` B`
)

= Rank



1 −σ+
1 0 0 . . . 0 0 a1

d,dζ1
0 1 0 0 . . . 0 0 a1

d,d

−1 0 1 −σ+
2 . . . 0 0 a2

d,dζ2
0 0 0 1 . . . 0 0 a2

d,d
...

...
. . .

...
0 0 0 0 . . . 1 −σ+

` a`d,dζ`
0 0 0 0 . . . 0 1 a`d,d



= Rank



1 0 0 0 . . . 0 0 a1
d,d(ζ1 + σ+

1 )

0 1 0 0 . . . 0 0 a1
d,d

−1 0 1 0 . . . 0 0 a2
d,d(ζ2 + σ+

2 )

0 0 0 1 . . . 0 0 a2
d,d

...
...

. . .
...

0 0 0 0 . . . 1 0 a`d,d(ζ` + σ+
` )

0 0 0 0 . . . 0 1 a`d,d



≥ Rank



1 0 0 0 . . . 0 0
0 1 0 0 . . . 0 0
−1 0 1 0 . . . 0 0
0 0 0 1 . . . 0 0
...

...
. . .

0 0 0 0 . . . 1 0
0 0 0 0 . . . 0 1


= 2`,

as the final matrix is inM2`(C).

• If ` = n, it is of maximal rank if and only if

n∑
j=1

ajd,d(ζj + σ+
j ) 6= 0. (3.9)
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Indeed, from (3.8), this is equivalent to have Rank
(
A2n Bn

)
= 2n. Yet,

Rank
(
A1

2n Bn
)

= Rank



1 0 0 0 . . . 0 a1
d,dζ1 −σ+

1 0 . . . 0 0

0 0 0 0 . . . 0 a1
d,d 1 0 . . . 0 0

−1 1 0 0 . . . 0 a2
d,dζ2 0 −σ+

2 . . . 0 0

0 0 0 0 . . . 0 a2
d,d 0 1 . . . 0 0

...
. . .

...
...

...
. . .

0 . . . −0 0 . . . −1 and,dζn 0 . . . 0 0 −σ+
n

0 . . . 0 0 . . . 0 and,d 0 . . . 0 0 1



= Rank



1 0 0 0 . . . 0 a1
d,d(ζ1 + σ+

1 ) −σ+
1 0 . . . 0 0

0 0 0 0 . . . 0 0 1 0 . . . 0 0
−1 1 0 0 . . . 0 a2

d,d(ζ2 + σ+
2 ) 0 −σ+

2 . . . 0 0

0 0 0 0 . . . 0 0 0 1 . . . 0 0
...

. . .
...

...
...

. . .
0 . . . −0 0 . . . −1 and,d(ζn + σ+

n ) 0 . . . 0 0 −σ+
n

0 . . . 0 0 . . . 0 0 0 . . . 0 0 1



= Rank



1 0 0 0 . . . 0 a1
d,d(ζ1 + σ+

1 )

−1 1 0 0 . . . 0 a2
d,d(ζ2 + σ+

2 )

0 −1 1 0 . . . 0 a3
d,d(ζ3 + σ+

3 )

0 0 −1 1 . . . 0 a4
d,d(ζ4 + σ+

4 )
...

...
. . .

0 0 0 0 . . . 1 an−1
d,d (ζn−1 + σ+

n−1)

0 0 0 0 . . . −1 and,d(ζn + σ+
n )


+ n,

and we see that (3.9) is a necessary and sufficient condition to obtain the rank condition (2.17).
Let us prove that (3.9) is always satisfied. If not, we have

n∑
j=1

ajd,d Im ζj = −
n∑
j=1

ajd,d Imσ+
j .

Yet, Imσ+
j = − Im ζj + Reαj . This implies

∑n
j=1 a

j
d,d Reαj = 0. As Reαj ≥ 0 and ajd,d > 0 for all

j ∈ {1, . . . , n}, then Reαj = 0. Hence, both roots σ+
j and σ−j have the same imaginary part, for all

j ∈ {1, . . . , n}, in contradiction with having {1, . . . , n} ⊂ Σ0.

As a result, the covering condition holds in this case.

Third case. In this case, we assume that Card Σ+ = 1 and Card Σ0 = n − 1. In such a situation,
the matrix has only 2n− 1 columns, and from Remark 2.7, the covering condition fails to hold.

Fourth case. We finally assume Card Σ+ = 1 and Card Σ0 < n − 1 (or equivalently Card Σ− ≥ 1).
Let ` = Card Σ0 and assume, without any loss of generality, {1, . . . , `} = Σ0, {` + 1, . . . , n − 1} = Σ−,
and {n} = Σ+. Then the matrix M reads

M =
(
A B

)
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where

A =

M
1
1
...
M1
n

 =



1 0 0 0 . . . 0 a1
d,dζ1

0 0 0 0 . . . 0 a1
d,d

−1 1 0 0 . . . 0 a2
d,dζ2

0 0 0 0 . . . 0 a2
d,d

...
. . .

...
...

0 . . . 0 0 . . . −1 and,dζn
0 . . . 0 0 . . . 0 and,d


∈M2n,n(C),

and

B =


M2

1

. . .
M2
n−1

0 . . . 0
0 . . . 0

 =

(`)th



−σ+
1 0 0 0 . . . 0 0

1
. . . 0 0

...
...

0
. . . −σ+

` 0 . . . 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
...

... 0 1 0 0

0 . . . 0
... 0

. . . 0
0 . . . 0 0 0 0 1
0 . . . 0 0 0 0 0
0 . . . 0 0 0 0 0

∈M2n,2n−`−2(C),

as M2
n = ∅. We shall make operations on lines and columns to compute the rank of M . First, note that

using the last line of M , we obtain RankM = Rank
(
A′ B

)
, with

A′ =



1 0 0 0 . . . 0 0
0 0 0 0 . . . 0 0
−1 1 0 0 . . . 0 0
0 0 0 0 . . . 0 0
...

. . .
...

...
0 . . . 0 0 . . . −1 0
0 . . . 0 0 . . . 0 1


.

Then using the even lines of B, as the associated lines of A′ are only made of zeros, we obtain RankM =
Rank

(
A′ B′

)
, with

B′ =



0 0 0 0 . . . 0 0

1
. . . 0 0

...
...

0
. . . 0 0 . . . 0 0

0 0 1 0 0 0 0
0 0 0 1 0 0 0
...

... 0 1 0 0

0 . . . 0
... 0

. . . 0
0 . . . 0 0 0 0 1
0 . . . 0 0 0 0 0
0 . . . 0 0 0 0 0



,
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and we see that the rank of
(
A′ B′

)
, is equal to 2n.

Conclusion. As the four cases we considered are exhaustive, we find that we have to construct a
weight function ϕ such that the first and third cases described above do not occur, meaning that we
require

Card Σ+(ρ′) ≤ 1, ∀ρ′ ∈ I, (3.10)

and moreover

Card Σ(ρ′) = 1 =⇒ Card Σ0(ρ′) < n− 1 (or equivalently Card Σ−(ρ′) ≥ 1). (3.11)

Let i0 ∈ {1, . . . , n} be fixed. First note that if we have, for all i 6= i0,

− τ(∂xdϕi +

d−1∑
j=1

aid,j/a
i
d,d∂xjϕi) < 0, (3.12)

then (3.10) is satisfied as Imσ−k = −τ(∂xdϕi +
∑d−1
j=1 a

i
d,j/a

i
d,d∂xjϕi) − Reαi with Reαi ≥ 0. Second,

observe that Imσ−i0 ≥ 0 implies

−τ(∂xdϕi0 +

d−1∑
j=1

ai0d,j/a
i0
d,d∂xjϕi0) ≥ Reαi0 ≥ 0.

Hence, if we construct a weight function ϕ satisfying

− τ(∂xdϕi0 +

d−1∑
j=1

ai0d,j/a
i0
d,d∂xjϕi0) ≥ Reαi0

=⇒

{
−τ(∂xdϕi1 +

∑d−1
j=1 a

i1
d,j/a

i1
d,d∂xjϕi1) < −Reαi1 ,

−τ(∂xdϕi +
∑d−1
j=1 a

i
d,j/a

i
d,d∂xjϕi) < Reαi, ∀i 6= i0, i1,

(3.13)

for some i1 6= i0, then both (3.10) and (3.11) hold. Observe that (3.13) can be achieved by requiring
(3.12) and additionaly

(Reαi1)
∂xdϕi0 +

∑d−1
j=1 a

i0
d,j/a

i0
d,d∂xjϕi0

∂xdϕi1 +
∑d−1
j=1 a

i1
d,j/a

i1
d,d∂xjϕi1

< Reαi0 . (3.14)

In order to fix ideas, assume that ϕk = ϕk(xd) does not depend on the variable x′. Then, conditions
(3.12) and (3.14) read

∀i 6= i0, ∂xdϕi > 0, and
∂xdϕi0
∂xdϕi1

< K,

where K is a positive constant that only depends on the coefficients ai0j,` and a
i1
j,`. Hence, if we choose a

weight function ϕ such that, near the interface,

∂xdϕi0 < 0, and ∂xdϕi > 0, for i 6= i0, and moreover satisfying ∂xdϕi1 � ∂xdϕi0 for some i1 6= i0,
(3.15)

then the covering condition is satisfied. Allowing back a dependance with respect to the variable x′ is
possible, for instance, if we impose |∇′ϕk| � |∂xdϕk|, for all k 6= i0.

Remark 3.1. In applications, this means that if we want to observe the interface, according to Theorem
2.6, the observation has to be made from at least n− 1 sides of I (we recall that in Carleman estimates
and applications, the observation region corresponds to regions where the weight function is the largest).
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3.2 On the optimality of the observation regions for the transmission problem
In this section, we discuss the optimality of the above conditions on the weight function. First, observe
that in the case of two operators (n = 2), we precisely recover the condition of [7], which is proven
to be optimal in the case of operators with constant coefficients in [22]. Second, in some particular
geometric configurations, note that if we observe from only n−2 sides of I, then the unique continuation
property may fail, which prevents the possibility of proving a Carleman estimate. We consider Ωk =

(R/2πZ)× (0, π), for k ∈ {1, . . . , n}, n ∈ N∗, n ≥ 3, and I = (R/2πZ)× {0}. Take Ck =

(
1 0
0 ck

)
, such

that c−1/2
k ∈ N∗, and consider the diagonal operator

Q =


−div (C1∇) 0 . . . 0

0 − div (C2∇) 0 0
...

. . .
0 0 . . . −div (Cn∇)

 (3.16)

with domain

D(Q) =
{

(u1, . . . , un) ∈
n⊕
k=1

H2(Ωk), u1 = · · · = un on I,
n∑
k=1

ck∂x2
uk|x2=0

= 0 on I
}
.

We have the following proposition on the eigenfunctions of Q.

Proposition 3.2. For all j ∈ N and ` ∈ {2, . . . , n− 1}, the function

φj =



0
...
0

eijx1 sin(c
−1/2
` jx2)

eijx1 sin(c
−1/2
`+1 jx2)
...

eijx1 sin(c
−1/2
n−1 jx2)

−c1/2n
∑n−1
k=` c

1/2
k eijx1 sin(c

−1/2
n jx2),


where the first `− 1 componants are equal to zero, is an eigenfunction for System (3.16) associated with
the eigenvalues j2.

If ` ∈ {1, . . . , n − 1}, the eigenfunction has ` − 1 vanishing components. In the particular case
` = n − 1, the eigenfunction has n − 2 vanishing components. Thus, Proposition 3.2 shows that the
unique continuation property fails to hold from less than n− 1 sides of the interface, due to the presence
of such invisible modes. Since a Carleman estimate near the interface as in Theorem 2.6 implies the unique
continuation property, the derivation of the Carleman estimate cannot be achieved in this geometrical
configuration. Using Remark 3.1, this means that in (3.15), having ∂xdϕi0 > 0, for i ∈ J ⊂ {1, . . . , n}
with Card J ≥ n − 1, is necessary. However, in the example (3.16), this is mainly due to the symmetry
of the domains Ωk. The investigation of general configurations where the unique continuation property
holds true remains an interesting question.
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4 Carleman estimate in a neighborhood of the interface

4.1 Semi-classical calculus
4.1.1 Classes of symbols

We recall some classes of pseudo-differential operators that we use in what follows. This allows us to
introduce some important notation. As above, we write ρ = (x, ξ, τ) ∈ U ×Rd ×R+ and ρ′ = (x, ξ′, τ) ∈
U × Rd−1 × R+.

Definition 4.1. The symbol class Smτ is the space of a(ρ) ∈ C∞(Rd × Rd) that depends on the large
parameter τ ≥ 1 satisfying for all multi-indices α, β ∈ Nd

|∂αx ∂
β
ξ a(ρ)| ≤ Cα,βλm−|β|, for all x ∈ Rd, ξ ∈ Rd, τ ≥ 1,

where λ is the order function λ = (τ2 + |ξ2|)1/2. The principal symbol of such a, denoted by σ(a)(ρ) is
the class of a in the quotient space Smτ /Sm−1

τ .
We also introduce the tangential symbol class SmT,τ as the space of a(ρ′) ∈ C∞(Rd×Rd−1) that depends

on the large parameter τ ≥ 1 satisfying for all multi-indices α ∈ Nd, β ∈ Nd−1

|∂αx ∂
β
ξ′a(ρ)| ≤ Cα,βλm−|β|T , for all x ∈ Rd, ξ′ ∈ Rd−1, τ ≥ 1,

where λT is the order function λT = (τ2 + |ξ′2|)1/2. The principal symbol of such a, also denoted by
σ(a)(ρ) is the class of a in the quotient space SmT,τ/S

m−1
T,τ .

We shall consider symbols that are polynomials in the ξd-variable with coefficients in the class of
tangential symbols. More precisely, we consider Sm,rτ the space of a(ρ) ∈ C∞(Rd × Rd) that depends on
the large parameter τ ≥ 1, and such that

a(ρ) =

m∑
j=0

aj(ρ
′)ξjd, aj ∈ Sm−j+rT,τ . (4.1)

The principal symbol of such a, denoted by σ(a)(ρ) is defined by

σ(a)(ρ) =

m∑
j=1

σ(aj)(ρ
′)ξjd.

It can be understood as a representative of a in Sm,rτ /Sm,r−1
τ .

We also introduce poly-homogeneous symbols.

Definition 4.2. We say that a ∈ Smτ,cl (resp. SmT,τ,cl) if there exist aj ∈ Sm−jτ (resp. Sm−jT,τ ), j ∈ N,
homogeneous of degree m− j in (ξ, τ) (resp.(ξ′, τ) such that, for all j0 ∈ N,

a−
j0∑
j=0

aj ∈ Sm−j0−1
τ , (resp. Sm−j0−1

T,τ ).

We say that a ∈ Sm,rτ,cl if

a(ρ) =

m∑
j=0

aj(ρ
′)ξjd, with amj ∈ S

m−j+r
T,τ,cl .
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4.1.2 Semi-classical pseudo-differential operators

For u in the Schwartz space S (Rd), we denote by û the Fourier transform, that is,

û(ξ) =

∫
Rd
e−ix·ξu(x)dx.

Definition 4.3. For a ∈ Smτ (resp. Smτ,cl) we define the pseudo-differential operator

Op(a)u(x) =
1

(2π)d

∫
Rd
eix·ξa(x, ξ, τ)û(ξ)dξ =

1

(2π)d

∫
Rd

∫
Rd
ei(x−y)·ξa(x, ξ, τ)u(y)dydξ,

for all u ∈ S (Rd), and we write Op(a) ∈ Ψm
τ (resp. Ψm

τ,cl). The principal symbol of the pseudo-
differential operator Op(a) is σ(Op(a)) = σ(a) (see Definition 4.1 and 4.2). We also define tangential
pseudo-differential associated with a symbol b ∈ SmT,τ (resp. SmT,τ,cl) by

OpT (b)u(x) =
1

(2π)d−1

∫
Rd−1

∫
Rd−1

ei(x
′−y′)·ξ′b(x, ξ′, τ)u(y′, xn)dy′dξ′,

for u ∈ S (Rd) and x ∈ Rd+, and we write OpT (b) ∈ Ψm
T,τ (resp. Ψm

T,τ,cl). The principal symbol of the
pseudo-differential operator OpT (b) is σ(OpT (b)) = σ(b) (see Definition 4.1 and 4.2).

4.1.3 Sobolev norms

For s ∈ N∗ and τ ≥ 1 we introduce the following parameter dependent Sobolev norms

||.||2s,τ =

n∑
k=0

s∑
t=0

τ2(m−t)||.||2Ht(Ωk), and |.|2s,τ =

s∑
t=0

τ2(s−t)|.|2Ht(I), (4.2)

where ||.||Ht(Ωk) and |.|Ht(I) denotes the standard Sobolev spaces in Ωk and on the interface I respectively.
We define the Sobolev spaces Hm

τ (Ωk) and Hm
τ (I) as the completion of C∞(Ωk) and C∞(I), the spaces

of smooth functions, with respect to the norms (4.2). Algebraically, the spaces Hm
τ (Ωk) and Hm

τ (I)
are equal to the standard Sobolev spaces. However, they are not endowed with equivalent norm in the
semi-classical limit τ → +∞. As we deal with operators with orders 2mk ≥ 2, we shall need to estimate
traces of the solution and its iterated normal derivatives at I. Hence, we introduce the Hilbert sum

Hm,s
τ =

m⊕
j=0

Hm−j+s(I),

endowed with the norm

|U |2m,s,τ =

m∑
j=0

|uj |2m−j+s,τ , with U = (u0, . . . , um). (4.3)

We shall also apply this norm to the following vectors composed of the various traces of iterated normal
derivatives of a function u ∈ C∞(Ωk) as

trm(u) = (u|I , Dνu|I , . . . , D
m
ν u|I ), where Dν = −i∂ν and ν ∈ N∗k (I),

(for the definition of N∗k (I) we refer to the beginning of Section 2.2). However, for the sake of simplicity,
we shall write | tru|m,s,τ instead of | trm(u)|m,s,τ , whenever no ambiguity may occur.
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We introduce the space of smooth functions in the half space, with rapid decay at infinity

S (Rd+) = {u|xd>0
, u ∈ S (Rd)},

that is the space of restrictions to the half space of functions in the Schwartz space. Pseudo-differential
operators that behave polynomially in the ξd direction such as (4.1) may act on functions of S (Rd+).
Hence, we introduce the norms in Rd+

||u||2m,s,τ = ||OpT (λsT )u||2m,τ , u ∈ S (Rd+),

with ||.||m,τ introduced in (4.2), and the norm at the interface I = {xd = 0} ' Rd−1

|U |2m,s,τ =

m∑
j=0

|OpT (λsT )uj |2m−j,τ , U = (u0, . . . , um) ∈
(
S (Rd−1)

)m+1
,

with |.|m−j,τ given by (4.2). In what follows, we shall denote the inner product of L2(Rd+) and L2(Rd−1)
by (

f, g
)

+
=

∫
Rd+
fg,

(
u, v
)
∂

=

∫
Rd−1

uv,

respectively, for f, g ∈ L2(Rd+) and u, v ∈ L2(Rd−1) ' L2(I). We shall also write

||f ||2+ :=

∫
Rd+
|f |2.

We state the following continuity results for the classes of pseudo-differential operators introduced in
Section 4.1.2.

Proposition 4.4. Let a(ρ) ∈ Sm,sτ .Then, for every m′ ∈ N and s′ ∈ R there exists a constant C > 0
such that

||Op(a)u||m′,s′,τ ≤ C||u||m′+m,s′+s,τ ,

for all u ∈ S (Rd+).

4.2 Sub-elliptic estimate near the interface
The following estimation is classical and based on integration by parts. It describes how the sub-ellipticity
property yields an estimation, here with the case of a quadratic form Re

(
Av, iBv

)
+
.

Lemma 4.5. Let U be an open subset of V
+
. Let a ∈ Sm,0τ and b ∈ Sm−1,1

τ be real symbols homogeneous
of degree m in (ξ, τ). Set

Qa,b(v) = 2 Re
(
Av, iBv

)
+
, A = Op(a), B = Op(b). (4.4)

Assume that
a(ρ) = b(ρ) = 0 =⇒ {a, b} > 0

for x ∈ U , for (ξ, τ) 6= 0. Then there exists C,C ′, τ0 > 0 such that

C||v||2m,τ ≤ C ′
(
||Av||2+ + ||Bv||2+ + | tr v|2m−1,1/2,τ

)
+ τ
(
Qa,b(v)− ReBa,b(v)

)
,

for τ ≥ τ0, for all v ∈ C∞(Rd+) with supp v ⊂ U , and where Ba,b is a quadratic form at the interface
{xd = 0}, satisfying

|Ba,b(v)| ≤ C ′| tr v|2m−1,1/2,τ .

A proof of this result can be found in [6].
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4.3 An elliptic estimate near the interface
We consider, on Rd+,

Pk,ϕ = eτϕkPke
−τϕk ∈ Ψ2mk,0

τ ,

of principal symbol pk,ϕ(ρ) = pk(x, ξ+ iτdϕk(x)) ∈ S2mk,0
τ , where pk denotes the principal symbol of Pk.

We also define at the boundary
T jk,ϕ = eτϕkT jke

−τϕk ∈ Ψ
βjk,0
τ ,

of principal symbol tjk,ϕ(ρ) = tjk(x, ξ + iτdϕk(x)) ∈ Sβ
j
k,0
τ , where tjk denotes the principal symbol of T jk .

Considering an operator with principal symbol with roots that have negative imaginary parts, we may
obtain an estimate of all the relevant traces at the boundary (or the interface) without the use of any
boundary condition. This is the result of the following lemma, which proof can be found in [6].

Lemma 4.6. Let h(ρ′, ξd) ∈ Sk,0τ , with k ≥ 1, be a monic polynomial function in ξd with homogeneous
coefficients in (ξ′, τ) and H = Op(h). Let U be a conic open subset of V

+ ×Rd−1 ×R+. Assume that all
the roots of h have negative imaginary part for all ρ′ ∈ U . Let χ(ρ′) ∈ S0

τ,T , homogeneous, be such that
suppχ ⊂ U , and let N ∈ N. There exist C > 0 and τ0 > 0 such that

||OpT (χ)w||2k,τ + | tr(OpT (χ)w)|2k−1,1/2,τ ≤ C
(
||H OpT (χ)w||2+ + ||w||2k,−N,τ + | tr(w)|2k−1,−N,τ

)
,

for all w ∈ S (Rd+) and τ ≥ τ0.

Observe that this lemma provides an estimate on all the traces at the boundary, up to microlocal
remainder terms, which will be absorbed when patching all the microlocal estimates on the whole phase-
space, by taking τ > 0 sufficiently large.

Below, we consider operators that admit roots with non-negative imaginary parts. The covering
condition imposed at the multi-interface I on the set of operators (Pk, T

j
k , ϕ) is then a key element to

obtain an estimation.

4.4 Interface quadratic forms

Definition 4.7. For w = (w1, . . . , wn) ∈ (S (Rd+))n, N ∈ N we define the following quadratic forms

G(w) :=

N∑
s=1

(
n∑
k=1

Askwk|xd=0
,

n∑
k=1

Bskwk|xd=0

)
∂

,

with Ask = Op(ask), and Bsk = Op(bsk). We say that G is an interface quadratic form of type (2m1 −
1, . . . , 2mn − 1, σ) if, for each s ∈ {1, . . . N} we have ask, b

s
k ∈ S

2mk−1,σk
τ,cl , for all k ∈ {1, . . . , n}, with

σ1 + · · · + σn = 2σ. Moreover, for z = (z1, . . . , zn), z̃ = (z̃1, . . . , z̃n) ∈ C2m1 × · · · × C2mn , where
zk = (z0

k, z
1
k, . . . , z

2mk−1
k ) and z̃k = (z̃0

k, z̃
1
k, . . . , z̃

2mk−1
k ), we define

ΣG(ρ′, z, z̃) =

N∑
s=1

n∑
k=1

Σask(ρ′, zk)

n∑
k=1

Σbsk(ρ′, z̃k),

where, for a symbol a(ρ) =
∑p
j=0 aj(ρ

′)ξjd ∈ S
p,s
τ,cl, we set

Σa(ρ′, z) =

p∑
s=0

aj(ρ
′)zj , for z = (z0, . . . , zp) ∈ Cp+1.
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Definition 4.8. Let W be an open conic set in Rd−1 × Rd−1 × R+ and let G be an interface quadratic
form of type (2m1 − 1, . . . , 2mn − 1, σ) associated with the bilinear symbol ΣG(ρ′, z, z̃). We say that G is
positive definite in W if there exists C > 0 and R > 0 such that

Re ΣG(ρ′|xd=0
, z, z) ≥ C

n∑
k=1

2mk−1∑
j=0

λ
2(2mk−1−j+σk)
T |zjk|

2,

for z = (z1, . . . , zn) ∈ C2m, zk = (z0
k, . . . , z

2mk−1
k ) ∈ C2mk , τ ≥ 0, λT ≥ R, ρ′|xd=0

∈W .

We have the following Gårding-type inequality. The proof follows [7].

Lemma 4.9. Let W be an open conic set in Rd−1×Rd−1×R+ and let G be an interface quadratic form
of type (2m1 − 1, . . . , 2mn − 1, σ) that is positive definite in W . Let χ ∈ S0

T,τ be a homogeneous symbol
satisfying suppχ|xd=0

⊂W and let M ∈ N. There exists C > 0, C ′ > 0 and τ0 > 0 such that

ReG(OpT (χ)u) ≥ C
n∑
k=1

| tr OpT (χ)u|22mk−1,σk,τ
− C ′

n∑
k=1

| truk|22mk−1,σk−M,τ , (4.5)

for u = (u1, . . . , uk) ∈ (S (Rd+))n, τ ≥ τ0.

Proof. Using Definition 4.7, G reads

G(u) =

N∑
s=1

(
n∑
k=1

Askuk|xd=0
,

n∑
k=1

Bskuk|xd=0

)
∂

, with Ask, B
s
k ∈ Ψ2mk−1,σk

τ,cl .

Using tangential pseudo-differential calculus, with classical symbols, there exist ask,j , b
s
k,j ∈ S0

T,τ,cl such
that

Ask =

2mk−1∑
j=0

OpT (ask,j) OpT (λ2mk−1−j+σk
T )Dj

d, Bsk =

2mk−1∑
j=0

OpT (bsk,j) OpT (λ2mk−1−j+σk
T )Dj

d.

Denoting by a#b, a ∈ SmT,τ,cl, b ∈ Sm
′

T,τ,cl the product of symbols, that is, for all M ∈ N,

a#b(ρ′) =
∑
|α|<N

(−i)|α|

α!
∂αξ′a(ρ′)∂αx′b(ρ

′) + rM , rM ∈ Sm+m′−M
T,τ,cl ,

and a∗ the adjoint symbol, that is, for all M ∈ N,

a∗(ρ′) =
∑
|α|<M

(−i)|α|

α!
∂αξ ∂

α
x a(ρ′) + rM , rM ∈ Sm−MT,τ,cl ,

the quadratic form G can be written as

G(u) =
N∑
s=1

(
n∑
k=1

2mk−1∑
j=0

OpT (ak,j)OpT (λ
2mk−1−j+σk
T )Dj

duk|xd=0
,

n∑
k=1

2mk−1∑
j=0

OpT (bk,j)OpT (λ
2mk−1−j+σk
T )Dj

duk|xd=0

)
∂

=

n∑
k,k′=1

2mk−1∑
j=0

2mk′−1∑
j′=0

(
OpT (g

k′,k′

j,j )OpT (λ
2mk−1−j+σk
T )Dj

duk|xd=0
,OpT (λ

2mk′−1−j′+σk′
T )Dj′

d uk′|xd=0

)
∂
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where gk,k
′

j,j ∈ S0
T,τ cl is given by

gk,k
′

j,j′ =

N∑
s=1

(bsk,j)
∗#ask′,j′ .

We recast this equality into a system formalism. We then consider the following matrix symbol

G(ρ′) =

g
1,1(ρ′) . . . g1,n(ρ′)
...

...
gn,1(ρ′) . . . gn,n(ρ′)

 , gi,i
′

=
(
gi,i
′

`,h (ρ′)
)

0 ≤ ` ≤ mi − 1
0 ≤ h ≤ m

i′ − 1

.

It is then sufficient to follow the proof of Lemma 3.3 in [7]. �
With the covering condition, we have the following positivity result, at the symbol level. In the

following section, this positivity property will yield an actual estimate at the interface by means of
Lemma 4.9.

Proposition 4.10. Assume the covering condition of Definition 2.3 holds at ρ′0 ∈ LT (I). There exist a
conical neighborhood U of ρ′0 in V

+ × Rd−1 × R+, C > 0 such that

m∑
j=1

λ
2(γj−1/2)
T

∣∣ n∑
k=1

Σtjk
(ρ′, zk)

∣∣2 +

n∑
k=1

m′k∑
j=m+1

λ
2(m+m−k −j+1/2)

T |Σejk,ϕ(ρ′, zk)|2

≥ C
n∑
k=1

mk−1∑
j=0

λ
2(2mk−1/2−j)
T |zjk|

2,

for all ρ′ ∈ U , for all zk = (z0
k, . . . , z

2mk−1
k ) ∈ Cmk .

Proof. As the covering condition is fulfilled at ρ′0 ∈ LT (I), there exist an open conic neighborhood U
of ρ′0 in V +×Rd−1×R+ such that the rank condition (2.17) is satisfied at ρ′, for every ρ′ ∈ U . Yet, consider
the compact set K := U ∩ S|(ξ′,τ)|=1, where S|(ξ′,τ)|=1 := {(x, ξ′, τ) ∈ Rd+ × Rd−1 × R+, |ξ′|2 + τ2 = 1}.
Let ρ̃′ ∈ K. in view of (2.17), we have that M(ρ̃′) is of maximal rank, that is M(ρ̃′) = 2m. Taking
z = (z1, . . . , zn) with zk = (z0

k, . . . , z
2mk−1
k ) ∈ C2mk , we have(

tM(ρ̃)z, tM(ρ̃)z
)
& ||z||2C2m , (4.6)

Recalling the form of M in (2.16), we have(
M(ρ̃′) tM(ρ̃′)z, z

)
= |

n∑
k=1

tM1
k (ρ̃′)zk|2 +

n∑
k=1

|tM2
k (ρ̃′)zk|2

=

m∑
j=1

∣∣ n∑
k=1

Σtjk,ϕ
(ρ̃′, zk)

∣∣2 +

n∑
k=1

m+m−k∑
j=m+1

|Σejk,ϕ(ρ̃′, zk)|2,

and with (4.6), we have

m∑
j=1

∣∣ n∑
k=1

Σtjk,ϕ
(ρ̃′, zk)

∣∣2 +

n∑
k=1

m+m−k∑
j=m+1

|Σejk,ϕ(ρ̃′, zk)|2 & ||z||2C2m . (4.7)

Then, by continuity, (4.7) is true in a neighborhood of ρ̃′, and with a compactness argument, is true for
all ρ′ ∈ K. Yet, we define

HλT (ρ′) = (x, λT ξ
′, λT τ),
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and thus for every ρ̃′ ∈ K, we have ρ̃′ = H−1
λT
ρ′ with ρ′ := HλT ρ̃

′. We set z̃jk = λ2mk−1/2−jzjk, z̃k =

(z̃0
k, . . . , z

2mk−1
k ) and z̃ = (z̃1, . . . , z̃n). By homogeneity of the symbols, (4.7) yields

m∑
j=1

∣∣ n∑
k=1

Σtjk,ϕ
(ρ̃′, z̃k)

∣∣2 +

n∑
k=1

m+m−k∑
j=m+1

|Σejk,ϕ(ρ̃′, z̃k)|2 & ||z̃||2C2m ,

which reads

m∑
j=1

∣∣ n∑
k=1

λ
2mk+1/2−βjk
T Σtjk,ϕ

(ρ′, zk)
∣∣2 +

n∑
k=1

m+m−k∑
j=m+1

|λm+m−k +1/2−j
T Σejk,ϕ

(ρ̃′, zk)|2

&
n∑
k=1

2mk−1∑
j=0

|λ2mk−1/2−jzjk|
2.

Using assumption (1.2), this yields the result. �

4.5 Estimate with the covering condition
The following proposition shows how the covering condition allows one to estimate all the traces at the
interface. The estimate is microlocal near a point where the covering condition holds.

Proposition 4.11. Let ρ′0 = (x0, ξ0, τ0), x0 ∈ I, such that the covering condition of Definition 2.3 holds
at ρ′0. Then, there exists a conic neighborhood V of ρ′0 in V

+ × Rd−1 × R+ such that for χ ∈ S0
T,τ

homogeneous in (ξ′, τ) with suppχ ⊂ V, there exist C > 0 and τ1 > 0 such that

C

n∑
k=1

| tr OpT (χ)vk|22mk−1,1/2,τ ≤
m∑
j=1

|
n∑
k=1

T jk,ϕvk|xd=0
|2γj−1/2,τ +

n∑
k=1

||Pk,ϕvk||2+

+

n∑
k=1

(
||vk||22mk,−1,τ + | tr vk|22mk−1,−1/2,τ

)
, (4.8)

for all τ ≥ τ1, v = (v1, . . . , vk) ∈ (S (Rd+))n.

Proof. Consider the factorization described in Section 2.5

pk,ϕ(ρ′, ξd) = p−k,ϕ(ρ′, ξd)κ(ρ′, ξd), (4.9)

for ρ′ in a conic neighborhood V0 of ρ′, with p−k,ϕ, κk,ϕ polynomials with homogeneous coefficients, p−k,ϕ
being monic. Using Proposition 4.10, there exists a conic neighborhood V1 of ρ′0, V1 ⊂ V0, such that

m∑
j=1

λ
2(γj−1/2)
T

∣∣ n∑
k=1

Σtjk,ϕ
(ρ′, zk)

∣∣2 +

n∑
k=1

m′k∑
j=m+1

λ
2(m+m−k −j+1/2)

T |Σejk,ϕ(ρ′, zk)|2

≥ C
n∑
k=1

2mk−1∑
j=0

λ
2(2mk−1/2−j)
T |zjk|

2, (4.10)

holds for all ρ′ ∈ V1 and for all z = (z1, . . . , zn) ∈ C2m, with zk = (z0
k, . . . , z

2mk−1
k ) ∈ C2mk . Now

we consider a conic neighborhood V of ρ′0 satisfying V ⊂ V1, and χ ∈ S0
T,τ homogeneous such that
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suppχ ⊂ V, and χ̃ ∈ S0
T,τ homogeneous such that supp χ̃ ⊂ V1, and χ̃ = 1 in a neighborhood of V.

Consider a smooth extension p̃−k,ϕ outside V0. Note that by symbolic calculus, we have OpT (χ)Pk,ϕ =

Op(p̃−k,ϕ) OpT (χ) Op(χ̃κk,ϕ) + Rk, and Rk ∈ Ψ2mk,−1
τ,cl . Take also v = (v1, . . . , vn) ∈ (S (Rd+))n. By

definition, p−k,ϕ has only roots with negative imaginary parts. Thus we can apply Lemma 4.6 to the

function wk := Op(χ̃κk,ϕ)vk ∈ S (Rd+), and we obtain, for all k ∈ {1, . . . , n}, for any N ∈ N,

||OpT (χ)wk||2m−k ,τ + | tr(OpT (χ)wk)|m−k −1,1/2,τ (4.11)

. ||Op(p−k,ϕ) OpT (χ)wk||2+ + ||wk||2m−k ,−N,τ + | trwk|2m−k −1,−N,τ

. ||Pk,ϕvk||2+ + ||vk||22mk,−1τ + | tr vk|22mk−1,−N,τ . (4.12)

By definition, we have | tr(OpT (χ)wk)|2
m−k −1,1/2,τ

=
∑m−k −1
j=0 |Dj

d OpT (χ)wk|2m−k −1/2−j,τ , thus (4.12) gives

m−k −1∑
j=0

|Dj
d OpT (χ)wk|2m−k −1/2−j,τ . ||Pk,ϕvk||

2
+ + ||vk||22mk−1,τ + | tr vk|22mk−1,−N,τ . (4.13)

Yet, we recall that for j ∈ {0, . . . ,m−k − 1}, from (2.15), we defined ej+m+1
k (ρ′, ξd) = ξjdκk,ϕ(ρ′, ξd), for

ρ′ ∈ V0. Hence, by symbolic calculus, for j ∈ {0, . . . ,m−k − 1}

Dj
d OpT (χ) Op(χ̃κk,ϕ) = Op(χ̃ej+m+1

k ) OpT (χ) +R′k,

where the remainder R′k ∈ Ψ
2mk−m−k +j,−1
τ . From (4.13), this yields

n∑
k=1

m′k∑
m+1

|Op(χ̃ejk) OpT (χ)vk|2m−k −1/2−j,τ .
n∑
k=1

||Pk,ϕvk||2+ + ||vk||22mk,−1,τ + | tr vk|22mk−1,−1/2,τ . (4.14)

From (4.10), as χ̃ = 1 on V, we have for all ρ′ ∈ V,

m∑
j=1

λ
2(γj−1/2)
T |

n∑
k=1

Σtjk,ϕ
(ρ′, zk)|2 +

n∑
k=1

m′k∑
j=m+1

λ
2(m+m−k −j+1/2)

T |χ̃(ρ′)Σejk,ϕ
(ρ′, zk)|2

≥ C
n∑
k=1

2mk−1∑
j=0

λ
2(2mk−1/2−j)
T |zjk|

2. (4.15)

Yet, consider the following quadratic form, for u = (u1, . . . , un) ∈ (S (Rd+))n,

G(u) =

m∑
j=1

|
n∑
k=1

T jk,ϕuk|xd=0
|2γj−1/2,τ +

n∑
k=1

m′k∑
j=m+1

|Op(χ̃ejk)uk|xd=0
|2
m+m−k +1/2−j ,

which symbol is given by

ΣG(ρ′, z, z̃) =

m∑
j=1

λ
2(γj−1/2)
T

(
n∑
k=1

Σtjk,ϕ
(ρ′, zk)

)(
n∑
k=1

Σtjk,ϕ
(ρ′, z̃k)

)

+

n∑
k=1

m+m−k∑
j=m+1

|χ̃(ρ′)|2λ2(m+m−k +1/2−j
T Σejk

(ρ′, zk)Σejk
(ρ′, z̃k),
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with z = (z1, . . . , zn), where zk ∈ C2mk . With (4.15), and the Gårding inequality of Lemma 4.9, for
N ∈ N, there exists τ0, C, C ′ > 0 such that

G(OpT (χ)v) ≥ C
n∑
k=1

| tr(Op(χ))vk|22mk−1,1/2,τ − C
′
n∑
k=1

| tr vk|22mk−1,−N,τ , (4.16)

for τ ≥ τ0. Hence, inserting (4.16) in (4.14), we obtain

n∑
k=1

| tr(Op(χ)vk)|22mk−1,1/2,τ .
m∑
j=1

|
n∑
k=1

T jk,ϕ OpT (χ)vk|xd=0
|2γj−1/2,τ

+

n∑
k=1

(||Pk,ϕvk||2+ + ||vk||22mk,−1,τ + | tr vk|22mk−1,−1/2,τ ). (4.17)

It remains to see that T jk,ϕ OpT (χ) = OpT (χ)T jk,ϕ + [T jk,ϕ,OpT (χ)] to obtain

m∑
j=1

|
n∑
k=1

T jk,ϕ OpT (χ)vk|xd=0
|2γj−1/2,τ .

m∑
j=1

|
n∑
k=1

T jk,ϕvk|xd=0
|2γj−1/2,τ +

m∑
j=1

n∑
k=1

| tr vk|2βjk,2mk−βjk−3/2,τ
.

Using the definition of the norms on the traces (4.3), we have

| tr vk|2βjk,2mk−βjk−3/2,τ
=

βjk∑
`=0

|D`vk|xd=0
|22mk−`−3/2,τ ≤

2mk−1∑
`=0

|D`vk|xd=0
|22mk−`−3/2,τ

= | tr vk|22mk−1,−1/2,τ ,

and the proof is complete. �

4.6 Microlocal estimate with operators satisfying both sub-ellipticity and
covering condition

Using both the covering condition (by means of Proposition 4.11) and the sub-ellipticity condition (by
means of Lemma 4.5), we are ready to prove the following microlocal Carleman estimate, in a conic
neighborhood of a point in LT (I).

Theorem 4.12. Let x0 ∈ I∩V . Assume that (Pk, ϕk) satisfies the sub-ellipticity condition in a neighbor-
hood of x0 in V

+
, and that (T jk , ϕ) covers (Pk, ϕ) at ρ′ ∈ LTx0

(I). Then, there exists V a conic neighborhood
of ρ′ in V

+ × Rd−1 × R+ such that for χ ∈ S0
T,τ homogeneous of degree 0 satisfying suppχ ⊂ V, there

exist C, τ0 > 0 such that

τ−1
n∑
k=1

||OpT (χ)vk||22mk,τ +

n∑
k=1

| tr(Op(χ)v)|22mk−1,1/2,τ ≤ C
( n∑
k=1

||Pk,ϕvk||2+

+

m∑
j=1

|
n∑
k=1

T jk,ϕvk|xd=0
|2γj−1/2,τ +

n∑
k=1

||vk||22mk,−1,τ +

n∑
k=1

| tr vk|22mk−1,−1/2,τ

)
, (4.18)

for τ ≥ τ0, for v = (v1, . . . , vn) ∈ (S (Rd+))n.
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Proof. Consider a neighborhood U of x0 in V
+

such that the sub-ellipticity condition holds in U .
First we write

Pk,ϕ = Pk,2 + iPk,1, with Pk,2 =
1

2

(
Pk,2 + P ∗k,2

)
, Pk,1 =

1

2i

(
Pk,2 − P ∗k,2

)
. (4.19)

We shall denote by pk,ϕ ∈ Smk,0τ , pk,2 ∈ Smk,0τ , pk,1 ∈ Smk−1,1
τ their principal symbols, respectively. Let

U be a conical neighborhood of ρ′0 given by Proposition 4.11. We have from (4.19)

||vk||22mk,−1,τ + ||Pk,ϕvk||2+ & ||OpT (χ)vk||22mk,−1,τ + ||Pk,ϕ OpT (χ)vk||2+
& ||Op(pk,2) OpT (χ)vk||2+ + ||Op(pk,1) OpT (χ)vk||2+ +Qpk,2,pk,1(OpT (χ)vk)

& τ−1||Op(pk,2) OpT (χ)vk||2+ + τ−1||Op(pk,1) OpT (χ)vk||2+
+Qpk,2,pk,1(OpT (χ)vk), (4.20)

where Qpk,2,pk,1 is the quadratic form defined in (4.4). We have from Lemma 4.5, as the sub-ellipticity
condition holds,

Cτ−1||OpT (χ)vk||22mk,τ ≤ C
′τ−1

(
||Op(pk,2) OpT (χ)vk||2+ + ||Op(pk,1) OpT (χ)vk||2+

+ | tr OpT (χ)vk|22mk−1,1/2,τ

)
+
(
Qpk,2,pk,1(OpT (χ)vk)− ReBpk,2,pk,1(OpT (χ)vk)

)
, (4.21)

where Bpk,2,pk,1 satisfies

Bpk,2,pk,1(OpT (χ)vk) ≤ C| tr(OpT (χ)vk)|22mk−1,1/2,τ .

From Proposition 4.11, with the covering condition, we have

C

n∑
k=1

| tr OpT (χ)vk|22mk−1,1/2,τ ≤
m∑
j=1

|
n∑
k=1

T jk,ϕvk|xd=0
|2γj−1/2,τ +

n∑
k=1

||Pk,ϕvk||2+

+

n∑
k=1

(
||vk||22mk,−1,τ + | tr vk|22mk−1,−1/2,τ

)
. (4.22)

Combining estimates (4.21) and (4.22), we obtain, with C ′ taken sufficiently large

Cτ−1
n∑
k=1

||OpT (χ)vk||22mk,τ + C

n∑
k=1

| tr OpT (χ)vk|22mk−1,1/2,τ

≤ C ′
(
τ−1

n∑
k=1

||Op(pk,2) OpT (χ)vk||2+ + τ−1
n∑
k=1

||Op(pk,1) OpT (χ)vk||2+ +

m∑
j=1

|
n∑
k=1

T jk,ϕvk|xd=0
|2γj−1/2,τ

+

n∑
k=1

||Pk,ϕvk||2+ +

n∑
k=1

(||vk||22mk,−1,τ + | tr vk|22mk−1,−1/2,τ )
)

+

n∑
k=1

Qpk,2,pk,1(OpT (χ)vk). (4.23)

It remains to use (4.20) to obtain the sought result. �

4.7 Proof of the main result.
Let x0 ∈ I and V be like in Theorem 4.12. By assumption the covering condition holds for all
(x0, Y, ν1, . . . , νn, τ) ∈ LTx0

(I). Using the local coordinates introduced in Section 2, we can only con-
sider ρ = (x, ξ′, ξd, τ), with (x, ξ′, τ) ∈ S|(ξ′,τ)|=1. According to Theorem 4.12, for all ρ′ = (x, ξ′, τ), there
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exists a conic neighborhood Uρ′ = Oρ′ × Cρ′ of ρ′ in V × Rd−1 × R+ such that the Carleman estimate
(4.18) holds in Uρ′ . By a compactness argument, we can extract from the family of the Uρ′ a finite
number of conical subsets Uj := Oj × Cj , j ∈ J such that S|(ξ′,τ)|=1 ⊂ ∪j∈JCj . First we set W = ∩j∈JOj
and Vj = W × Cj . We construct a partition of unity (χj)j∈J , χj ∈ S0

T,τ , homogeneous of degree 0 in
(ξ′, τ) ≥ C > 0 such that ∑

j∈J
χj(ρ

′) = 1, for (ξ′, τ) ≥ C > 0, supp(χj) ⊂ Vj .

Applying Theorem 4.12, we have

τ−1
∑
j∈J

n∑
k=1

||OpT (χj)vk||22mkτ +
∑
j∈J

n∑
k=1

| tr(Op(χj)vk)|22mk−1,1/2,τ ≤ C
( n∑
k=1

||Pk,ϕvk||2+

+

m∑
j=1

|
n∑
k=1

T jkvk|xd=0
|2γj−1/2,τ +

n∑
k=1

||vk||22mk,−1,τ +

n∑
k=1

| tr vk|22mk−1,−1/2,τ

)
, (4.24)

for all vk ∈ C
+∞
0 (W ), k = 1, . . . , n. From the fact that χ̃ := 1−

∑
j∈J χj belongs to S

−N
T,τ inW×Rd−1×R+,

for all N ∈ N, we have that

τ−1
n∑
k=1

||vk||22mkτ +

n∑
k=1

| tr(vk)|22mk−1,1/2,τ ≤ τ
−1
∑
j∈J

n∑
k=1

||OpT (χj)vk||22mk,τ

+
∑
j∈J

n∑
k=1

| tr(Op(χj)vk)|22mk−1,1/2,τ +

n∑
k=1

||vk||22mk−1,1/2−N +

n∑
k=1

| tr(vk)|22mk−1,1/2−N,τ , (4.25)

as supp(wk) ⊂W . Combining (4.24) and (4.25), we obtain by taking τ large,

τ−1
n∑
k=1

||vk||22mk−1,1/2,τ +

n∑
k=1

| tr(vk)|22mk−1,1/2,τ ≤ C
( n∑
k=1

||Pk,ϕvk||2+

+

m∑
j=1

|
n∑
k=1

T jkvk|xd=0
|2γj−1/2,τ

)
.

Going back with the original variable uk = eτϕkvk yields the result, taking into account of the change
of variable described in (2.1). With the notation introduced there, the open set Ũ can be chosen as
Ũ = ∩nk=1φ

−1
k (W ). �

5 Applications to control theory for the transmission problem
In this section, we shall place ourselves in the following setting. We consider p smooth compact Rieman-
nian manifolds (Ωk, gk) of dimension d ≥ 2, k = 1, . . . , p, with boundary ∂Ωk. We set Ω = ∪pk=1Ωk. We
assume that Ω is connected and that ∂Ωk has nk connected component, with nk ≥ 1. We further assume
that the manifolds shares some of the connected component of their boundary with others. More pre-
cisely, we shall denote by I`, ` ∈ {1, . . . , L} the set of interfaces that are shared by at least two manifolds,
and we shall denote by Bk, k ∈ {1, . . . ,K} the remaining connected components of the boundaries. As
in Section 3, we shall consider the Laplace-Beltrami operator on each Ωk and a transmission problem as
in (3.1) at each interface I`, ` ∈ {1, . . . , L}. The case d = 1, corrseponds to the case of elliptic problems
on a connected graph. However, as we prove our Carleman estimates only for d ≥ 2, we do not consider
the case d = 1 is what follows. For such issues, we refer to [4, 13, 19, 30] and the references therein.
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Figure 3: We recast geometrical configurations under a graph form: the edges represent the manifolds
Ωk, and the vertices the interfaces I`, or the boundaries Bk.

5.1 Observable domains
We propose a method to describe the global geometrical configuration we can deal with. Indeed, due to
the discussion made at the end of Section 3.1, locally, we have to observe any n-interface from at least
(n− 1)-sides.
Let ω be an open subset of Ω. We shall write ω` = Ω` ∩ ω, and L = {` ∈ {1, . . . , p}, ω` 6= ∅}. For
k ∈ {1, . . . , p}, we define the following map

Nk : I` 7−→

{
1 if Ωk ∩ I` 6= 0

0 otherwise.
(5.1)

In other words, this map returns 1 if I` is an interface shared by Ωk. We set V` := {k ∈ {1, . . . , p}, Nk(I`) =
1}, that is, the set of manifolds that share the interface I`. Conversely, we define Wk := {` ∈
{1, . . . , L}, Nk(I`) = 1}, that is, the set of indices of interfaces that are shared by the manifold Ωk.

We consider the following construction, with O0 := L,

Oj+1 = Oj ∪
(
∪L`=1V`j

)
, V`j :=

{
Ṽ`j if Card Ṽ`j ≤ 1

∅ otherwise,
and where Ṽ`j = V` \ Oj . (5.2)

In other words, at each step, for all ` ∈ {1, . . . , L}, we count the number of sides of I` that belongs to
Oj . If this number corresponds to an observation from at least (n− 1)-sides, we add to Oj the remaining
side. Observe that CardV`j ≤ 1 at each step. Note also that if Oj = Oj+1 for some j, then Oj′ = Oj , for
all j′ ≥ j. With this construction, we have the following definition.

Definition 5.1. We say that (Ω, ω) is observable, if there exists j0 ∈ N such that Oj0 = {1, . . . , p} in the
iterated construction described in (5.2).

In the example given on the left-hand-side of Figure 3, assume L = {2, 4, 5, 6}. Then
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1. O0 = L, ∪L`=1Ṽ`0 = {1, 3, 7, 8}, ∪L`=1V`0 = {1, 8}

2. O1 = {1, 2, 4, 5, 6, 8}, ∪L`=1Ṽ`1 = {3, 7}, ∪L`=1V`1 = {3}

3. O2 = {1, 2, 3, 4, 5, 6, 8}, ∪L`=1Ṽ`2 = {7}, ∪L`=1V`2 = {7}

4. O3 = {1, 2, 3, 4, 5, 6, 7, 8}.

As a result, according to Definition 5.1, we have that (Ω, ω) is observable. In the example given on the
right hand side of Figure 3, assume L = {2, 4, 5, 6}. Then

1. O0 = L, ∪L`=1Ṽ`0 = {1, 3, 7, 8}, ∪L`=1V`0 = {8}

2. O1 = {2, 4, 5, 6, 8}, ∪L`=1Ṽ`1 = {3, 4, 7}, ∪L`=1V`1 = ∅

3. O1 = O2 6= {1, . . . , 8}.

Hence, (Ω, ω) is not observable in this particular case.

5.2 Setting
Consider Z := (0, X0) × Ω, where X0 > 0 (resp. Zk := (0, X0) × Ωk). Let α ∈ (0, X0/2), and define
Y := (α,X0 − α) × Ω (resp. Yk := (α,X0 − α) × Ωk). For z = (z0, x) ∈ Z (resp. Y ), we shall mean
z0 ∈ (0, X0) (resp. z0 ∈ (α,X0−α)) and x ∈ Ω. For ` ∈ {1, . . . , L} (see the beginning of this section for
the notation), we also set S` = (0, X0)× I` and Sα` = (α,X0 − α)× I`. For k ∈ {1, . . . ,K}, we consider
Rk = (0, X0)×Bk and Rαk = (α,X0−α)×Bk. We finally set Wk = {i ∈ {1, . . . , p},Ωi ∩Bk 6= ∅}, that is
the set of the indices of the manifold that has Bk as a boundary. We consider the following transmission
problem for a general domain Ω, with Dirichlet boundary condition:

−∂2
x0
uk −∆gkuk = fk in Zk, k = 1, . . . , p

ui|S` = uj|S` on S`, ∀` ∈ {1, . . . , L}, ∀i, j ∈ V`,∑
k∈V` ∂νkuk|S` = 0 on S`, ∀` ∈ {1, . . . , L},

ui|Bj = 0 on Rk, ∀j ∈ {1, . . . ,K}, i ∈Wj ,

(5.3)

where ∆gk stands for the Laplace-Beltrami operator on Ωk. Other boundary conditions can also be
considered satisfying the Lopatinskii condition. For the sake of simplicity, we only consider Dirichlet
boundary conditions here. We define u(x) = uk(x), and f(x) = fk(x) if x ∈ Zk. Similarlly, for v defined
on Ω (resp. Z or Y ), we set vk on Ωk (resp. Zk or Yk) as vk(x) = v(x) for x ∈ Ωk (resp. vk(s, x) = v(s, x)
for (s, x) ∈ Zk or Yk). We also define the Sobolev spaces, for m ∈ N,

Hm(Ω) = {u, uk ∈ Hm(Ωk)},

and on Z (resp. Y ), we define

Hm(Z) = {u(x) := uk(x), x ∈ Zk, uk ∈ Hm(Zk)}, Hm(Y ) = {u(x) := uk(x), x ∈ Yk, uk ∈ Hm(Yk)}.

5.3 An interpolation inequality
By standard arguments, [28], [25],[26], local Carleman estimates are used to prove interpolation inequal-
ities.

Theorem 5.2. Let ω be a subset of Ω such that (Ω, ω) is observable, in the sense of Definition 5.1. There
exist C > 0 and δ > 0 such that

||u||H1(Y ) ≤ C||u||1−δH1(Z)

(
||f ||L2(Z) + |u|x0=0

|H1(ω) + |∂x0
u|x0=0

|L2(ω)

)δ
, (5.4)

for all u ∈ H1(Y ) solution of (5.3), with f ∈ L2(Z).
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It is classical that the proof of Theorem 5.2 can be reduced to proving the following lemma, which is
a local version of Theorem 5.2, in a neighborhood of an interface. For ` ∈ {1, . . . , L} and k ∈ V`, define
Y ηk = {x ∈ Yk, d(x,∪L`=1S

α
` ∪Kk=1 R

α
k ) > η}. Here, d denotes the Riemannian distance.

Lemma 5.3. Let ` ∈ {1, . . . , L}. Let y ∈ Sα` , and let η > 0. For all k0 ∈ V`, there exist a neighborhood
V of y in Zα, C > 0 and δ ∈ (0, 1) such that

||u||H1(V ) ≤ C||u||1−δH1(Z)

( ∑
k∈V`

||fk||L2(Zk) +
∑
k∈V`
k 6=k0

||u||H1(Y ηk )

)δ
,

for all u ∈ H1(Z) solution of (5.3), with f ∈ L2(Z).

This result corresponds to an observation from (n− 1)-sides of the interface Sα` , where n = CardV`,
and quantifies the unique continuation property.

The following lemmas are classical. The first one allows one to propagate interpolation inequalities
away from boundaries and interfaces.

Lemma 5.4. Let Uk be an open subset compactly embedded in (0, X0) × Ωk and η′ > 0. There exist
C > 0 and δ > 0 such that

||u||
H1(Y η

′
k )
≤ C||u||1−δH1(Zk)

(
||(∂2

x0
+ ∆gk)u||L2(Zk) + ||u||L2(Uk)

)δ
, (5.5)

for all u ∈ H1(Zk) such that (∂2
x0

+ ∆gk)u ∈ L2(Zk).

The second one allows one to propagate interpolation inequalities uo to the boundaries. We also have
the following estimate, in a neighborhood of the boundary {x0 = 0} × ω, where no boundary conditions
are known. We refer to [27] for a proof.

Lemma 5.5. Let x0 ∈ ωk, k ∈ L. There exist V a neighborhood of the point (0, x0) in R×Rd, δ ∈ (0, 1)
and C > 0 such that

||u||H1(V ∩Z) ≤ C||u||1−δH1(Zk)

(
||(∂2

x0
+ ∆gk)u||L2(Zk) + |u|x0=0

|L2(ωk) + |∂su|x0=0
|L2(ωk)

)δ
. (5.6)

for all u ∈ H1(Zk) such that (∂2
x0

+ ∆gk)u ∈ L2(Zk).

Proof of Lemma 5.3. This lemma is a consequence of the Carleman estimate. We shall place
ourselves in a system of coordinates as given in Section 2, in a neighborhood U of a point z0 = (z0

0 , x
0) ∈

Sα` , with x
0
d = 0. We shall write U+ = U ∩ Rd+1

+ . We define two anisotropic distances in Rd+1, for all
z1, z2 ∈ Rd+1,

dγ(z1, z2)2 = γ|(z1
0 , (z

1)′)− (z2
0 , (z

2)′)|2 + |z1
d − z2

d|2, (5.7)

dβγ (z1, z2)2 = γ|(z1
0 , (z

1)′)− (z2
0 , (z

2)′)|2 + β|z1
d − z2

d|2. (5.8)

For k ∈ V` \ {k0}, we define with z1 ∈ Rd+1, the weight function ϕk(z1, z) = eλdγ(z1,z)2

, and for k = k0

we define ϕk0
(z1, z) = eλdβγ (z1,z)2

, with z1 = (z1
0 , (z

1)′,−z1
d), that is, the symmetric of z1 with respect to

the axis {xd = 0}. Note first that for λ > 0 sufficiently large, this family of weight functions satisfies the
sub-ellipticity property (see Lemma 2.2) in U+. For z1 ∈ Rd+1

+ , it satisfies also conditions (3.15). Indeed,
we have

∂xdϕk|xd=0
= 2λx1

dϕk(z1, z)|xd=0
> 0, for k 6= k0 and , ∂xdϕk0|xd=0

= −2λx1
dϕk(z1, z)|xd=0

< 0,
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and moreover, by choosing γ > 0 and β > 0 sufficiently small, we can ensure that the covering condition
is fulfilled. It is now classical that, using the Carleman estimate of Theorem 2.6, we can obtain the
interpolation inequality of Lemma 5.3. We choose r0 > 0 such that z1 = (0, r0) ∈ Rd+1

+ . We define the
following cut-off functions χ0, χ1 ∈ C∞0 (Rd+1):

χ0(x) =

{
0 in xd > r1

1 in xd ∈ [0, r1/2]
; χ1(x) =

{
0 if dγ(z, z1) ≤ r2 or dγ(y, y0) > r5

1 in dγ(z, z1) ∈ [r3, r4],

and
χ1(x) =

{
0 if dβ(z, z1) ≤ r2 or dβ(z, z1) > r5

1 in dβ(z, z1) ∈ [r3, r4],

with 0 < r1 < r0 and 0 < r2 < r3 < r4 < r5 such that

• r3 is small enough to have Bγ(z1, r3) ∩ U+ = ∅, where Bγ denotes the open ball associated with
the distance dγ ;

• r1 small enough and r0 < r4 < r5 are such that {z = (z0, x) ∈ Rd+1
+ | xd ≤ r1} ∩ {r4 ≤ dγ(z, z1) ≤

r5} ⊂ U+.

We can apply the Carleman estimate of Theorem 2.6 on U+ to wk = χ0χ1uk, for k 6= k0, and wk0 = χ1uk0 :
there exist τ0 > 0 such that∑

k∈V`
τ−1||eτϕkwk||22,τ ≤ C

( ∑
k∈V`

||eτϕk(∂2
y0

+ ∆gk)wk||2L2(Zk) +
∣∣∣eτϕk|yd=0

∑
k∈V`

∂ydwk|{yd=0}

∣∣∣2
1/2,τ

)
,

for all τ ≥ τ0. For k 6= k0, the right hand side can be estimated as follows

||eτϕk(∂2
y0

+ ∆gk)w||L2(Zk) . ||eτϕ(∂2
y0

+ ∆gk)u||L2(Zk) + ||eτϕ[(∂2
y0

+ ∆gk), χ0χ1]u||L2(Zk)

. eτC3 ||(∂2
y0

+ ∆gk)u||L2(Zk) + eτC3 ||u||H1(U+∩{yd∈[r1/2,r1]}) + eτC1 ||u||H1(Zk),

with C3 > e−λ(r0−r1) and C1 = e−λr4 . Note that we have C1 < C3. Here, we use that the weight
function ϕ is radial with respect to the distance dγ to z1 and decreasing as z moves away from z1, and
the commutator [(∂2

y0
+∆gk), χ0χ1] is a differential operator of order 1 supported in the region were χ0χ1

varies. For k = k0, we have

||eτϕk0 (∂2
y0

+ ∆gk0
)w||L2(Zk0

) . ||eτϕ(∂2
y0

+ ∆gk0
)u||L2(Zk0

) + ||eτϕ[(∂2
y0

+ ∆gk0
), χ0χ1]u||L2(Zk0

)

. eτC3 ||(∂2
y0

+ ∆gk0
)u||L2(Zk0

) + eτC1 ||u||H1(Zk0
),

In the same spirit,∣∣∣eτϕk|yd=0

∑
k∈V`

∂ydwk|{yd=0}

∣∣∣
1/2,τ

. eτC3 |
∑
k∈V`

∂yduk|{yd=0} |1/2,τ + eτC1 ||uk||H1(Zk)

Finally, we can restrict the left hand side of the Carleman estimate to W̃ := B(0, r6) ∩ {yd > 0} with
r6 > 0 taken sufficiently small to have χ0χ1 = 1 on B(0, r6) and this yields, for τ ≥ 1,∑

k∈V`
τ−1||eτϕkwk||2,τ & eτC2 ||u||H2(W̃ ),

where C2 > infk infW ϕk, and τ ≥ τ0, with τ0 taken sufficiently large. Note that we have 0 < C1 < C2 <
C3. We finally obtain, coming back to the original coordinates, for some η > 0,

||u||H1(V ) . e
τ(C3−C2)

( ∑
k∈V`

||(∂2
x0

+ ∆gk)uk||L2(Zk) +
∑

k∈V`,k 6=k0

||u||H1(Y η`,k) + ||
∑
k∈V`

∂νkuk|S` ||L2(S`)

)
+ e−τ(C2−C1)||u||H1(Z),
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where V is an open neighborhood of y0 in Z. It remains to optimize this inequality with respect to τ to
obtain the result. �

5.4 A spectral inequality
Define L2 :=

⊕p
k=1 L

2(Ωk), and more generally Hs :=
⊕p

k=1H
s(Ωk). We consider the operator defined

on Ω by
A(u1, . . . , up) = (−∆g1u1, . . . ,−∆gpup), (5.9)

with domain

D(A) = {u = (u1, . . . , up) ∈ H1, A(u) ∈ L2, ∀` ∈ {1, . . . , L}, u1|I` = · · · = up|I` = 0,
∑
k∈V`

∂νkuk|I` = 0

and ui|Bj = 0, ∀j ∈ {1, . . . ,K}, ∀i ∈Wj} (5.10)

where νk is the outward unit vector on I` in the sense of the metric gk. This operator admits an
orthonormal basis of eigenfunctions.

Proposition 5.6. There exists a Hilbert basis of L2 composed by eigenfunctions φk = (φk1 , . . . , φ
k
p) ∈ L2

of the operator A, associated with eigenvalues 0 < γ0 ≤ γ1 ≤ . . . with limj→∞ γj = +∞.

The following spectral inequality that measures the loss of orthogonality of the eigenfunctions φj ,
j ∈ N, when they are restricted to an open subset ω ⊂ Ω such that ω 6= Ω. It also quantifies how linear
combinations of these eigenfunctions can be observed from a subdomain. It is a natural consequence of
the interpolation inequality if Theorem 5.2 (see [21]).

Theorem 5.7 (Spectral inequality). Let ω ⊂ Ω be an open subset such that (ω,Ω) is observable in the
sense of Definition 5.1. There exists C > 0 such that for all γ ≥ 0 we have

||w||L2(Ω) ≤ eC
√
γ ||w||L2(ω), w ∈ span(φj ; γj ≤ γ). (5.11)

By the Lebeau-Robbiano method (see for instance the survey [21] for an exposition of the method, and
the references therein), from the above spectral inequality, we can construct a control for the following
heat equation. Let ω be an open subset of Ω.

∂tuk −∆gkuk = χkfk in (0, T )× Ωk, k ∈ {1, . . . , p}
ui|I` = uj|I` at (0, T )× I`, ` ∈ {1, . . . , L}, i, j ∈ V`∑n
k∈V` ∂νkuk|I` = 0 at (0, T )× I`, ` ∈ {1, . . . , L}

ui|Bj = 0 at (0, T )× Bj , j ∈ {1, . . . ,K}, i ∈Wj

(u1|t=0
, . . . , up|t=0

) = (u0
1, . . . , u

0
p) in {0} × Ω,

(5.12)

where χk is a cut-off function such that suppχk b ω. We state the null-controllability result of the heat
equation 5.12.

Theorem 5.8. Let ω ⊂ Ω such that (ω,Ω) is observable in the sense of Definition 5.1. For any T > 0,
there exists a constant C > 0 such that, for all initial data (u0

1, . . . , u
0
p) ∈ L2, there exists a control

f := (f1, . . . , fp) ∈ L2((0, T ),L2), such that the solution u = (u1, . . . , un) of (5.12) satisfies u(T ) = 0.
Moreover the controls satisfy the bound

||f ||L2((0,T ),L2) ≤ C
p∑
k=1

||u0
k||L2(Ωk).
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5.5 Stabilization of the wave equation
Let ω ⊂ Ω be an open subset. We consider the following damped wave equation.

∂2
t uk −∆gkuk + ak(x)∂tuk = 0 in (0, T )× Ωk, k ∈ {1, . . . , p}
ui|I` = uj|I` at (0, T )× I`, ` ∈ {1, . . . , L}, i, j ∈ V`∑n
k∈V` ∂νkuk|I` = 0 at (0, T )× I`, ` ∈ {1, . . . , L}

ui|Bj = 0 at (0, T )× Bj , j ∈ {1, . . . ,K}, i ∈Wk

(u1|t=0
, . . . , up|t=0

) = (u0
1, . . . , u

0
p) in {0} × Ω,

(∂tu1|t=0
, . . . , ∂tup|t=0

) = (v0
1 , . . . , v

0
p) in {0} × Ω,

(5.13)

where ak is a non-negative compactly supported function satisfying ak ≥ C > 0 on ω, a non-empty subset
of Ω. Observe that in the above wave equation, the damping terms are only directly effective on parts
of Ω that intersect ω. We shall see that it is sufficient to ensure stabilization properties. We define the
energy of the waves, solution to System (5.13) by

E(U, t) :=

p∑
k=1

(
||uk||2H1(Ωk) + ||∂tuk||2L2(Ωk)

)
.

We can recast System (5.13) into a semi-group formalism

U̇ +BU = 0, (5.14)

where B =

B1 0
. . .

0 Bp

, with Bk =

(
0 −1
−∆gk ak(x)

)
. We define the norm

||(u1, v1, . . . , up, vp)||2W = ||(u1, . . . , up)||2H1 + ||(v1, . . . , vp)||2L2 .

We have the following result, that states that the energy of the strong solutions of (5.13) decays with
a logarithmic speed.

Theorem 5.9. Assume that (Ω, ω) is observable in the sense of Definition 5.1. There exists C > 0 such
that

E(U, t)1/2 ≤ log(2 + t)−k||BkU0||W,

for all solutions U = (u1, ∂tu1, . . . , up, ∂tup) of (5.14), with initial data U0 = (u0
1, v1, . . . , u

0
p, vp).

It is well known [11, 3] that Theorem 5.9 follows from the following resolvent estimate. We define H1
0

the space of functions of H1 that satisfies at the boundary

ui|Bj = 0 at Bj , j ∈ {1, . . . ,K}, i ∈Wk.

Proposition 5.10. Let ω be a nonempty open subset of Ω and α be such that α > 0 on ω. Then, the
unbounded operator iσ Id−B is invertible on H = H1

0×L2 for all σ ∈ R and there exist K > 0 and σ0 > 0
such that

||(iσ Id−B)−1||L(H,H) ≤ KeK|σ|, σ ∈ R, |σ| ≥ σ0.

As in [26]), this is a consequence of the interpolation inequality of Theorem 5.2, using a propagation
of interpolation inequalities arguments trought the whole domain up to boundaries and trough interfaces.
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