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#### Abstract

In this paper, focus is done on spatial models for extreme events and on their respective efficiency regarding the estimation of two risk measures: one extrapolating marginal distributions and one summarizing the spatial bivariate dependence of extremes. A wide comparison is performed on an innovative simulation plan that has been specifically designed from a daily precipitation data set. The objective of this paper is twofold: firstly, pointing out the inherent properties of each model, and secondly, advising users on how to choose the model depending on the specific type of risk.
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## 1 Introduction

Analyses of extreme values of environmental variables such as precipitation are of great importance since it involves human lives as well as considerable losses of money when a catastrophic event occurs. For instance, between May 28th and June 7th 2016, extreme precipitation events affected a part of Europe including France. This huge and sudden amount of rainfall caused nineteen deaths and, for France only, one billion Euro in damages. Accurate risk measures for such extreme phenomena are therefore needed to prevent from this type of scenario.

The risk estimation of these events is challenging because they involve values that are beyond the range of the observations. For this purpose, adapted tools come from extreme value theory. See for instance de Haan and Ferreira (2006), Beirlant et al. (2004), Finkenstädt and Rootzén (2004) and Coles (2001). Since precipitation phenomena have a spatial feature and data are generally observed at several stations, the dedicated setting to handle this question is that of (conditionally) max-stable spatial models. Detailed and helpful reviews on these models are Cooley et al. (2012), Davison et al. (2012) or Ribatet (2013).

Five spatial models have been selected among the most popular and the most recent in the literature. This choice includes Bayesian and frequentist concepts, and goes from simple to more complex spatial dependence structure. Within this paper, the main goal is to answer: Which of the five competing models yields the best spatial prediction for extreme behaviors of simulated processes mimicking precipitation data? Addressing this question supposes in particular a careful consideration of the data sets involved, as well as a relevant choice of performance criteria.

Two comparative criteria adapted to extreme events prediction are evaluated. The estimation of rare events at a location where no data is available is handled first; this induces the capacity of spatial

[^0]extrapolation of the extreme behavior when looking at marginal information only. A clear and well known way to summarize this marginal information into a concrete risk measure is the return level. Then a second and complementary criterion is the measure of extreme sets for the bivariate distribution at a pair of locations. This aims at capturing the spatial dependence structure of extremes. One could also look at indices involving more than two dimensions, but most of the dependent models for extremes have explicit formulae only in the bivariate case, so it would induce heavier numerical calculations.

Several options can be chosen to define the terms of comparison. One possible option could be to start from an expert point of view and compare each model with an a priori value of the previous criteria. To depart from a subjective choice, an intensive simulation study has been preferred. How could one choose inside each of the five models a meaningful representative mimicking rainfall data? Such a question has not a straight answer. A parametric bootstrap procedure has been set up here. More precisely:

- A real precipitation data set is considered over a central-east region of France on which each of the five spatial models is fitted. These fitted models are then fixed to play the role of extreme rainfall generators.
- Both criteria (return level and bivariate extremal dependence) are evaluated on each generator so that every single generating process has its own true value of a criterion.
- The five spatial models are again considered and fitted on each generated sample drawn from one of the five generators. Both criteria are then evaluated on each fitted model and finally compared to the corresponding (known) true value.

To our knowledge, this way to proceed is original. We believe it offers a better insight into the comparative study than applying a given methodology to a single data set, or estimating a given process inside its own class of model only.

The remainder of this article is organized as follows. The theoretical background of extreme value theory is addressed in the following section, with an emphasis on the so-called block maxima approach and on the five (conditionally) max-stable spatial models that we consider. Section 3 describes the simulation study, the two criteria used to evaluate each case and the results. Conclusions are drawn in Section 4, where some recommendations are provided with respect to different purposes.

## 2 Notations and models

### 2.1 Definition of max-stable processes

Let $\mathcal{S}$ be a compact subset of $\mathbb{R}^{d}$ that represents the spatial region of interest, $d$ being a positive integer. Consider a random process $Y(\cdot)=\{Y(s)\}_{s \in \mathcal{S}}$ defined over $\mathcal{S}$, with continuous sample paths. Write $Y_{1}(\cdot), \ldots, Y_{T}(\cdot)$ for independent copies of $Y(\cdot)$. The process $Y$ is called max-stable if for each $T>1$, there exist continuous functions $a_{T}(\cdot)>0$ and $b_{T}(\cdot) \in \mathbb{R}$ such that:

$$
\bigvee_{t=1}^{T} \frac{Y_{t}(\cdot)-b_{T}(\cdot)}{a_{T}(\cdot)} \stackrel{d}{=} Y(\cdot)
$$

where $\stackrel{d}{=}$ denotes equality in distribution. Such max-stable processes arise as non degenerate limits for pointwise maxima of stochastic processes on $\mathcal{S}$, and have been introduced by de Haan (1984). In particular, for each $s \in \mathcal{S}$, the random variable $Y(s)$ follows a generalized extreme value distribution $\operatorname{GEV}(\mu(s), \sigma(s), \xi(s))$, where the location $\mu(s) \in \mathbb{R}$, scale $\sigma(s)>0$ and shape $\xi(s) \in \mathbb{R}$ parameters are indexed over space $\mathcal{S}$. Recall that the cumulative distribution function (cdf) of a GEV $(\mu, \sigma, \xi)$ random variable Y is:

$$
\operatorname{Pr}(Y \leqslant y)=\left\{\begin{array}{rll}
\exp \left(-\left[1+\xi \frac{y-\mu}{\sigma}\right]_{+}^{-1 / \xi}\right) & \text { if } & \xi \neq 0 \\
\exp \left(-\exp \left[-\frac{y-\mu}{\sigma}\right]\right) & \text { if } & \xi=0
\end{array}\right.
$$

where $z_{+}=\max (0, z)$ for all $z \in \mathbb{R}$. Thanks to the one-to-one mapping:

$$
\begin{equation*}
Z(s)=\left[1+\xi(s) \frac{Y(s)-\mu(s)}{\sigma(s)}\right]^{1 / \xi(s)} \tag{1}
\end{equation*}
$$

one transforms $Y(\cdot)$ into a simple max-stable process $Z(\cdot)$, that is with unit Fréchet margins, corresponding to a $\operatorname{GEV}(1,1,1)$ process at each spatial location in $\mathcal{S}$.

The joint cdf of $Z(\cdot)$ at a set of sites $\left\{s_{1}, \ldots, s_{n}\right\} \subset \mathcal{S}$ is given by:

$$
\begin{equation*}
\operatorname{Pr}\left(Z\left(s_{1}\right) \leqslant z_{1}, \ldots, Z\left(s_{n}\right) \leqslant z_{n}\right)=\exp \left[-V_{s_{1}, \ldots, s_{n}}\left(z_{1}, \ldots, z_{n}\right)\right] \tag{2}
\end{equation*}
$$

in terms of an exponent measure $V_{s_{1}, \ldots, s_{n}}$, also denoted $V$ when there is no ambiguity. This exponent measure contains the information about the spatial dependence of extremes (see e.g de Haan and Ferreira, 2006, Chapter 9). The two limit cases are the independence case, with $V\left(z_{1}, \ldots, z_{n}\right)=$ $\sum_{i=1}^{n} z_{i}^{-1}$ and the total positive dependence case, with $V\left(z_{1}, \ldots, z_{n}\right)=\bigvee_{i=1}^{n} z_{i}^{-1}$. A common measure of spatial dependence between the set of sites $\left\{s_{1}, \ldots, s_{n}\right\}$ is the extremal coefficient $\theta\left(s_{1}, \ldots, s_{n}\right)$ of Schlather and Tawn (2003) defined by:

$$
\operatorname{Pr}\left(Z\left(s_{1}\right) \leqslant z, \ldots, Z\left(s_{n}\right) \leqslant z\right)=\operatorname{Pr}\left(Z\left(s_{1}\right) \leqslant z\right)^{\theta\left(s_{1}, \ldots, s_{n}\right)}
$$

One can interpret $\theta\left(s_{1}, \ldots, s_{n}\right) \in[1, n]$ as the equivalent number of components of $\left\{Z\left(s_{1}\right), \ldots, Z\left(s_{n}\right)\right\}$ that are independent. The extremal coefficient is linked to the exponent measure via $\theta\left(s_{1}, \ldots, s_{n}\right)=$ $V_{s_{1}, \ldots, s_{n}}(1, \ldots, 1)$.

In practice, the description of a max-stable process is done in two parts. First, the marginal distribution is captured by the processes that represent the GEV parameters. Classically, inference on the marginals is carried out under a linear model involving covariates. Such details are postponed until later (as in Equation (4) for instance). Second, the spatial dependence of extremes is measured by $V_{s_{1}, \ldots, s_{n}}(\cdot)$, or summarized through $\theta\left(s_{1}, \ldots, s_{n}\right)$. Parametric models for $V$ can be helpful and some examples are presented in the next section.

### 2.2 Spectral representation and parametric models

Max-stable processes can be described thanks to the following spectral representation, due to de Haan (1984). Let $\left\{\zeta_{j}\right\}_{j \in \mathbb{N}}$ be a Poisson point process on $(0, \infty)$ with intensity measure $\zeta^{-2} d \zeta$ and consider independent copies $\left\{W_{j}(s), s \in \mathcal{S}\right\}_{j \in \mathbb{N}}$ of a stationary process $W(\cdot)$ assuming $\sup _{s \in \mathcal{S}} W(s)<\infty$ with $\mathbb{E}\left[W(s)_{+}\right]=1$. Then the process $Z(\cdot)$ defined for each $s \in \mathcal{S}$ by

$$
\begin{equation*}
Z(s)=\max _{j \geqslant 1} \zeta_{j} W_{j}(s) \tag{3}
\end{equation*}
$$

is max-stable with unit Fréchet margins. Its joint cdf is expressed as:

$$
\operatorname{Pr}(Z(s) \leqslant z(s), s \in \mathcal{S})=\exp \left(-\mathbb{E}\left[\sup _{s \in \mathcal{S}} \frac{W(s)}{z(s)}\right]\right)
$$

Different choices for the so-called spectral processes $W_{j}(\cdot)$ in (3) lead to different max-stable models. Three such max-stable models are now presented. Along this subsection, the dependence structure between two given sites $s_{1}$ and $s_{2}$ will be expressed skipping the notation in terms of the $s_{i}$ 's and $h$ will denote the Euclidean distance between $s_{1}$ and $s_{2}$.

### 2.2.1 The Extremal Gaussian Process: EGP

A first possible choice is to take $W(\cdot)=\sqrt{2 \pi} \varepsilon(\cdot)_{+}$, in terms of a standard stationary Gaussian process $\varepsilon(\cdot)$ with correlation function $\rho(\cdot)$. The resulting max-stable process, defined by Schlather (2002), is
called the Extremal Gaussian Process (EGP). The associated bivariate exponent measure is:

$$
V_{\mathrm{EGP}}\left(z_{1}, z_{2}\right)=\frac{1}{2}\left(\frac{1}{z_{1}}+\frac{1}{z_{2}}\right)\left(1+\sqrt{1-2 \frac{[\rho(h)+1] z_{1} z_{2}}{\left(z_{1}+z_{2}\right)^{2}}}\right)
$$

If the $\varepsilon_{j}(\cdot)$ 's are assumed isotropic, then so is the max-stable process $Z(\cdot)$. The bivariate extremal coefficient of the EGP can be shown to be

$$
\theta_{\mathrm{EGP}}(h)=1+\sqrt{\frac{1-\rho(h)}{2}} .
$$

A shortcoming of the EGP is that it cannot account for asymptotic independence, even when the distance $h$ between two sites increases to infinity. Due to $\rho(\cdot)$ being positive definite, the bivariate extremal coefficient, in dimension $d=2$, does not span over the interval [1, 2] but instead spans the interval of $[1,1.838]$ (see A for details).

Different correlation functions $\rho(\cdot)$ can be chosen. We work with the powered exponential form $\rho(h)=\exp \left[-(h / \lambda)^{\nu}\right]$, where $\nu \in(0,2]$ and $\lambda>0$ are respectively the smoothness and the range parameters. These parameters need to be estimated when fitting the EGP, and we denote them by $\nu_{\mathrm{EGP}}$ and $\lambda_{\mathrm{EGP}}$, respectively.

### 2.2.2 The Brown-Resnick Process: BRP

A second possibility is to take $W(\cdot)=\exp [\varepsilon(\cdot)-\gamma(\cdot)]$, where here $\varepsilon(\cdot)$ is a Gaussian process with stationary increments and semivariogram $\gamma(\cdot)$. Then, representation (3) leads to a process $Z(\cdot)$ originally introduced by Brown and Resnick (1977), see also Kabluchko et al. (2009). This latter process is traditionally called the geometric Gaussian process or the Brown-Resnick Process, and will be denoted by BRP in the following. The associated bivariate exponent measure is

$$
V_{\mathrm{BRP}}\left(z_{1}, z_{2}\right)=\frac{1}{z_{1}} \Phi\left(\sqrt{\frac{\gamma(h)}{2}}+\frac{\log \left(z_{2} / z_{1}\right)}{\sqrt{2 \gamma(h)}}\right)+\frac{1}{z_{2}} \Phi\left(\sqrt{\frac{\gamma(h)}{2}}+\frac{\log \left(z_{1} / z_{2}\right)}{\sqrt{2 \gamma(h)}}\right)
$$

and its extremal coefficient is given by

$$
\theta_{\mathrm{BRP}}(h)=2 \Phi\left(\sqrt{\frac{\gamma(h)}{2}}\right)
$$

When $\varepsilon(\cdot)$ is a fractional Brownian motion, the semivariogram $\gamma(\cdot)$ is given by $\gamma(h)=\left(\frac{h}{\lambda}\right)^{\nu}$, where $\lambda>0$ and $\nu \in(0,2]$ are respectively the range and smoothness parameters. These parameters must be estimated to describe the spatial structure, and they are denoted by $\lambda_{\mathrm{BRP}}$ and $\nu_{\mathrm{BRP}}$, respectively.

### 2.2.3 The Extremal- $t$ Process: ETP

Opitz (2013) obtained the only possible max-stable limit for asymptotically dependent elliptical processes, namely the Extremal-t Process, denoted ETP here. Let $\delta>0$, $m_{\delta}=\sqrt{\pi} 2^{1-\delta / 2} \Gamma\left(\frac{\delta+1}{2}\right)^{-1}$ and $\varepsilon(\cdot)$ be a standard stationary Gaussian process with correlation function $\rho(\cdot)$. As for the EGP, we work with the powered exponential form for $\rho(\cdot)$.
The spectral process of the extremal- $t$ model is $W(\cdot)=m_{\delta} \varepsilon(\cdot)_{+}^{\delta}$ and the corresponding exponent measure $V$ for a pair of sites $\left\{s_{1}, s_{2}\right\}$ is given by

$$
V_{\mathrm{ETP}}\left(z_{1}, z_{2}\right)=\frac{1}{z_{1}} T_{\delta+1}\left(-\frac{\rho(h)}{\varphi_{\delta}(h)}+\frac{1}{\varphi_{\delta}(h)}\left(\frac{z_{2}}{z_{1}}\right)^{1 / \delta}\right)+\frac{1}{z_{2}} T_{\delta+1}\left(-\frac{\rho(h)}{\varphi_{\delta}(h)}+\frac{1}{\varphi_{\delta}(h)}\left(\frac{z_{1}}{z_{2}}\right)^{1 / \delta}\right)
$$

where $T_{\delta+1}(\cdot)$ is the cdf of the Student distribution with $(\delta+1)$ degrees of freedom and $\varphi_{\delta}(h)=$ $\sqrt{\left(1-\rho(h)^{2}\right) /(\delta+1)}$. The extremal coefficient of the ETP is given by

$$
\theta_{\mathrm{ETP}}(h)=2 T_{\delta+1}\left(\frac{1-\rho(h)}{1-\rho(h)^{2}}(\delta+1)\right) .
$$

Note that both the EGP of Schlather (2002) and the BRP of Brown and Resnick (1977) are special cases of the ETP. Indeed, the EGP is obtained straightforwardly when $\delta=1$, while the ETP converges towards the BRP when $\delta \rightarrow \infty$. The dependence parameters that need to be estimated are then: $\delta_{\mathrm{ETP}}$, the degree of freedom, and the parameters of the correlation function, namely $\lambda_{\mathrm{ETP}}$ and $\nu_{\mathrm{ETP}}$, respectively.

### 2.3 Hierarchical modeling

Hierarchical models typically assume that the observed process $Y(\cdot)$ is spatially independent conditionally on unobserved latent processes or variables. The interested reader may find examples of such hierarchical spatial models in Banerjee et al. (2004) for instance. Models based on hierarchical approaches are usually defined within the Bayesian paradigm. The estimation is generally performed through a Markov Chain Monte Carlo (MCMC) algorithm, which allows to sample from the posterior distribution of the parameters, given the data. Recent studies exploiting hierarchical modeling for extreme precipitation are for instance Apputhurai and Stephenson (2013) and Dyrrdal et al. (2015).

### 2.3.1 The latent variable model: LVM

Davison et al. (2012) introduced a simple hierarchical structure for spatial extremes, called the latent variable model (LVM). Note that the usual lack of clear spatial pattern for the shape $\xi(\cdot)$ when dealing with precipitation data, jointly with the difficulty of estimating this parameter lead in this paper to consider $\xi(\cdot) \equiv \xi_{0}$. The random variables $\{Y(s)\}_{s \in \mathcal{S}}$ are assumed to be independent conditionally on latent processes that describe the GEV parameters. More precisely,

$$
Y(s) \mid\{\mu, \sigma, \xi\} \stackrel{\text { indep }}{\sim} \operatorname{GEV}(\mu(s), \sigma(s), \xi(s))
$$

where

$$
\left\{\begin{align*}
\mu(s) & =\beta_{\mu}^{T} c(s)+\varepsilon_{\mu}(s)  \tag{4}\\
\sigma(s) & =\beta_{\sigma}^{T} c(s)+\varepsilon_{\sigma}(s) \\
\xi(s) & \equiv \xi_{0}
\end{align*}\right.
$$

where the random parts $\varepsilon .(\cdot)$ are assumed to be independent stationary zero-mean Gaussian processes and where $c(s)$ denotes covariates associated to each position $s \in \mathcal{S}$. As a consequence, the mean function of the latent location parameter process $\mu(\cdot)$ (resp. $\sigma(\cdot)$ ) is written as a linear combination of covariates with unknown vector of coefficients $\beta_{\mu}$ (resp. $\beta_{\sigma}$ ). The covariates we use in this paper are the constant, the longitude, latitude and altitude. Note that Davison et al. (2012) consider the exponential form $\rho_{\varepsilon}(h)=\delta$. $\exp (-h / \lambda$. $)$ to model the correlation of the latent Gaussian processes. We follow this choice to be consistent with the choices made in Sections 2.2.1 and 2.2.3 when defining the EGP and ETP.

The assumption of conditional independence leads to consider a multivariate exponent measure $V_{\mathrm{LVM}}\left(z_{1}, \ldots, z_{n}\right)=\sum_{i=1}^{n} z_{i}{ }^{-1}$ and the bivariate extremal coefficient $\theta_{\mathrm{LVM}} \equiv 2$ that does not depend on the positions of $s_{1}, \ldots, s_{n}$.

### 2.3.2 The Hierarchical Kernel Extreme Value Process: HKEVP

From Davison et al. (2012), one knows that the LVM is particularly appealing when the estimation of the marginal distributions is of interest, as it focuses on modeling the GEV parameters. The main
drawback is that the dependence structure of extremes is not considered since conditional independence is assumed.

The aim of this subsection is to present a model that describes both the marginal effect and the dependence structure within a Bayesian framework. The Hierarchical Kernel Extreme Value Process (HKEVP) has been introduced by Reich and Shaby (2012) and further developed in Shaby and Reich (2012) and Reich et al. (2014). It is defined as follows. Suppose that $Y(s) \sim \operatorname{GEV}(\mu(s), \sigma(s), \xi(s))$ and model the margins as the LVM as described by (4). Again, exponential correlations are used for the latent Gaussian processes $\varepsilon_{\mu}(\cdot)$ and $\varepsilon_{\sigma}(\cdot)$ in order to be consistent with previous choices.

Consider now $Z(\cdot)$, the associated simple max-stable process. The HKEVP allows for spatial dependence combined with a nugget effect by assuming $Z(s)=U_{\alpha}(s) \vartheta_{\alpha}(s)$ for all $s \in \mathcal{S}$, where $\alpha \in(0,1]$ is a parameter that controls the magnitude of the nugget effect.

- $U_{\alpha}(\cdot)$ is a spatially-independent process with common marginal distribution $\operatorname{GEV}(1, \alpha, \alpha)$ representing the nugget effect.
- $\vartheta_{\alpha}(s)=\left(\sum_{\ell=1}^{L} A_{\ell} \omega_{\ell}^{1 / \alpha}(s)\right)^{\alpha}$ describes the spatial dependence structure, constructed with:
- deterministic positive kernel functions $\left\{\omega_{1}(\cdot), \ldots, \omega_{L}(\cdot)\right\}$ satisfying $\sum_{\ell=1}^{L} \omega_{\ell}(s)=1, \forall s \in \mathcal{S}$,
- and associated independent and identically distributed (iid) random variables $\left\{A_{1}, \ldots, A_{L}\right\}$ following the positive stable distribution with characteristic exponent $\alpha$, denoted $\operatorname{PS}(\alpha)$.

The kernels $\omega(\cdot)$ used in Reich and Shaby (2012) are rescaled Gaussian densities. More precisely, let $\mathcal{V}:=\left\{v_{1}, \ldots, v_{L}\right\} \subset \mathcal{S}$ be a set of knots, and

$$
\omega_{\ell}(s)=\frac{K\left(s \mid v_{\ell}, \tau\right)}{\sum_{j=1}^{L} K\left(s \mid v_{j}, \tau\right)}, \quad \forall \ell \in\{1, \ldots, L\}
$$

where $\tau$ is the bandwidth parameter and

$$
K\left(s \mid v_{\ell}, \tau\right)=\frac{1}{2 \pi \tau^{2}} \exp \left[-\frac{1}{2 \tau^{2}}\left(s-v_{\ell}\right)^{T}\left(s-v_{\ell}\right)\right]
$$

The product of a fixed $\vartheta_{\alpha}(s)$ by a $\operatorname{GEV}(1, \alpha, \alpha)$ distributed random variable $U_{\alpha}(s)$ gives a GEV distributed random variable $Z(s)$ whose parameters are known. More explicitly, by conditioning on $\vartheta_{\alpha}(s)$ (accordingly, over the random variables $A_{1}, \ldots, A_{L}$ ), one gets:

$$
Z(s) \mid \vartheta_{\alpha}(s) \sim \operatorname{GEV}\left(\vartheta_{\alpha}(s), \alpha \vartheta_{\alpha}(s), \alpha\right)
$$

and using relation (1) between processes $Y(\cdot)$ and $Z(\cdot)$ leads to the following hierarchical formulation:

$$
\begin{aligned}
Y(s) \mid \mu, \sigma, \xi, \alpha, \vartheta_{\alpha} & \stackrel{\text { indep }}{\sim} \operatorname{GEV}\left(\mu^{*}(\mathrm{~s}), \sigma^{*}(\mathrm{~s}), \xi^{*}(\mathrm{~s})\right) \\
\mu^{*}(s) & =\mu(s)+\frac{\sigma(s)}{\xi(s)}\left(\vartheta_{\alpha}(s)^{\xi(s)}-1\right) \\
\sigma^{*}(s) & =\alpha \sigma(s) \vartheta_{\alpha}(s)^{\xi(s)} \\
\xi^{*}(s) & =\alpha \xi(s) \\
\vartheta_{\alpha}(s) & =\left(\sum_{\ell=1}^{L} A_{\ell} \omega_{\ell}^{1 / \alpha}(s)\right)^{\alpha} \\
A_{1}, \ldots, A_{L} & \stackrel{i i d}{\sim} \operatorname{PS}(\alpha)
\end{aligned}
$$

If the conditioning random variable $A$ follows the positive stable distribution as stated, then this model has the nice feature that the multivariate distribution obtained is both conditionally and unconditionally max-stable, and has an explicit exponent measure for any set of sites $\left\{s_{1}, \ldots, s_{n}\right\}$ with
logistic form (Stephenson, 2009):

$$
V_{\mathrm{HKEVP}}\left(z_{1}, \ldots, z_{n}\right)=\sum_{\ell=1}^{L}\left[\sum_{i=1}^{n}\left(\frac{\omega_{\ell}\left(s_{i}\right)}{z_{i}}\right)^{1 / \alpha}\right]^{\alpha}
$$

Therefore, the bivariate extremal coefficient of the HKEVP is, for each $s_{1} \neq s_{2}$ :

$$
\theta_{\mathrm{HKEVP}}\left(s_{1}, s_{2}\right)=\sum_{\ell=1}^{L}\left(\omega_{\ell}\left(s_{1}\right)^{1 / \alpha}+\omega_{\ell}\left(s_{2}\right)^{1 / \alpha}\right)^{\alpha}
$$

The parameter $\alpha$ plays a central role in the HKEVP: it controls the degree of spatial dependence in the extremes by tuning the magnitude of both processes $U_{\alpha}(\cdot)$ and $\vartheta_{\alpha}(\cdot)$. If $\alpha$ tends to 0 , the nugget is low, with $U_{\alpha}(\cdot)$ approximately equal to 1 everywhere, so that $Z(\cdot)$ is very smooth. On the opposite, if $\alpha=1$, the random variables $\left\{A_{1}, \ldots, A_{L}\right\}$ are degenerated to 1 , and by using the normalized condition on the kernel functions, one gets therefore $\vartheta_{\alpha}(\cdot) \equiv 1$. The process $Z(\cdot)$ is then a full-nugget spatial process. Refer to (Reich and Shaby, 2012, Section 2.1) for additional comments.
When jointly $\alpha$ tends to 0 and $L$ tends to infinity, the HKEVP converges to a pioneer max-stable model known as the Gaussian extreme value model, or Smith's model (Smith, 1990). The latter model has not been considered in the present paper because of its unrealistic over smooth feature and a resulting lack of fit on real data. See for instance Davison et al. (2012) or Davison et al. (2013), where the Gaussian extreme value model is compared with the EGP and the BRP, among others.

### 2.4 Inference procedures

### 2.4.1 Inference for max-stable processes

Let $y_{t}\left(s_{i}\right)$ be the $t$-th observation of $Y\left(s_{i}\right)$, for $t \in\{1, \ldots, T\}$ and $i \in\{1, \ldots, n\}$, where $T$ stands for the number of years of study, and let $y$ be the set of all observations. Under temporal independence, the likelihood of $y$ under a max-stable spatial model is

$$
\begin{equation*}
L\left(y ; \psi_{\mathrm{GEV}}, \psi_{V}\right)=\prod_{t=1}^{T} g_{n}\left(y_{t}\left(s_{1}\right), \ldots, y_{t}\left(s_{n}\right) ; \psi_{\mathrm{GEV}}, \psi_{V}\right) \tag{5}
\end{equation*}
$$

where $g_{n}$ is the $n$-variate max-stable density function. The latter depends on the $n$-multivariate marginal parameters $\mu, \sigma$, and $\xi$ that are completely determined through a set of spatial parameters $\psi_{\mathrm{GEV}}$ using for instance formulation (6), and whose exponent function $V$ is driven by parameters $\psi_{V}$.

The computation of $g_{n}\left(y_{t}\left(s_{1}\right), \ldots, y_{t}\left(s_{n}\right) ; \psi_{\mathrm{GEV}}, \psi_{V}\right)$, for $t \in\{1, \ldots, T\}$ is obtained by the transformation of the margins via (1) and by differentiating (2) with respect to $\left(z_{1}, \ldots, z_{n}\right)$. One gets:

$$
\frac{\partial^{n}}{\partial z_{1} \ldots \partial z_{n}} V_{s_{1}, \ldots, s_{n}}\left(z_{1}, \ldots, z_{n}\right)=\sum_{\Pi \in \mathcal{P}} \prod_{\pi \in \Pi}-V_{\pi}\left(z_{1}, \ldots, z_{n}\right) \exp \left\{-V_{s_{1}, \ldots, s_{n}}\left(z_{1}, \ldots, z_{n}\right)\right\}
$$

where $\mathcal{P}$ denotes the set of all partitions of indices $\{1, \ldots, n\}$ and $V_{\pi}$ stands for the partial derivatives of the exponent measure $V_{s_{1}, \ldots, s_{n}}$ with respect to the elements of $\pi \in \Pi \subset \mathcal{P}$. Unfortunately, the cardinal of $\mathcal{P}$ equals the Bell's number and is greater than $10^{5}$ when $n \geqslant 10$, making the full likelihood quickly intractable even when dealing with a reasonable amount of positions.

For this reason, inference on max-stable processes has been done by maximizing the composite likelihood (Lindsay, 1988), and more specifically the pairwise likelihood, which is evaluated at all pairs of positions $\left\{s_{i}, s_{j}\right\}_{i, j \in\{1, \ldots, n\}}$ and has the following form:

$$
L_{\text {pairwise }}\left(y ; \psi_{\mathrm{GEV}}, \psi_{V}\right):=\prod_{t=1}^{T} \prod_{i=1}^{n-1} \prod_{j=i+1}^{n} g_{2}\left(y_{t}\left(s_{i}\right), y_{t}\left(s_{j}\right) ; \psi_{\mathrm{GEV}}, \psi_{V}\right)
$$

In the latter formulation, $g_{2}\left(y_{t}\left(s_{i}\right), y_{t}\left(s_{j}\right) ; \psi_{\mathrm{GEV}}, \psi_{V}\right)$ is the bivariate max-stable density function with spatial marginal parameters $\psi_{\mathrm{GEV}}$ and dependence parameters $\psi_{V}$.

Estimation procedures using maximization of the pairwise likelihood for max-stable processes (Padoan et al., 2010) have been implemented in the following two R packages: SpatialExtremes (Ribatet, 2015) and CompRandFld (Padoan and Bevilacqua, 2015). The RandomFields package (Schlather et al., 2016) allows to simulate from these models. In Section 3, we use SpatialExtremes which allows both fit and simulation at non-gridded locations.

### 2.4.2 Inference for hierarchical models

Hierarchical models such as the LVM and the HKEVP are generally well handled in a Bayesian setting, and inference is thus performed through a MCMC Metropolis-within-Gibbs procedure.

For the LVM, the posterior distribution of the GEV parameters is given by:

$$
\pi(\mu, \sigma, \xi \mid y) \propto L\left(y ; \mu, \sigma, \xi, \psi_{\mathrm{GEV}}\right) \pi\left(\mu, \sigma, \xi \mid \psi_{\mathrm{GEV}}\right) \pi\left(\psi_{\mathrm{GEV}} \mid \ldots\right)
$$

where $\propto$ stands for proportional to and:

- $\psi_{\mathrm{GEV}}=\left\{\beta_{\mu}, \beta_{\sigma}, \delta_{\mu}, \delta_{\sigma}, \lambda_{\mu}, \lambda_{\sigma}, \xi_{0}\right\}$ is the set of parameters related to the latent Gaussian processes,
- $L\left(y ; \mu, \sigma, \xi, \psi_{\mathrm{GEV}}\right)$ is the likelihood (5) with independent spatial structure,
- $\pi\left(\mu, \sigma, \xi \mid \psi_{\mathrm{GEV}}\right)$ is the product of the Gaussian densities of the latent processes $\mu, \sigma$ and $\xi$,
- $\pi\left(\psi_{\mathrm{GEV}} \mid \ldots\right)$ denotes the prior densities associated to the parameters $\psi_{\mathrm{GEV}}$. Hyperparameters of these prior distributions are symbolized by the dots.

For the HKEVP, the posterior distribution of parameters $(\mu, \sigma, \xi, \alpha, \tau)$ is given by:

$$
\pi(\mu, \sigma, \xi, \alpha, \tau \mid y) \propto L\left(y \mid \mu, \sigma, \xi, A, \alpha, \tau, \psi_{\mathrm{GEV}}\right) \pi\left(\mu, \sigma, \xi \mid \psi_{\mathrm{GEV}}\right) \pi(A \mid \alpha) \pi\left(\psi_{\mathrm{GEV}}, \alpha, \tau \mid \ldots\right)
$$

where :

- $L\left(y \mid \mu, \sigma, \xi, A, \alpha, \tau, \psi_{\mathrm{GEV}}\right)$ is the likelihood (5) with independent spatial structure, since conditioning over the process $\vartheta_{\alpha}$ (according to $A, \alpha$ and $\tau$ ) gives spatial independence,
- $\pi\left(\mu, \sigma, \xi \mid \psi_{\mathrm{GEV}}\right)$ is the product of the Gaussian densities of the latent processes $\mu, \sigma$ and $\xi$,
- $\pi(A \mid \alpha)$ is the positive stable density with characteristic exponent $\alpha$ of the conditioning random variable $A$,
- $\pi\left(\psi_{\mathrm{GEV}}, \alpha, \tau \mid \ldots\right)$ is the product of independent prior densities for the spatial marginal parameters $\psi_{\mathrm{GEV}}$ and for the two parameters $\alpha$ and $\tau$ of the exponent function $V_{\mathrm{HKEVP}}$.

As far as we know, there was no package including the fitting procedure for the HKEVP. The only connected function is the routine abba included in the package extRemes of Gilleland and Katz (2011) and related to the recent paper of Stephenson et al. (2015). Therein, the model uses a CAR prior over a network of thousands of gridded locations and is therefore not designed to make prediction outside the observed set of sites. The authors of the HKEVP propose nonetheless an open code available on Reich's website ${ }^{1}$. Sebille (2016) recently published on CRAN the R package hkevp that contains in particular a routine called hkevp.fit which fits the HKEVP model. This function is widely inspired by Reich \& Shaby's code, and the main changes are listed in the reference manual of hkevp.

The MCMC algorithm associated to the LVM is available in the R package SpatialExtremes under the routine latent, and in the hkevp library under the function latent.fit. The latter allows to set

[^1]the shape parameter $\xi(s)$ as spatially-invariant. To keep a maximum of coherences between the five models that are compared in this paper, we work with the latent.fit routine.
The two MCMC algorithms are applied for this paper with 30.000 iterations after a burn-in period of size 15.000 , and with a thinning procedure of length 15 so that the resulting Markov chains are of length 1.000 . Whenever pointwise estimation is needed, the median of the corresponding chain is taken.

## 3 Comparison of the spatial models

This section is threefold. Firstly, the design of the simulation study is outlined. Secondly, the spatial models are fitted on the resulting artificial simulated data, and the results are analyzed. Finally, additional characteristics of these models are discussed. One should emphasize here that - as far as we know - this is the first time that the HKEVP takes part into a wide comparative simulation study.

### 3.1 Designing the simulation as a precipitation data set

In this section, the five models described in Section 2, namely the LVM, HKEVP, EGP, BRP, and ETP are applied to a set of precipitation data recorded in France.
Along the paper, the models are sorted this way to respect an increasing "smoothness within dependence modeling", going from conditional independence to a spatial dependence structure with finite conditioning and then to three continuous max-stable dependence structures.

### 3.1.1 The precipitation data

The data set used in this article is extracted from the one analyzed by Penot (2014) and composed of $n=61$ rain gauges in central-east of France, including 10 stations from EDF/DTG and 51 stations from Météo France. A map of France is given on Figure 1a with the positions of each meteorological station in blue and the region $\mathcal{S}$ in a red rectangle. Figure 1b indicates the elevation associated to each station with a color code. The latter shows that the considered region is relatively flat, with most of the positions located below 600 m .

When available, annual maxima are taken at each station in the period between 1961 and 2005, which leads to $T=45$ observations per site. For a given meteorological station, each annual maximum has been computed if there was less than 30 days missing in the corresponding year. Half the stations have complete recorded time series, and all of them have at least 30 non-missing annual maxima.

Pointwise estimations of the GEV distribution are performed at each site of the region $\mathcal{S}$. Figure 2 shows the estimated values of $\mu, \sigma$ and $\xi$ on the map with a color code. From these maps, we can visually assess for spatial trends in the GEV parameters. A brief analysis indicates that the parameters $\mu$ and $\sigma$ can be appropriately modeled using longitude, latitude and altitude as covariates. The shape parameter $\xi$ at each location has no clear visual pattern, and a regression analysis failed to significantly link the pointwise estimates with any of the three covariates available. This parameter is then set as spatially-invariant for all models.

### 3.1.2 Fitting the models on the data

The five spatial models defined in Section 2 are fitted on the precipitation dataset described in Section 3.1.1. Motivated by the spatial trend analysis of the GEV parameters, we use the following marginal spatial model for the EGP, the BRP and the ETP:

$$
\left\{\begin{align*}
\mu(s) & =\beta_{\mu, 0}+\operatorname{lon}(s) \beta_{\mu, 1}+\operatorname{lat}(s) \beta_{\mu, 2}+\operatorname{alt}(s) \beta_{\mu, 3}  \tag{6}\\
\sigma(s) & =\beta_{\sigma, 0}+\operatorname{lon}(s) \beta_{\sigma, 1}+\operatorname{lat}(s) \beta_{\sigma, 2}+\operatorname{alt}(s) \beta_{\sigma, 3} \\
\xi(s) & =\beta_{\xi, 0} .
\end{align*}\right.
$$



Figure 1: Map of France with positions of the meteorological stations and the region $\mathcal{S}$ (a) and elevation of each station in $\mathcal{S}(\mathrm{b})$.


Figure 2: Pointwise estimates of GEV location (right), scale (middle) and shape (left) parameters.

For the LVM and the HKEVP, the same linear combination is taken to which are added the latent zero-mean Gaussian processes $\varepsilon_{\mu}(\cdot)$ and $\varepsilon_{\sigma}(\cdot)$, as previously described in (4).

Figure 3 shows the GEV Quantile-Quantile plots (QQ-plots) obtained from the five spatial models at each of the 61 positions. A color has been assigned to each station in order to distinguish roughly the results between one place to another. First, it can be pointed out that the pointwise estimation (upper-left figure) is relevant for every meteorological station, that accredits the GEV assumption. The addition of a spatial structure in the GEV parameters through a spatial model leads to a minor spoiling of the fitting quality, but this is necessary if the goal is to perform spatial extrapolation. The QQ-plots obtained by the three max-stable models are roughly equivalent: this is not surprising since they share the same marginal spatial modeling (6). The use of a hierarchical formulation increases the flexibility of the marginal estimation. The QQ-plots obtained by the LVM and the HKEVP (top middle and top right) show however that the corresponding fits are less accurate, overall on the right part of the distribution. The estimated value of $\xi_{0}$ might be an explanation for the second hierarchical model: it equals 0.20 for the HKEVP, while it is approximately equal to 0.09 for the four other ones. See discussions in Section 3.3.2.

The second step of the analysis consists in exploring the spatial bivariate dependence structure.


Figure 3: GEV Quantile-Quantile plots of observed data against fitted with pointwise GEV estimation (no spatial structure, top left figure) and each of the five spatial models. Colors are used to distinguish the meteorological stations.

This is done through the estimations of the extremal coefficient between two sites $s_{1}$ and $s_{2}$. Recall that if $\nu$ is the $F$-madogram of $Z$, that is:

$$
\nu\left(s_{1}, s_{2}\right)=\mathbb{E}\left|F\left(Z\left(s_{1}\right)\right)-F\left(Z\left(s_{2}\right)\right)\right|
$$

where $F$ denotes the marginal $\operatorname{cdf}$ of $Z(\cdot)$. Then the extremal coefficient $\theta$ is given for all $s_{1}, s_{2} \in \mathcal{S}$ by:

$$
\theta\left(s_{1}, s_{2}\right)=\frac{1+2 \nu\left(s_{1}, s_{2}\right)}{1-2 \nu\left(s_{1}, s_{2}\right)}
$$

The non parametric estimator of $\theta\left(s_{1}, s_{2}\right)$ is thus naturally derived from the madogram-based estimator of Cooley et al. (2006).
Figure 4 plots $\left\{\hat{\theta}\left(s_{i}, s_{j}\right)\right\}_{1 \leqslant i<j \leqslant n}$, the empirical estimates of the bivariate extremal coefficient for all pairs of sites. The corresponding extremal coefficients of each spatial model fitted on the annual maxima of precipitation data are also given in the same figure, with different colors to dissociate them. For EGP, BRP and EGP, the isotropic assumption allows to depict the curves of $\hat{\theta}$ in terms of $h$, while the estimation of $\theta$ is drawn for all pairs of sites when fitted by the anisotropic HKEVP (see several red points at each distance value abscissa). Note that the estimated posterior medians of $\alpha$ and $\tau$ were used as point estimates to compute the bivariate extremal coefficient for the HKEVP. The LVM has been omitted since the conditional independence assumption implies $\theta \equiv 2$.

One can deduce from Figure 4 that the four models with spatial dependence structure fit the data reasonably well. Two particular features can be commented on this figure. First, the EGP does not reach the limit value $\theta=2$ (independence), even when the distance $h$ becomes large. This model's drawback has been highlighted in Section 2.2.1. The limit value here is not 1.838 as stated


Figure 4: Empirical extremal coefficient $\hat{\theta}$ for the observed precipitation data (in black) and fitted ones for each model $\hat{\theta}_{\mathrm{HKEVP}}, \hat{\theta}_{\mathrm{EGP}}, \hat{\theta}_{\mathrm{BRP}}$ and $\hat{\theta}_{\mathrm{ETP}}$ (in color).
previously but 1.707 , since we consider a powered exponential correlation function $\rho(\cdot)$ that is always positive. Secondly, the impact of the nugget effect can be seen on the HKEVP when $h$ is close to zero: the bivariate extremal coefficient does not tend to 1 as it should, but is lower bounded. Indeed, $\lim _{\left\|s_{1}-s_{2}\right\| \rightarrow 0} \theta_{\operatorname{HKEVP}}\left(s_{1}, s_{2}\right)=2^{\alpha}$, so that it equals one only when the nugget $\alpha$ is fading to zero.

Extreme rainfall data are known to exhibit a low range of spatial dependence. For instance, Fawcett and Walshaw (2014) found out that the dependence between extreme precipitation in Great Britain is genuine for a distance $h<100 \mathrm{~km}$. In the present dataset, half of the inter-distances are lower than 100 km , and there is still some trace of extreme dependence between 100 km and 200 km .

### 3.2 Comparative study of the spatial models

Recall that in the previous section, the five models have been fitted to the precipitation data, so that they can now be used as data generators. The goal of this technique, close to the parametric bootstrap, is to work with simulated data so that we can compare estimated criteria with the known true value. Since we do not want to favor one particular model by setting an arbitrary simulation design, we use the fitted parameters of the five spatial models (obtained on the same dataset) to generate artificial data.
Despite the loss of precision in the marginal and the bivariate modelling observed respectively in Figure 3 and 4, we keep all five models and their fitted versions to create artificial data generators. Indeed, the goal is not to perfectly mimic the phenomena, but to work with simulations that are close enough to precipitation to be relevant. The five spatial models will compete through the simulation design presented below.

### 3.2.1 Simulated data sets

The aim of this section is to present the way to produce simulations of annual maxima of daily precipitation. Samples are drawn from the five models with parameters fixed from Section 3.1.2. Routines rmaxstab and hkevp.rand are used from packages SpatialExtremes and hkevp respectively. We denote by:

$$
\mathbb{Y}_{\mathcal{G}}^{(k)}:=\left[\begin{array}{ccc}
Y_{1}^{(k)}\left(s_{1} \mid \mathcal{G}\right) & \ldots & Y_{1}^{(k)}\left(s_{n} \mid \mathcal{G}\right) \\
\vdots & \ddots & \vdots \\
Y_{n_{y}}^{(k)}\left(s_{1} \mid \mathcal{G}\right) & \ldots & Y_{n_{y}}^{(k)}\left(s_{n} \mid \mathcal{G}\right)
\end{array}\right]_{n_{y} \times n}
$$

the $k$-th replicate, for $k \in\{1, \ldots, K=50\}$, coming from the generator model $\mathcal{G}$. Artificial data are generated on the $n=61$ positions $\left\{s_{1}, \ldots, s_{n}\right\}$ coinciding with the sites of Figure 1. The number of simulations $n_{y}=45$ is the maximal length observed of yearly maxima series per station on this dataset. Equivalent datasets $\mathbb{Z}_{\mathcal{G}}^{(k)}$ are also used: they differ from $\mathbb{Y}_{\mathcal{G}}^{(k)}$ by being unit Fréchet distributed.

### 3.2.2 Two comparative criteria

The performances of the competing spatial models are measured on the two criteria that are described below.

The first criterion focuses on the quality of spatial extrapolation of the GEV marginal distribution. It consists in the estimation of the $T$-year return level at a "target" site $s^{*}$ where no data is available. For any period of time $T$, this value is a quantile (denoted by $y_{T}\left(s^{*}\right)$ ) of the marginal distribution that we expect to be exceeded once over $T$ years. It is therefore defined by $\operatorname{Pr}\left(Y\left(s^{*}\right)>y_{T}\left(s^{*}\right)\right)=1 / T$. Knowing the marginal parameters $\mu, \sigma$ and $\xi$ evaluated at $s^{*}$, it is possible to explicitly compute its value:

$$
\begin{equation*}
y_{T}\left(s^{*}\right)=\mu\left(s^{*}\right)+\frac{\sigma\left(s^{*}\right)}{\xi\left(s^{*}\right)}\left[\log \left(\frac{T}{T-1}\right)^{-\xi\left(s^{*}\right)}-1\right] \tag{7}
\end{equation*}
$$

The linear model (6) allows direct extrapolation of marginal parameters at an ungauged site $s^{*}$, provided that all spatial covariates associated to $s^{*}$ are known. Thanks to (7), the computation of the first criterion is straightforward for the EGP, the BRP and the ETP.
For the hierarchical models LVM and HKEVP, the first criterion can be estimated in different ways. We choose the median of the predictive posterior distribution of $y_{T}\left(s^{*}\right)$, by using a kriging estimator to obtain $\mu\left(s^{*}\right), \sigma\left(s^{*}\right)$ and $\xi\left(s^{*}\right)$ at each MCMC step. One could argue for using conditional simulations instead of kriging since this method looks more appropriate in a Bayesian framework. Here we chose kriging to be consistent with the three other models, that use interpolation to estimate the marginal parameters.

The second criterion we study provides a measure of the spatial bivariate dependence structure of a specific model. For this purpose, we use the bivariate extremal coefficient $\theta$ evaluated at a specific pair of sites $\left(s_{1}, s_{2}\right)$. This fixed pair is chosen so that the associated distance $h$ is approximately 50 km , a range where all spatial models display some spatial dependence when fitted on the data (see Figure 4).
Apart from summarizing the dependence structure, the bivariate extremal coefficient may be used to compute a joint probability. For example, putting aside the LVM for which the following holds only conditionally to the marginal parameters, the probability that one of the two annual maxima $Y\left(s_{1}\right)$ and $Y\left(s_{2}\right)$ be greater than their respective $T$-years return levels $y_{T}\left(s_{1}\right)$ and $y_{T}\left(s_{2}\right)$ is given by:

$$
\operatorname{Pr}\left\{Y\left(s_{1}\right)>y_{T}\left(s_{1}\right) \text { or } Y\left(s_{2}\right)>y_{T}\left(s_{2}\right)\right\}=1-\exp \left(-\frac{\theta\left(s_{1}, s_{2}\right)}{z_{T}}\right)
$$

where $z_{T}$ is the $T$-years return level of a unit Fréchet random variable.
Note that the value $T=100$ has been chosen in the comparison study. More generally, one could think about other criteria, that could be driven by specific practical needs. For example, instead of
splitting into two parts the marginal and the dependence behaviors, one could mix these characteristics into an additional criterion.

### 3.2.3 Estimating the comparative criteria with the five models

The five spatial models are all refitted to each set of artificial data $\mathbb{Y}_{\mathcal{G}}$, and the two criteria defined in Section 3.2.2 are estimated and compared to the true value associated to $\mathcal{G}$. Let $\mathcal{F}$ denote a fitting model chosen among the five spatial models LVM, HKEVP, EGP, BRP, and ETP.

- As the first criterion involves a spatial extrapolation at an ungauged position, we use a $\kappa$-fold cross validation procedure. The 61 sites are randomly split into $\kappa=6$ classes, represented in Figure 5 with different colors. The models $\mathcal{F}$ are fitted on five classes of sites and the sixth plays the role of the ungauged positions. We obtain estimations of $y_{100}\left(\mathbf{s}_{\kappa} ; \mathcal{G}\right)$, the 100 -years return level of $Y(\cdot)$ generated by $\mathcal{G}$ at ungauged positions $\mathbf{s}_{\kappa}$ of the $\kappa$-th class of sites.
We repeat this procedure for each class $\kappa$, and compute, for each generator $\mathcal{G}$ and each fitting model $\mathcal{F}$, the MSE:

$$
\operatorname{MSE}(\mathcal{F} ; \mathcal{G})=\frac{1}{6} \frac{1}{\left|\mathbf{s}_{\kappa}\right|} \sum_{\kappa=1}^{6} \sum_{\mathbf{s}_{\kappa}}\left(y_{100}\left(\mathbf{s}_{\kappa} ; \mathcal{G}\right)-\widehat{y_{100}}\left(\mathbf{s}_{\kappa} ; \mathcal{F}\right)\right)^{2}
$$



Figure 5: Classes of sites chosen randomly to perform the $\kappa$-fold cross validation on first criterion. Each color defines a different class.

- The second criterion, i.e. the bivariate extremal coefficient $\theta\left(s_{1}, s_{2}\right)$, is estimated by $\mathcal{F}$ on the artificial set $\mathbb{Z}_{\mathcal{G}}$, with unit Fréchet margins. The results obtained are samples of $K=50$ estimations of $\hat{\theta}_{\left(s_{1}, s_{2}\right)}(\mathcal{F} ; \mathcal{G})$.


### 3.2.4 Results

The comparative studies are summarized in Figures 6 and 7, which respectively show $\operatorname{MSE}(\mathcal{F} ; \mathcal{G})$ and the boxplots of $\hat{\theta}_{\left(s_{1}, s_{2}\right)}(\mathcal{F} ; \mathcal{G})$, for each fitting model $\mathcal{F}$ and all generators $\mathcal{G}$. In both figures, $\mathcal{G}$ is specified in the legend below each panel (from (a) to (e)) and $\mathcal{F}$ is given below each bar or boxplot, keeping always the same ordering from left to right, namely LVM, HKEVP, EGP, BRP, and ETP. In Figure 7, the dashed red lines correspond to the true values $\hat{\theta}_{\left(s_{1}, s_{2}\right)}(\mathcal{G})$.
From these two figures, it is possible to roughly order the five spatial extreme value models by their performances over the two criteria defined in Section 3.2.2.


Figure 6: $\operatorname{MSE}(\mathcal{F} ; \mathcal{G})$ obtained on criterion 1 for all generators $\mathcal{G}$ and fitting models $\mathcal{F}$.

The two "best" competitors may be the BRP of Brown and Resnick (1977); Kabluchko et al. (2009) and the ETP of Opitz (2013). Both methods show similar satisfying results in terms of the two criteria of comparison, with an exception on Figure 6 b when the generator is the HKEVP. In this case, the MSE obtained on the first criterion is quite large for BRP. The ETP outperforms slightly the BRP in terms of marginal extrapolation, while the BRP seems more accurate regarding the second criterion. In particular (and rather surprisingly), the ETP shows the biggest bias on the extremal coefficient when artificial data come from the ETP itself. Based on these few observed differences, the ETP could be recommended for the spatial extrapolation of the 100-years return level, while the BRP should be preferred for the estimation of the extremal coefficient.
The HKEVP of Reich and Shaby (2012) has the particularity of performing well on both criteria for each of the hierarchical generators. Its main drawback seems to be its poor robustness when fitted on classical max-stable generators. Recall that when fitted on real data, the HKEVP is also the most atypic, with a shape parameter $\xi$ that is twice the value of the other generators.
The LVM of Davison et al. (2012) assumes conditional independence, so that its performances on Figure 7 can not be discussed. Indeed, it fails detecting any trace of spatial dependence, and the extremal coefficient estimate reduces always to 2 . Concerning the extrapolation of the return level, the LVM shows the best robustness and appears quite reliable, even if outperformed by the ETP and the BRP (see Figures 6d and 6e).
The EGP of Schlather (2002) fits in a rather satisfying way all the generators in terms of the first criterion. It is nonetheless never the best on Figure 6. As for the second criterion, Figure 7 illustrates the EGP's drawback of being unable to model independence (see Section 2.2.1). On the one hand, as long as the true bivariate extremal coefficient is lower than the possible limit 1.707, the results are


Figure 7: Estimations $\hat{\theta}_{\left(s_{1}, s_{2}\right)}(\mathcal{F} ; \mathcal{G})$ of criterion 2 for all generators $\mathcal{G}$ and fitting models $\mathcal{F}$.
rather similar to those of the ETP and the BRP (see e.g. Figure 7e). On the other hand, if the true value of $\theta$ is higher than 1.707, (Figures $7 \mathrm{a}, 7 \mathrm{~b}$ and 7 d ), the EGP is degenerated toward its limit value. Recall that this ranking between EGP and ETP was expected, since the ETP generalizes the EGP.

Finally, note that these comments do not depend on the choice $T=100$ in the definition of the two criteria. Other values of $T$ lead to similar patterns of plots of Figure 6: Changing the return period only affects the amplitude of the resulting MSE. Extrapolating our conclusions to other distances between the locations $s_{1}$ and $s_{2}$ remains cumbersome. We did however a few trials from small to large distances between the two locations, and the results look quite similar to those presented on Figure 7. Besides, we also investigated adding a nugget effect in the max-stable models, but this yielded poorer performances.

### 3.3 Beyond the scope of this study: some additional comparisons

In the previous section, a comparative study has been driven between five spatial models based on two risk measures. The first one assesses the marginal behavior through the extrapolation of a 100years return level, whereas the second evaluates the dependence structure with the bivariate extremal coefficient. In this section, we discuss other properties of the five spatial models that have not been fully taken into consideration yet. The aim is to guide the practitioner for a better choice of model, depending on the pursued goal.

### 3.3.1 Bayesian models

Two Bayesian models have been used: LVM and HKEVP. The results obtained when fitting these two models are Markov chains that, if convergence is assumed, represent a posterior distribution for each parameter (or for a function of parameters as the 100-years return level). To be feasible, the competition needed to focus on point estimates of the two criteria. The median of the posterior distributions has been chosen for the two hierarchical models. This choice looks rather restrictive for such models that can provide much more information on a given parameter. One could for example make use of conditional simulations to access the return level of the predictive distribution instead of computing its posterior median. One could also obtain an estimation of the uncertainty associated to the point estimates, which can be of great interest in most situations.

Bayesian models present however two drawbacks at the inference step:

- First, they have generally more input parameters than the non-Bayesian ones. For instance, the user of the function latent in SpatialExtremes must provide values that control initial steps, prior distributions, random walk jumps for candidate generation and, above all, the number of iterations to use in the algorithm for assessing convergence (burn-in period) and to provide a satisfactory sample of the posterior distribution. For functions hkevp.fit and latent.fit, default values are available for these arguments, though they remain to be defined with care.
- Secondly, these models are more time consuming to fit, especially when the desired length of the posterior samples is high. In our case, one estimation with this model on the real or artificial dataset takes around 30 minutes and one hour respectively with LVM and HKEVP. The model of Reich and Shaby (2012) is thus the heaviest in this case and the computational time increases with the number of sites $n$ and the number of knots $L$.

Because of the time needed to get estimations from the LVM and the HKEVP, parallel computing is strongly advised to perform the comparative study of Section 3. We worked with R package parallel (Ripley et al., 2015), which uses the random number generator of L'Ecuyer et al. (2002) to assess for independence between worker processors.

As a short concluding remark, one could note that even though only the two hierarchical models LVM and HKEVP are genuinely Bayesian, some approaches exist to embed max-stable models in a Bayesian framework, cf. for instance Ribatet et al. (2012) or Thibaud et al. (2016).

### 3.3.2 More about the HKEVP

A few drawbacks can be pointed out for the HKEVP. They are listed here:

- As discussed by Castruccio et al. (2015), realizations from the HKEVP are dependent on the choice of spatial knots that define the kernels in the dependence structure. When fitting data with the HKEVP, the choice of knots has to be done carefully and has to be seen as a tradeoff between efficient estimation and computational burden. Indeed, all values of the random effect are updated at each MCMC step, which represents $L \times T$ parameters. The impact of a misspecification of the knots set has been studied in Reich and Shaby (2012). The conclusions can be summarized saying that too few knots may lead to a larger bias in the estimation of the GEV parameters, while considering too many knots than necessary does not improve significantly these estimations but increases the computational time drastically.
- A second drawback is the non-mixing property of the model. Indeed, even with a great number of iterations and with a large burn-in period, a substantial thinning procedure is required to obtain stationary, non-correlated resulting Markov chains. Otherwise, the chains (in particular the ones of $\alpha$ and $\tau$ ) show traces of dependence. In the comparison study, this aspect has been ignored because only point estimates were needed.
- Another drawback appears when the exact value of $\alpha$ is near 0 , case where the spatial process is very smooth. In this case, the Markov chains are evolving very slowly due to the fact that the values of the random effect $A$ are uniformly distributed over $\mathbb{R}_{+} \backslash\{0\}$. However, it has to be noted that this feature appears when the observed process is perfectly smooth (as for the Gaussian extreme value model (Smith, 1990)). There is no reason to observe this singularity for annual maxima of a natural phenomenon such as precipitation.

Despite these shortcomings, the HKEVP model has two main advantages. The first one is that conditioning on the random effect $A$, we obtain independent responses in the hierarchical formulation. This allows us to use the full likelihood of the process rather than the composite likelihood. The second advantage is that its exponent function $V$ is explicit for any set of sites. Comparatively, the exponent functions for the EGP, the BRP and the ETP are computed with multivariate Gaussian or Student cdf and thus are only explicit when evaluated at pairs of sites. If the goal is the evaluation of a multivariate probability on the spatial process $Y(\cdot)$, approximations must be made for this model (Genz and Bretz, 2009), which increases the computational cost. This is particularly the case for the ETP (see Thibaud and Opitz (2015) in a peaks-over-threshold approach).

### 3.3.3 Summary of the comparison

As a summary, Table 1 provides a visual assessment of the five models over the two criteria and the points discussed above.

|  | LVM | HKEVP | EGP | BRP | ETP |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Marginal extrapolation | $\approx$ | $\approx$ | $\approx$ | $\checkmark$ | $\checkmark$ |
| Joint probability | $X$ | $\approx$ | $X$ | $\checkmark$ | $\checkmark$ |
| Bayesian approach | $\checkmark$ | $\checkmark$ | $X$ | $X$ | $X$ |
| Fast program | $\approx$ | $X$ | $\checkmark$ | $\checkmark$ | $\approx$ |
| Explicit multivariate cdf | $\checkmark$ | $\checkmark$ | $X$ | $X$ | $X$ |

Table 1: Sketch of the characteristics of the five spatial models. A check $\checkmark$ (resp. a cross $\boldsymbol{X})$ means that the model is performant (resp. not advised) for the corresponding criterion or satisfies (resp. not) the given characteristic. In some cases where the decision is difficult to make, a " $\approx$ " symbol is given.

## 4 Discussion and conclusion

### 4.1 General conclusions

In this article, five models for spatial extreme values are competing over two risk measures that represent usual interest in application: the extrapolation of a 100-years return level at an ungauged site and the estimation of the bivariate extremal coefficient. This paper can be regarded as a practical guide when fitting annual maxima of precipitation data. This work contrasts with existing comparisons of spatial extreme value methods as in Davison et al. (2012) or Davison et al. (2013) in two ways: on the one hand, it is the first study, as far as we know, that includes the hierarchical model of Reich and Shaby (2012); on the other hand, the use of simulated data that are tailored on real precipitation data enables the comparison to be more objective.

Results from Section 3.2.4 show dissimilarities between models and tend to discard some of them, depending on what is the main objective. Firstly, if the interest lies in the estimation of the marginal effect, one should prefer the ETP of Opitz (2013) or the BRP of Brown and Resnick (1977). One can besides keep in mind that the LVM of Davison et al. (2012) has some robust performances, even if slightly outperformed by the ETP and the BRP. Secondly, if the goal involves the modeling of the
joint dependence structure (e.g. a joint probability), the BRP or the ETP seem the best choices but the HKEVP of Reich and Shaby (2012) may also provide reliable estimates.

It is important to note that this comparative study has been made under circumstances that may influence the general conclusions. Namely, the whole simulation design was driven from the set of precipitation data using a parametric bootstrap. This procedure has been chosen for seek of objectivity. If this competition were realized with different data, the conclusions may have been slightly different. For instance, a previous version of the present article (Sebille et al., 2016) was based on precipitation data that were sparsely located over France, thus exhibiting spatial asymptotic independence. In this case, unsurprisingly, the LVM of Davison et al. (2012) was always the best model in terms of the extrapolation of the 100-years return level, while the HKEVP was described as a good compromise towards both the marginal extrapolation and the estimation of the dependence structure.

As discussed in Section 3.3, the comparison between these spatial models may also be generally more complex because of several features that characterize each of them. For instance, the HKEVP is the only one which can give an explicit formulation of the dependence structure for an arbitrary set of sites. This allows in particular conditional sampling of the yearly maxima process, though conditional simulation on max-stable processes can also be performed, see Dombry et al. (2013) for instance. However, its inference via MCMC is less easy to handle, it involves arbitrary choices like the positions of the knots, and it demands more computational resources than the other four models to be properly fitted.

### 4.2 Return level maps with the best models

Using the conclusions of this comparison study, we now provide an interpolation map of the 100-years return level of precipitation over the studied region. To this end, we use a regular grid of positions that covers the region of interest $\mathcal{S}$. Elevation for each point is represented in Figure 8 with a color code. A


Figure 8: Elevation map of the central-east of France that covers the studied region $\mathcal{S}$ where data are located.
part of the grid that corresponds to the Northern French Alps has been deliberately truncated because altitudes are much higher, making the prediction of the 100-years return level highly uncertain in this area. The effect on the interpolation map with this mountainous region was that only differences between plains and mountains were visible and variations in the whole regions were not illustrated well.

The ETP and the LVM are two satisfying ways to extrapolate the marginal parameters, coming furthermore from rather different constructions of spatial models for extremes. Hence, we use them to
produce the map of 100-years return level. Figure 9a (resp. 9b) displays the extrapolated map with the ETP (resp. LVM). Standard errors are shown on Figures 9c and 9d for the ETP and the LVM respectively. For LVM, it corresponds to the posterior standard deviation. The way of computing these errors for ETP is explained in B.


Figure 9: Maps of the extrapolated 100-years return level of precipitation and associated standard errors obtained with the ETP and the LVM.

The maps of Figures 9a and 9b show some dissimilarities between the extrapolation from the two spatial models. With ETP, the 100-years return level depends only on the spatial covariates which are the longitude, the latitude and the altitude. As a result, it increases with altitude and along the South-East direction. In the case of the LVM, the 100-years return level is affected by the variability in the latent Gaussian processes. The map of return levels show an increase towards the East direction and seems more correlated to the altitude covariate.
As expected, the more the prediction is made outside the convex hull of the stations, the greater the prediction error. Another feature that increases uncertainty in marginal extrapolation is the altitude: it can be seen in regions like the frontier with Switzerland or the upper-right part of the Auvergne massif (lower-left part of the region) where altitude is higher than 1.000 meters. Finally, we can see that the error obtained over the region $\mathcal{S}$ is slightly lower for the LVM (between 4 mm and 6 mm over
most of the region) than for the ETP (between 6 mm and 10 mm over the same domain).
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## A Upper bound of $\theta$ for the EGP

By following (Matérn, 1986, p. 16), the correlation function $\rho(\cdot)$ of a Gaussian process satisfies:

$$
\rho(h) \geqslant \inf _{h} \Lambda_{\frac{n-2}{2}}(h),
$$

with $\Lambda_{k}(h)=\Gamma(k+1)(2 / h)^{k} J_{k}(h)$ and $J_{k}(\cdot)$ being the Bessel function of the first kind.
In our case $h \in \mathbb{R}^{2}$, so the correlation function satisfies $\rho(h)>-0.403$. By expression

$$
\theta_{\mathrm{EGP}}(h)=1+\sqrt{\frac{1-\rho(h)}{2}}
$$

of the EGP extremal coefficient, the inequality $\theta_{\text {EGP }}(h)<1.838$ is directly obtained. Recall that since we choose a powered exponential form for $\rho(\cdot)$ in the comparison, which is strictly positive, then the upper bound of $\theta_{\mathrm{EGP}}$ becomes 1.707 in this case.

## B Computation of standard errors

In Section 4.2, return levels have been computed for a set of ungauged locations $s^{*}$, with associated standard errors. This appendix describes how to obtain them from the ETP.

The estimator $\hat{\Psi}$ of the ETP parameters $\Psi=\left(\psi_{\mathrm{GEV}}, \psi_{V}\right)$ is obtaiend by maximizing the pairwise likelihood (see Section 2.4) and is asymptotically normal (Ribatet, 2013):

$$
\hat{\Psi} \sim \mathcal{N}\left(\Psi_{0}, H^{-1}(\hat{\Psi}) J(\hat{\Psi}) H^{-1}(\hat{\Psi})\right)
$$

with $H(\Psi)=\mathbb{E}\left[\nabla^{2} L_{\text {pairwise }}(y ; \Psi)\right]$ the Hessian matrix and $J=\operatorname{Var}\left(\nabla L_{\text {pairwise }}(y ; \Psi)\right)$ the variance score.
To compute standard errors for the 100-years return level extrapolated at $s^{*}$ with ETP, we first need to get standard errors for $\hat{\Psi}$ by estimating $H(\hat{\Psi})$ and $J(\hat{\Psi})$ :

- $\hat{H}(\hat{\Psi})=\nabla^{2} L_{\text {pairwise }}(y ; \hat{\Psi})$ is obtained straightforwardly by evluation of the Hessian matrix at $\hat{\Psi}$,
- $\hat{J}(\hat{\Psi})=\sum_{t=1}^{T} \nabla L_{\text {pairwise }}\left(y_{t} ; \hat{\Psi}\right) \nabla L_{\text {pairwise }}\left(y_{t} ; \hat{\Psi}\right)^{\prime}$ (Varin and Vidoni, 2005).

The 100 -years return level at any position $s^{*}$ can be estimated by (7), which in terms of $\hat{\Psi}$ and a function $h$ can be written $\hat{y}_{100}\left(s^{*}\right):=h\left(\hat{\Psi}, s^{*}\right)$. Standard errors associated to $\hat{y}_{100}\left(s^{*}\right)$ are then obtained using the Delta method:

$$
\operatorname{Var}\left(\hat{y}_{100}\left(s^{*}\right)\right)=\nabla h\left(\hat{\Psi} ; s^{*}\right) \operatorname{Var}(\hat{\Psi}) \nabla h\left(\hat{\Psi} ; s^{*}\right)^{\prime} .
$$
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