N
N

N

HAL

open science

Coercivity, hypocoercivity, exponential time decay and
simulations for discrete Fokker- Planck equations

Guillaume Dujardin, Frédéric Hérau, Pauline Lafitte-Godillon

» To cite this version:

Guillaume Dujardin, Frédéric Hérau, Pauline Lafitte-Godillon. Coercivity, hypocoercivity, exponential
time decay and simulations for discrete Fokker- Planck equations. Numerische Mathematik, 2020, 144,

10.1007/s00211-019-01094-y . hal-01702545

HAL Id: hal-01702545
https://hal.science/hal-01702545
Submitted on 6 Feb 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-01702545
https://hal.archives-ouvertes.fr

COERCIVITY, HYPOCOERCIVITY, EXPONENTIAL TIME
DECAY AND SIMULATIONS FOR DISCRETE FOKKER-PLANCK
EQUATIONS

by

Guillaume Dujardin, Frédéric Hérau & Pauline Lafitte

Abstract. — In this article, we propose and study several discrete versions of homogeneous
and inhomogeneous one-dimensional Fokker-Planck equations. In particular, for these dis-
cretizations of velocity and space, we prove the exponential convergence to the equilibrium
of the solutions, for time-continuous equations as well as for time-discrete equations. Our
method uses new types of discrete Poincaré inequalities for a “two-direction” discretization of
the derivative in velocity. For the inhomogeneous problem, we adapt hypocoercive methods
to the discrete cases.
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1. Introduction

In this article we study the long time behavior of the solutions of discrete versions of
the following inhomogeneous Fokker—Planck equation

(1) OF + 00, F = 0,0y + v)F =0, Flimg = F",

where F' = F(t,z,v) with ¢ > 0, x in the one-dimensional torus T, and v € R. In general,
this problem is set with F¥ € L*(T x R, dz dv) with norm 1, non-negative, and one looks
for solutions of with values in the same set at all time ¢ > 0.

To begin with, we study discretizations of the much simpler homogeneous Fokker—
Planck equation, set a priori in L'(dv)

2) OF = 0,0y +v)F =0,  Flieg = F°,

where F' = F(t,v) is unknown for ¢ > 0 and v € R. In particular, we use this equation to
introduce a first discretization of the operator d, in Section [2| that we later generalize to
the inhomogeneous case in Section [3]

We include in this paper the theoretical study of these discretizations of the two equations
above when the one-dimensional velocity variable v stays in a bounded symmetric interval
of the form (—vmax, Vmax) for some vyax > 0. In this case, these equations are supplemented
with homogeneous boundary conditions at v = vy in the form (9, +v)F(+, -, Tvmax) = 0.
As in the unbounded velocity case, we first introduce a discretization of the operator 0, in
Section [4] that we later generalize to the inhomogeneous case in Section

All sections but the Introduction share the same structure. We first recall the statements
for the continuous solutions of the continuous equation, as well as the continuous tools
that allow to prove the results in the continuous setting: one usually works in a Hilbertian
subspace of L', uses the equilibrium of the equation to write a rescaled equation, and derives
the exponential convergence of the continuous solutions to equilibrium using estimates on
well-adapted entropies. Then, we introduce discretized operators together with a functional
framework dedicated to the equation at hand and we introduce the analogous tools that
allow to mimic the continuous setting and prove the exponential convergence to equilibrium
for the discretized equations, in space, time and velocity. The main goal of this article is to
introduce and analyze these discretizations to obtain full proofs of exponential convergences
to equilibrium for discretizations of homogeneous as well as inhomogeneous Fokker—Planck
equations. At the end of Sections [ and [f] we provide the reader with numerical results
that illustrate our theoretical analysis.

As in the continuous cases, our analysis starts with discrete equilibrium for the discretized
equations, that are analogous to the continuous Maxwellian

(3) u(v) = ce 2,

(where c is a positive normalization constant) which is an equilibrium state for the continuous
equations and . Part of the discretization and, more importantly, the functional
framework, use deeply the discrete equilibrium. This allows in particular to obtain
fundamental functional inequalities as the discrete level, such as the Poincaré-Wirtinger

1. ie involving the space variable x and the velocity variable v
2. e involving the variable v but not the variable z
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inequality which reads for the homogeneous unbounded continuous case

/gQMdv < /(&,g)%cdv, when /gudv =0.
R R R

In all cases, this type of inequalities, together with adapted commutation relations for
the discretized operators, and mass-preservation properties, allows for entropy dissipation
control, which in the end yields exponential convergence to equilibrium.

We propose and analyze several schemes in this paper but we present in this introduc-
tion the two main ones and the corresponding results. We postpone to the end of this
introduction the references to the other schemes and results.

The first scheme is an implicit Euler method in time for discretization of the inhomoge-
neous Fokker—Planck equation set on the unbounded velocity domain R. We consider
the following discretization of R x T x R. For a fixed & > 0 we discretize the half line R
by setting for all n € N, t,, = nét. For a sequence (G"),en, the discretization Dy of the
time-derivation operator 0; is defined by
Gn+1 —G"
8
For a small fixed v > 0, we discretize the real line R by setting for all ¢ € Z, v; = idv and
we work (concerning velocity only) in the set

ﬂ@ﬁ»_{GeMME:mm%<m}

1EL

(DiG)" = n € N.

with the naturally associated norm. We consider the following “two-direction” discretization
of the derivation operator in velocity: For G € ¢}(Z, &), we define D,G € ¢1(Z*, &v) by the
following formulas

Giy1 — G

L for i < 0, (D,G); = Gi=Gin

(4) (D,G); = for ¢ > 0.

For G € (1(Z,%) or G € (}(Z*, &) we define also vG by (vG); = v;G; (either for i € Z
or i € Z* depending on the framework we work in) The discretized Maxwellian

¥ = (u®);ez, analogous of the continuous one is defined by

%7 Z‘e Z-
£:0<1 -+ vg&u)

It satisfies (D, + v)u® = 0, just as u solves (9, +v)u = 0. Since we shall later work in

pe =

a Hilbertian framework, we introduce the formal adjoint D¥ of the velocity derivation
operator D,. For G € (}(Z*, &), we define DG € 1 (Z, &) by the following formulas
G; — Gi— Git1 — G;
(%G%:—Lgiimm<o, (%G%:—iﬁ—imm>o,
(5) U ec.
and (D:G)o = W
In order to discretize the one dimensional torus T, we denote by & > 0 the step of the
uniform discretization of T into N € N* sub-intervals, and we denote by J = Z/NZ the
corresponding finite set of indices. In what follows, the index ¢ € Z will always refer to the

3. Note that, in these definitions, the range of indices of the image D, G is Z* and not Z, in order to
keep into account the natural shift induced by the “two-direction” definition of D,.
4. We emphasize the fact that there is no mistake in the denominator of (D?JG)O.
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velocity variable and the index j7 € J to the space variable. The discretized derivation-
in-space operator D, is defined by the following centered scheme : for G = (G;);jcs we
set G G
(D:G); =~ jed.
We now extend the definitions above to sequences with indices in J X Z, in the sense that
the velocity index j plays no role in the definition of D, and the space index i plays no
role in the definition of v, D,, DPU and M&)' The discrete mass of a sequence G € El(,] X 7)
is defined by

m(G) =& > G

JET €L

The first discretized version of that we consider in this Introduction is the following
implicit Euler scheme with unknown (F,),en € (£1(J x Z))N:

6) Fl=fF" & (UDQ,;F"+1 +D4(D, + U)F"“) =0, F'elTx2).

Before stating our main result for the solutions of this last equation, we introduce two
adapted Hilbertian spaces and an adapted entropy functional. First, we define using the
discretized equilibrium p® the two spaces

C(uPovde) = g eRTP | > (ga)*pf <oop,
jegiet

and

Clpfovde) = S h e R | &gy > () uf < oo g,
VISVRISY/y

where uf is a “two-direction” translation of u® to be precised later. We denote the
naturally associated norms respectively by [|-|| and [|-||,. Note that there is a natural
injection pf?(u®dvér) — €(J x Z). Second, we define the following modified Fisher
information, for all doubly indexed sequence G,

2

P G)
4 K

2
all +[e- ()
I

| T
The main result concerning the scheme @ is the following.

|
vo-|

I

Theorem 1.1. — For all v > 0, dx > 0 and & > 0, the problem @ s well-posed in the
space of finite Fisher information and the scheme preserves the mass. Besides, there exists
explicit positive constants kg, Cs and dvg such that for all v < dvg, dxr > 0 and & > 0, for
all FO of mass 1 such that E°(F°) < oo, the corresponding solution (F™)nen of (6)) satisfies
for alln >0,

EF™ — p™) < Cs(1 + 20trs) "E(FO — ).

In the theorem, well-posedness means that the corresponding discrete semi-group is
well defined in the space of finite Fisher information. Note that there is no Courant-
Friedrichs-Lewy (CFL) stability condition linking the numerical parameters &, dv and dr
(the scheme is implicit). The whole theorem is proved in Section using tools developed
in the preceding sections and briefly introduced above. Note that, as a direct corollary, we
straightforwardly get the exponential trend of a solution (F™),cn to the equilibrium p®:
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Corollary 1.2. — Consider the constants ks, Cs and dvg given by Theorem[1.1. Then
for all & > 0 there exists kg > 0 explicit with limg_,g kg = ks such that for all v < dvg,
all & > 0, all FO of mass 1 such that E°(F°) < oo, the solution (F™),en of (6) satisfies
for alln >0,

(7) gé(Fn _ M&U) < C5672n5tn§t56(F0 _ N&))'

The second discretization scheme we emphasize in this introduction is explicit and deals
with Equation (1) set on a finite velocity domain (—vmax, Umax). The main reason for
proposing this scheme is that numerical simulations we will present in Sections [4] and [5] are
only possible with a finite set of indices in all variables.

Our aim is now to discretize the following equation

WF + 00, F — 8,(0y +v)F =0,  Fly—g = F°,
(a’l) + /U)F|ivmax = 07

where F' = F(t,r,v) witht >0, 2 € T and v € I = (—Vmax, Vmax), and F* € L}(T x
I,dzdv) is fixed. For all ¢ > 0, the unknown F\(t,-,-) is in L'(T x I,dzdv). We keep
the notations and definitions for the time and space discrete derivatives and we change
to a finite setting the definition of the velocity one. The discretization in velocity is the
following: For a positive integer imax, we define the set of indices

I:{_imax+1a_imax+27"' 7_1)0)17"' 7imax_27imax_1}-

Note for further use that the boundary indices +imnax do not belong to the full set Z of
indices. We set 0 = Umax/imax and for all ¢ € Z, v; = idv. We also set vi; .. = tUmax.
The new discrete Maxwellian u® € R” is defined by
v
P (1 + ved)

where the normalization constant cs, is defined such that o) ;7 u® = 1. For the sake of
simplicity, we will keep the same notation x® as in the unbounded velocity case. Note also
that we do not need to define the discrete Maxwellian ,u‘;” at the boundary indices +%yax.
We work in the following in the space £}(Z, %) of all finite real sequences g = (g;)icz With
the norm &, 7 |gi|. As we did above in the infinite velocity case, we introduce another
set of shifted indices and another discrete Maxwellian. We set

uf”: 1e€Z,

Iﬁ = {_imaxy _imax + 17 e a_27 _17 1>27 e 7imax - 1aimax}7
and define uf € £1(Z%,0v) by for all i € ZF,

u§=Mgﬁr1f0ri<0v M?:Nf‘ilfori>0.

We consider the discrete derivation operators D, and D?, that are the same as is the
unbounded case except at the boundary where we impose a discrete Neumann condition. A
good framework is the following: we define D,, : £1(Z, &v) — ¢1(Z%, &v) for all G € (Y(T, o)
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by
(D,G); = % when — imayx +1 < < —1,
(8) (D,G); = % when 1 <7 < imax — 1,

o G
((D'U + U)G)iimax d:f lu'évDU <5U) N 0
P77 Limax

The last condition defines only implicitly both the derivation and the multiplication at
index +iyax. For G € £1(Z) or G € (1(Z%) we define also vG by (vG); = v;G; (either for
i € T ori € I' depending on the framework we work in, and without ambiguity). Similarly,
we define D} : £1(T¥, 6v) — (1(Z, 0v) for all H € ((Z, &) by[®)

H,— H;_
(Dlﬁ)H)z = ZT” when — imax"’ 1 < 1< —]_,
(9) (DEH); = == when 1 < i < inax — 1,
H, — H_4

As in the unbounded case, we define the mass of a sequence G € £1(J x I) by
m(G) =dad Y G
JET T
The second discretized version of is the following explicit Euler scheme with unknown
Fe ("gx1D)N:
(10) FrHl— pn g (UDan +DE(D, + U)Fn) =0, F'elTxT),

where we note that the Neumann type boundary condition is now included in the definition
of the derivation operator D, in . We work with the following Hilbertian structures on
R7*T and R T

ClpPovir) = g e RVT (&b > (gja)* ul < ooy,

JjeT EL
and
Clubsose) = {h e RTT [ @i S (ga)* b < ooy,
jET i€TH
with the naturally associated norms again denoted respectively by ||-|| and ||-[|;. There is

again a natural injection pf?(u®dvé) < £1(J x I). We define the same modified Fisher
information as in the unbounded case but in this new framework

)l o G2)
Dy | — D, | —
(H&)> # e

_.|_
For the scheme , the well-posedness for all & > 0 is granted since we are in a finite
dimensional setting. Since the scheme is explicit, a CFL type condition is needed. For that

2

2
(11) E(G) = - '

‘G
1%

5. Once again, there is no typo in the formula defining (D¥ H)o.
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purpose, we introduce the following CFL constant
1+ Wvmax 1+ ®vmax V2
2 v4 2 A=
v or or
The main result in this explicit in time and bounded in velocity inhomogeneous setting is
the following

BcrL = max {1, 4

Theorem 1.3. — The scheme (10) preserves the mass. Besides, there exists explicit
positive constants ks, Cs, dvg and Ccrr, such that for all v € (0,0v9) and dx > 0, for
all F° of mass 1 such that E5(F°) < oo, for all & > 0 satisfying the CFL condition
CcorLBorLdt < 1, the solution (F™)nen of the scheme satisfies for alln € N,

ENF™ — u®) < Cs(1 — 28k5)"E(FO — pu®).

The values of the explicit constants are given in Theorem in Section bl Note that, as
a direct corollary, using an asymptotic development of the logarithm, we straightforwardly
get the exponential trend of a solution (F™),ey to the equilibrium p®:

Corollary 1.4. — Consider the constants ks, Cs, dvg and Copy, given by Theorem [1.3.
For all v € (0,0v9) and &x > 0, for all & > 0 satisfying the CFL condition Ccpr,BcrLdt < 1,
there exists kg > 0 explicit with limg_,0 kg = ks such that for all FO of mass 1 such that
E(FY) < o0, the solution (F™)pen of satisfies for alln € N,

(12) gé(Fn _ U&)) < Cae—Qngtn&gé(FO _ ,U,(SU).

As was already stated, the main goal of our paper is to propose and analyze hypocoercive
numerical schemes for inhomogeneous kinetic equations, for which one can prove exponential
in time return to the equilibrium. In the literature, one can find theoretical results
either about numerical schemes for homogeneous kinetic equations, built upon coercivity
for discrete models, or about exact solutions of inhomogeneous equations, built upon
hypocoercivity techniques. In this paper, we want to tackle both problems at the same
time and prove theoretical results on exponential time return to equilibrium for discrete
and inhomogeneous kinetic equations. Up to our knowledge, these are the first theoretical
results dealing with the two difficulties at the same time.

Concerning the simpler homogeneous kinetic equations, the question of finding efficient
schemes has a long story and deep recent developments. Let us mention a few results that
are already known in these directions. One can find this kind of problems for example in [4]
for the linear homogeneous Fokker-Planck equation in a fully discrete setting. More recently,
schemes have been proposed for nonlinear degenerate parabolic equations that numerically
preserve the exponential trend to equilibrium (see for example [2] for a finite volume
scheme which works numerically even for nonlinear problems). This question has also been
addressed numerically together with that of the order of the schemes, for nonlinear diffusion
and kinetic equations e.g. in [21]. In particular, it is known that, even for the linear
Fokker-Planck equation, "wrong” discretizations lead to ”wrong” qualitative behaviour of
the schemes in long time. So-called spectral methods are also proposed (see for example
recent developments for the Boltzmann equation in [I]), with the drawback that they do not
ensure the non-negativity of the solutions. Let us also mention the recent paper [9], where
a finite volume scheme is introduced for a class of boundary-driven convection-diffusion
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equations on bounded domains. The question of the long-time behaviour of the scheme is
addressed using the relative entropy structure.

Concerning inhomogeneous kinetic (continuous) equations, the so-called hypocoercive
theory is now rather well understood with various results concerning many models. In this
direction, first results on linear models were obtained in [12], [20] [24] or [8]. They were in
fact adapted on the very abstract theory of hypoellipticity of Kohn or (type II hypoelliptic
operators) of Hérmander that explain in particular the regularization of such degenerate
parabolic equations. The cornerstone of the theory is that, although the drift v.V, is
degenerate (at v = 0 in particular), one commutator with the velocity gradient erases the
degeneracy : [V,,v.V,] = V,. The main feature of the hypocoercive theory is that this
commutation miracle leads also to exponential return to the equilibrium (independantly
of the regularization property). One other feature is that it can be enlarged to collision
kernels even without diffusive velocity kernel and to many other inhomogeneous kinetic
models systems (see e.g. [24} [3] or the introduction course [15]).

Concerning the numerical analysis of inhomogeneous kinetic equations, we mention the
paper [22] where the Kolmogorov equation is discretized in order to get short time estimates,
following the short time continuous ”hypocoercive” strategy proposed in [13]. However,
the corresponding scheme is not asymptotically stable and no notion of equilibrium or
long-time behaviour is proposed there. This paper was anyway a source of inspiration of
the present work (see also point 4 in Section @ here for further interactions between the two
articles). We also mention the work on the Kolmogorov-Fokker-Planck equation carried
out in [10], where a time-splitting technique based on self-similarity properties is used for
solutions that decay like inverse powers of the time.

In this article we show that the hypocoercive theory is sufficiently robust to indeed give
exponential time decay of partially or fully discretized inhomogeneous equations. This
is done here in the case of the Fokker-Planck equation in one dimension. We cover fully
discretized as well as semi-discretized situations. We propose, for each setting, for the first
time up to our knowledge, a full proof of exponential convergence towards equilibrium
for the corresponding solutions. Once again these proofs use discrete analogues to the
continuous tools, such as the Poincaré inequality and the hypocoercive techniques. Even
for the simple homogeneous setting, to our knowledge, the (optimal) discrete Poincaré
inequality with a weight is new (see Proposition in both bounded and unbounded
cases.

We hope that this approach can be generalized to various multi-dimensional kinetic
models of the form dyu + Pu = 0, with P hypocoercive. One aim would be to write a
systematic ”black box scheme” theorem with P = Xy — L where L is the collision kernel
(independently studied in velocity variable only) and Xy the drift, as proposed in e.g. [§]
in the continuous case. In this sense a lot of work has to be done. Of course we also hope
that our scheme approach can be used to predict some results for more complex situations
including non-linear inhomogeneous ones.

The outline of this article is the following. In the second section, we deal with the
homogeneous equation in time and velocity only, with velocity varying in the full
real line. We first recall the continuous framework in a very simplified and concise way.
Then, we adapt it to semi-discrete and fully discrete cases. In particular, we focus on
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the homogeneous case and we state a new discrete Poincaré inequality with the discrete
Gaussian weight .

In the third section, we deal with the full inhomogeneous case , and propose a concise
version of the continuous results. Then, we adapt these results to several discretized
versions of the equation: the semi-discrete in time case, the implicit semi-discrete in space
and velocity case, ending with the full implicit discrete case corresponding to Theorem
In particular, we develop discrete versions of the commutation Lemmas at the core of the
(continuous) hypocoercive method.

In the fourth section, we focus on the homogeneous case set on a bounded velocity
domain. We only deal with the continuous and the explicit fully discrete case. Once again,
a new Poincaré inequality is proposed. Moreover, a CFL condition appears.

In the fifth section, we consider the inhomogeneous problem set on a bounded velocity
domain. We first present the continuous case. Then, we propose the study of the fully
discrete case with an Fuler explicit scheme leading to Theorem

In the appendix, we propose some comments and possible generalizations, as well as a
table summarizing the main results concerning discrete commutators.

2. The homogeneous equation

2.1. The continuous time-velocity setting. — We start by recalling the main features
of the continuous equation set on the unbounded domain R. These features will have
discrete analogues described in the next subsection.

Since we are interested in the long time behavior and the trend to the equilibrium, we
start by checking what the good equilibrium states are. We first look at the continuous
homogeneous equation . We say that a function p(v) is an equilibrium if —d,(9, +
v)p(v) = 0. The first idea is to suppose only that (9, + v)u(v) = 0 which leads to

(13) () = \/12?/

if we impose in addition that p > 0 is L' (dv)-normalized.

A standard strategy in statistical mechanics is then to build an adapted functional
framework (a subspace of L!(dv)) where non-negativity of the collision operator —3, (9, +v)
is conserved. A standard choice is then to take F(t,-) € uL?(udv) < L'(dv) where
pdv = p(v)dv. We check then that operator —a, (9, + v) is self-adjoint in uL?(udv), with
compact resolvent. Therefore it has discrete spectrum and 0 is a single eigenvalue associated
with the eigenfunction p. In fact, this result can be easily checked using the following
change of unknown, which will be of deep and constant use through out this article.

We pose for the following F' = p + pf and call f the rescaled density. With this new
unknown function, and in the new adapted framework, the equation writes

(14) atf + (_811 + v)&,f =0, f’t:() = f07

where f = f(t,-) € L?(udv) — L'(udv). The non-negativity of the collision kernel is then
direct to verify: in L?(udv) with the associated scalar product we have 9,* = (=3, + v)
and therefore for all g € H'(udv) with (=9, + v)d,g € L?(udv),

(=00 + 00, 9) 2ty = 100812 ) = /R 19,9/ udo.
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it is easy to check that operator P = (-0, + v)0, is maximal accretive ([14]) with
domain D(P) = {g € L*(udv) | (=0, 4+ v)dyg € L*(udv)} and using the Hille-Yosida
Theorem, one obtains at once the existence and uniqueness of the solution f of in
CHRT, L?(udv)) N CO(RY, D(P)) for all fO € D(P), and that the problem is also well-
posed in C°(R*, L?(udv)) in the sense of distributions. From the preceding equality, for
g € L*(pdv),
(—0y + v)0yg = 0 <= 0,9 = 0 <= g is constant,

and therefore the constants are the only equilibria of the equation . Note that in this
L? framework, the conservation of mass is obtained by integrating equation against
the constant function 1 in L?(udv) to obtain for all ¢ > 0,

(15) def/ f <f(t) 1>L2 (pdv) <f0>

In that case a system with null mass corresponds to a rescaled density f such that
f L 1in L?(udv). Note that Equation is also well posed in H'(udv) thanks to the
Hille-Yosida Theorem again, and that it yields a unique solution in C*(RT, H!(udv)) N
CO(RY, D1 (pan) (P)) for all fO € H'(udv), where Dpyiuq,)(P) is the domain of P =
(=0, + )0, in H'(udv). Of course, this solution coincides with the one with values in
L?(pdv) when f0 € H(udv).

One of the main tools in the study of the return to equilibrium for Fokker—Planck
equations is the Poincaré inequality. There are many ways of proving it (including the
compact resolvent property) but one direct way, well adapted to a coming discretization,
can be inspired by the original proof by Poincaré in the flat case.

Lemma 2.1 (homogeneous Poincaré inequality). — For all g € H'(udv), we have

Hg - <g>H%2(,udv) < ”aUgH%?(,udv) :

Proof. — Replacing if necessary g by g — (g), it is sufficient to prove the result for (g) = 0.
In the following, we denote for simplicity g(v) = g, g(v') = ¢/, p(v) = p and p(v') = u'.

We first note that
1
/ g’ pdv = // (¢ — 9)*pdup/dv’,

since 2 [ gg'pdvp/dv’ = 2 [ gudv [ g'p/dv” = 0. Using that ¢/ — g = [ avg (w)dw we can
write

/Rgzudv = ;//R2 </vv’ &,g(w)dw>2,udv,u/dv’
<5 /. ( [ gt dw) (o~ w)pdopd !
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where we used the Cauchy—Schwarz inequality in the flat space. Let us denote by G an
anti-derivative of |3,g|?, for example this one : G(v) = IS |8, 9(w)|* dw. We have then

(16)

/ 9% pdv

< // (v —v)pdop/ dv’ = // (v — v)pp/dvdy’
2 R2 R2

== <// G'v'udvu’dv’—i—// G’U,u,dv,u’dv’—// Gv'udvu'dv'—/ G’Uudvu’dv')
2 R2 RZ Rz ]R2

:/Gv,udv,
R

where we used the Fubini Theorem and the fact that [vudv =0 and [ pdv =1 (and their
counterparts in variable v’). At this point, it is sufficient to note that d,u = —vu and
perform an integration by parts to obtain with the inequality above,

[ tuav< [(@unao =~ [ Goumao= [ @@uao = [ lo.gPua.
R

The proof is complete. O

A direct consequence of this Poincaré inequality is the exponential convergence to the
equilibrium in the space L?(udv) of the solution f of , that we prove below. In
Section [3.1] we will use an entropy formulation to prove the exponential convergence to
the equilibrium of the solutions of the inhomogeneous Fokker—Planck equation. For this
reason, we decide to adopt the same framework in this section, devoted to the (simpler)
homogeneous case. We define the two following entropies for g € L?(udv) and g € H'(udv)
respectively :

F(g) = HgH%Q(udv)7 g(g) = HQH%Q(;Ldv) + Ha”UgH%Q(,udv)'

Note that these entropies are exactly the squared norms of g in L?(udv) and H'(udv)
respectively. To keep notations short, in the remaining of this section, we denote by |-||
the L?(udv) norm. The exponential convergence to the equilibrium of the solutions of
is stated in the following easy Theorem.

Theorem 2.2. — Let O € L*(udv) such that (f°) = 0 and let f be the solution in
CO(R*, L?(udv)) of (in the semi-group sense). Then (f(t)) =0 for allt >0, and we
have

(17) vE>0,  F(f(t) < e HF().
If in addition f° € H'(udv), then f € CO(RT, H'(udv)) and we have
(18) vt>0,  G(f(t) < eG(f0).

Proof. — We first recall that operator P = (=3, + v)0, is the generator of a semi-group of
contractions in both L?(udv) and H'(udv). This is direct to check that H'(udv) is dense
in L?(udv) and that when both defined, the solutions of the heat problem d;f + Pf =0
coincide. In the following, we therefore focus on the H'(udv) case corresponding to
solutions with finite modified entropy G.
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We denote by D1 (,qy)(P) the domain of P in H'(udv). We note again that D 1,4, (P)
is dense in H!(udv), and we consider a solution f of which satisfies

f € Cl(R+7H1(MdU)) N CO(RJr? DHl(,udv)(P))'

All the computations below are therefore authorized. The main inequalities and
are then consequences of the above mentioned density properties and of the definition of a
bounded semi-group.

We compute the time derivative of the corresponding entropies along the exact solution
f of (14). Using (15]), we have for all ¢ > 0, (f(¢)) = (f°) = 0. For the first entropy, we

have d
7 () ==2((=0 +)0uf, f) = =2 [0, f|* < 2| £ = =2F(f),

where we used the Poincaré Lemma This directly gives . For the second entropy
g, we do the same:

CG1) = ~24(-0u + 1), )~ 20000 + ). D0 f)
= <212~ 20/(~0, + 0)2, P
<=7 = 101 = 211(=00 + 0)0u fI* < =G(),

where we used the following splitting : 2|8, f]|* > [18.f]1* + || f]|?, obtained again with
Lemma We therefore get the result . The proof is complete. O

The following corollary is then straightforward, as a reformulation of the preceding
Theorem.

Corollary 2.3. — Let f° € L*(pdv) and let f be the solution in C°(R™, L*(udv)) of (14).
Then for all t > 0,

1F®) = O a2 uawy = € I = O 2y
If in addition f° € H'(udv) then f € CO(RT, H'(udv)) and we have for all t > 0,

1£@ = M gy < €72 17 = )1y

2.2. Discretizing the velocity variable. — In the discrete and semi-discrete cases,
the main difficulty is to find a suitable discretization of the equation that will mimic the
qualitative asymptotic properties of the continuous equation, see e.g Theorem 2.2l In
particular, one has to decide how to discretize the differential operators in v. For a small
fixed dv > 0, we discretize the real line R, by setting for all i € Z, v; = idv.

We work now step by step, and look first at what could be a suitable equilibrium
state u® replacing p in the continuous case. As in the continuous case, u® has to satisfy
elementary structural properties. The first ones are to be positive and to be normalized in
the (discrete) probability space £!(Z, &) which means

)N&u o = &;Zu?’ = 1.

Mimicking the continuous case, we also require u® to be even and to satisfy the equation
(Dy + ) p% = 0 where D, is a discretization of 8, and v stands for the sequence (vi)iez or
by extension the multiplication term by term by it. A good choice for D, leading to this

property is the following :
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Definition 2.4. — Let G € {X(Z, %), we define D,G € (1(Z*, &) by the following formulas

Git1 — Gi —Giq

Gi : B
(D,G); = 5% fori <0, (D,G); = %

and vG € (H(Z*, &) by
(vG); = v;G; fori # 0,

when this series is absolutely convergent.
With this definition, solving the equation (D, + v) 1% = 0 leads to the following proposition.

Lemma 2.5. — Assume & > 0 is fivred. Then there exists a unique positive, (Y (Z, %) -
normalized, solution v of (D, +v)v = 0. We denote this solution by . There exists a
unique positive constant cg, such that

Csv

‘il—7 ie Z.
520(1 +Ug§l))

=

Moreover, u is even.

Remark 2.6 Note that the discrete Maxwellian u® converges to the continuous Maxwellian
u defined in (13]) when dv tends to 0 in the following sense :

supl g’ — p(vi)] — 0.

Proof. — The proof is a direct computation. The fundamental equations term by term
solved by u® are indeed
-
%"‘UZM?ZO fori >0
(19) L
ZH&) Lbopu® =0 for i < 0,
which give the expression of u® up to a normalization constant. O

With the discretization D, 4+ v of the operator 0, + v above, we propose the following
discretization —Dg, of —0, so that the discretized version of , with operator P? =
—D4(D, + v), has a non-negative collision kernel.

Definition 2.7. — Let G € {*(Z*, &), we define DiG € (N(Z, &) by the following formulas

Giy1 —

(DEG); = =L for i <0, (DE@); = 5 Gi fori>0

Gi—G_
d D!G)y = ————
an ( v )0 &U )
(be careful, there is no mistake in the denominator of (ijG)o). We also define the operator
o from (Y(Z*,0) to £1(Z, o) by setting for G € (X(Z*, &),

Vi # 0, (UﬁG)i = v;G; and (Uﬁ'G)o =0.

(20)

We are now in position to define a good discretization of the main equation and the
adapted discretized framework.
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Definition 2.8. — For a given F° € (1(Z, &), we shall say that a function F € CO(R*™, (Y(Z, &v))
satisfies the (flat) semi-discrete homogeneous Fokker—Planck equation if
(21) OF —Di(Dy+v)F =0,  Flimg = F°,

in the sense of distributions.

As in the continuous case, we perform the change of unknown, thanks to the discrete
equilibrium state u®: G = u®g so that

G e ML, o) <= g € 1MZ, p™ ).

Let us perform this change of unknown in the differential operator —D%(DU +wv). For i > 0,
we have

uPgi— p? i

((Dy + v)G)i = ((Dy +v)u%g)s = +updg;

v
v &
My — i 9i — gi—1
= (501 + vm?”)w + 1 T = 1 (Dug)i
=0
Similarly, we find for ¢ < 0,
& &
Hit19i+1 — Ky Gi
((Dv + U)G)i = ((Dv + U)Mévg)i = = S L + Uiﬂfvgi
v v
Mt — My Ji+1 — i
= (Hl&)l + Uiﬂ?).gi + M?ﬁ% = Mﬁl(Dvg)z‘.
=0
From the computation above, we get that
(22) —D}((Dy 4 v)G) = u™(=Df + v*)Dyy,

Therefore, for any F € CO(R*, £1(Z, &v)), setting for all t > 0, f(t,-) = (F(t,-) — u®)/u®,
we have

O,F — D4(Dy + v)F = p™ (0, f + (=D} + v")Dy f),
where we recall that the multiplication is done term by term. This computation motivates
the definition of the following rescaled equation.

Definition 2.9. — For a given f0 € (Y(Z,u™&), we shall say that a function f €
CORT, (Y (Z, u™&v)) satisfies the (scaled) semi-discrete homogeneous Fokker—Planck equation

if
(23) Oif + (D + 0 )Duf =0,  flico = f°,

in the sense of distributions.

With the definitions and computations above, F' is a solution of the flat semi-discrete
Fokker—Planck equation if and only if f defined by F = u® 4 u® f is a solution of the
scaled semi-discrete Fokker—Planck equation .

Just as we recalled in the continuous velocity setting in Section [2] the next step in the
discrete velocity setting is to find a suitable subspace of ¢1(Z, u® &), with a Hilbertian
structure, in which the non-negativity property of the collision operator is satisfied. We
mimic the continuous case and choose the space ¢2(Z, u®d) < £'(Z, u"ov) denoted for
short £2(u®dv).
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Definition 2.10. — We define the space £2(u® &) to be the Hilbertian subspace of RZ of
sequences g such that
def
HgH?Q(,u&U&v) = 502(902#?” < 00.
1€EZ
This defines a Hilbertian norm, and the related scalar product will be denoted by (-,-). For
g € C2(u®&), we also define

def h
(9) =D gt oo = (g, 1))
€7
the mean of g (with respect to this weighted scalar product).

In order to give achieve a useful functional framework for the (scaled) homogeneous
Fokker-Planck equation in this discrete velocity setting, we introduce now a shifted
Maxwellian pf € ¢1(Z*, &) and a new suitable Hilbert subspace that appears naturally in
the computations:

Definition 2.11. — Let us define pf € (Y(Z*, &) by

P = fori<0,  pt=pd, fori>o0.

We define the space (?(ufdv) to be the subspace of R of sequences g € (Y (Z*, u*év) such
that et
\|9H§2(uu5u) =& Z(m)%? < 0.
1EL*
This defines a Hilbertian norm, and the related scalar product will be denoted by (-, ->ﬁ.
FEventually, we define

h! (u® o) = {g € P(u®0), s.t. Dyg € Kz(,u,ﬁ&))} .

Remark 2.12 In contrast to the classical finite differences setting where the discretizations
of 0, give rise to bounded linear operators (with continuity constants of size 1/dv), the
above definition makes D,, an unbounded linear operator from ¢2(u® &) to £?(utév), with
domain h'(u®&). Moreover, the multiplication operator vf is a bounded linear operator
from £2(pfov) to £2(u® &), with constant of size 1/dv.

We now summarize the structural properties of Equation and the involved operator
in the following Proposition:

Proposition 2.13. — The following properties hold true for all v > 0.
1. Let us consider P? = (ng, + v")D,, with domain
D(P) = {g € (u %), | (~D + D, f € () }

Then P° is self-adjoint non-negative with dense domain and is mazimal accretive in
C(u¥&). Moreover, for all h € £2(ufdv), g € £2(u®&v) for which it makes sense

(24)  ((-Di+vhh,g) = (,Dyg),,  and  {(~Dk+v*)Dug, g) = [DugliFuisy -

2. For an initial data f° € D(P?), there exists a unique solution of in CHRY, 2(u®&v))N
CO(R*, D(P?)), and the associated semi-group naturally defines a solution in CO(RT, £2(u®dv))
when fO € 2(u® ).
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3. The preceding properties remain true if we consider operator P° in h! (M‘S"&u) with do-
main Dy 60 6) (P?). In particular it defines a unique solution of in CY(RT, h! (u®&v))N
CO(RY, Dyt (ju0060) (P%))if fO ¢ Dhl(u&;(;v)(P6> and a semi-group solution f € CO(RT, hl(u®&))
if f0 € hl(u®o).

4. Constant sequences are the only equilibrium states of equation and the evolution
preserves the mass (f(t)) = (f°) for all t > 0.

Proof. — The proof of the second equality in is a direct consequence of the first equality
there, and leads directly to the self-adjointness and the non-negativity of (—Dg, + v#)D,.

The proof of the first equality in (24)) is very similar to the one of but we propose
it for completeness. We write for h € £2(ufév) and g € £2(u® &) with finite supports

(25)
W ((=DE+ 19)hug) = 2((=Dh+ )

= Z —D! + v))h)igipi — (DER)ogopo + > (=D + vh)h)igips

>0 1<0

The first term in the last right hand side of reads
Z((—Dﬁ + 0"V igip

>0
Bt —
= (—Hl&} l+vihi> Giki
>0
—Gi—11i—1 + Gifi h1go
:th( gi Mz&) gluz"‘vigiﬂi)‘i‘ 55
i>0
h
—th z< Him1 ¥ zﬂz)‘FZh < gi1 — >/M1+ (lsfouo
1>0 >0

= hi(Dug)ipi s,
— vY)ili—1 05
>0 ®

where for the last equality we used the fact that (D, + v)u® = 0. Similarly for the third
term in the last right hand side of , we get

> ((=Df +v)h)igipi

1<0

= Z ( i — ‘|‘ Uzhz> it

<0

_ —Gilti + gz+1l‘1+1 h—1g0
=> h +vigii | = —< = Ho

<0

Z+ (] 1 h_
—th<ﬂﬂ+l+vim> Zh< g“ >ui+1— 511)9()#0

<0 <0

h—190
= Zh vg ili+1 — 5 Ho-
<0
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The center term in (25)) is then
hi—h_
*(Dqﬁ;h)goﬁéo = *#90#0.

Therefore the sum of the 3 terms in the last right hand side of reads
™ <( Dﬁ + U h g> Zh vg iti—1 + Zh vg ili+1 = &Uil <h7 Dvg>jj ,

>0 1<0
since the boundary terms disappear. This is the first equality in (24)).

Concerning the functional analysis and existence of solutions, we observe that the
maximal accretivity of (—ng + vHD, in both £2(u®dv) and h'(u*&) is then direct to
get. In particular, the non-negativity in h'(u®&) follows from the following identity for
g€ Dhl(uﬁudv)(PJ):

<D (— Dti + v )Dvg, Dvg> = H Dti + v )Dvg

L2(pdv)
The fact that the equation is well-posed is then a direct consequence of the Hille—Yosida

Theorem. The fact that constant sequences are the only equilibrium solutions comes from
the fact that for any solution f € CY(R*, h!(u®®)),

d 2 2
AP =~ IDufIE,
and the preservation of mass comes from the fact that

at<f> <( D +U)D f7 > <va7Dv1>:07

for any solution f such that fO € D(P?), and then in general by density of D(P?) in
?%(u®&v). The proof is complete. O

As in the continuous case, the Poincaré inequality is a fundamental tool to prove the
exponential convergence of the solution. It appears that such an inequality is true with
||H§2 (utay) 10 the right-hand side, even though the index 0 is missing in the definition of
this norm.

Proposition 2.14 (Discrete Poincaré inequality). — Let g € h'(u®&). Then,

lg = (D12 umrsy < IDugll2(i0) -

Proof. — We essentially follow the proof of the continuous case done before in Section
Let us take g € h'(u® ). Replacing if necessary g by g — (g), it is sufficient to prove the
result for (g) = 0. We first note that, with the normalization (2.2)) of u%, we have

oo~ |g|l? Zgz e *Z(g 92 = 60> (g; — 9:)*ul
1,J 1<j
since 23, 9igj Mj =23, gipd > gj,ugv = 0 implies that the diagonal terms are zero.
Now for 7 < j, we can write the telescopic sum
J
9 —9i= Y (9= g0-1),

{=i+1
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so that
(26)

J 2 j
- Zg@ p=>" ( > (g _gél)> pp <3 ( > (g —941)2> (G — i),

i<j \l=itl i<j \l=it1
where we used the discrete flat Cauchy—Schwarz inequality. Let us now introduce G a
discrete anti-derivative of (g, — g¢—1)?, for example this one:

-1

J
Gi=— > (g—gi1)forj<—1,  G;=> (g —ge1)® for j >0,
e=j+1 =0

so that for all i < j we have G; — G; = ZZ:H_l(gg — ge—1)%. We infer from

o 1 o
- Zgl <D (G = Gi) (G — D = 5 Y (Gy = Ga) (5 — Dy
i<j i
where in the last equality we used that (G; — G;) (j — 1) = (G; — G;) (¢ — j) and the fact
that the diagonal terms vanish. We can now split the last sum into four parts:

! Zgl p < Z Gjjudud + Z Giipluy = Gl — ZG i
i,j i,J
< vt Z Giiﬂi = (51)71 Z GZ‘Z',UJ?U,
i i£0

where we used the discrete Fubini Theorem and the fact that > iJ u?-” =0and v ) j u?” =1
(and their counterparts in variable i), by parity and normalization of u®. The last step
is to perform a discrete integration by part (Abel transform) using deeply the functional
equation satisfied by u® that we recall now :

L & &
& — o Mgl T Hy -
iud = — T’forz>0 zui——ﬁforz<0.
We therefore get
> Giip = Giip + ) Guip?
i£0 i>0 i<0
R L=
>0 <0
G; — G+1 L G1 4 Gi1-G; 5 G_1 4
R f*@“()‘z%“i‘?%'
>0 1<0

Now, using the definition of G and in particular the fact that
G1—G.1= (91— 90"+ (90— 9-1)%
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we obtain
2

ZGiiM?U _ Z <9z+1 ) 4 Z ( — i— 1) M?U

i#0 >0 i<0
(27) + g1 — 9o ? v go —g-1 2 &

& Ho T ) Ho
=& ||Dvg‘|?2(un5v)

and therefore ||g||§2(u‘9”(50) < HDng%z(umv). The proof is complete. O

We can now study the exponential convergence to the equilibrium in the spaces ¢2 (,u&’év)
and h'(u®&) of the solution f of ([23), for O € (p® o) and fO € h'(u®dv) respectively.
As in the continuous case of Section we propose two different entropies well-adapted
to the coming discretization case:

F9) = 9l uway»  9°(9) = 1912 usos) + IDug Il (s

defined for g € £2(u® &) and g € h'(u®&v) respectively.
Our result for the exponential convergence to equilibrium of the exact solution of the
discrete evolution equation is the following.

Theorem 2.15. — Let f° € 02(u® ) such that <f0> =0 and let f be the solution of
(in the semi-group sense) in CO(RT, £2(u®&v)) with initial data f°. Then for all t > 0,

Fo(f() < e F(f7).
If in addition fO € h'(u®&) and f is the semi-group solution in f € CO(RT, h'(u®&)),
then for allt > 0

G°(f(1) < e'G° (7).

Proof. — We follow the steps of the proof of Theorem In particular we take f0 €
D1 (oo 6 (P?) in all the computations below, so that the computations and differentiations
below are authorized, and the Theorem is then a consequence of the density of Dy, ) (P?)
in £2(u® o) or h(u® ).
For the first entropy, we have, using , , and Proposition m
d
P = =2 ((=Di + Do, f) = =21IDuflasy < -2 IIF1° = =2 (F).
Now we deal with the second entropy G°. We use the discrete Poincaré inequality of
Proposition and the same splitting

2 2 2 2 2
2[Du fllz2(uzay = Do fll2(utany + 1D 2wy = IDufllz2uzay + IFII7
as in the proof of Theorem We get next from equations and

G970 = -2{(-Di+ DL f) —2<D< D} + Do, Do),

119 6v) (utdv)

= 2D gy — 2 (D% + Do

£2(udév)

| /\

_ f _ 6
1oy — 1D ey — 2| (D% + 08D || ey <90

The proof is complete. O
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As in the Corollary 2.3] we therefore immediately get

Corollary 2.16. — Let O € (2(u®&) and let f be the solution of in CO(RT, £2(u® o))
with initial data f°. Then for all t > 0,

7@ = (O iy < €157 = POy
If in addition f° € h'(u®&) then f € C°(RT, h!(u®&v)) and we have

[ £(t) — <fO>Hh1(,u5”6v) <e 177 = <f0>Hh1(mvau) :

2.3. Remark on the full discretization. — A full discretization of the preceding
equation is of course possible, using the velocity discretization introduced in this
section, and, for example the implicit Euler scheme

fn — fn+1 _ &(—D% + v}j)van+1'

In order to describe the long time behavior of such a fully discretized scheme, the func-
tional framework introduced in this Section can be used, and similar arguments work to
obtain exponential convergence to equilibrium@ We do not present in this paper the
corresponding statements and results since they are actually not difficult to obtain, and
may be thought as very simple versions of the results of the following sections. Indeed, we
shall focus on the discretization on the full inhomogeneous equation in Section [3| and
on the discretization of the homogeneous and inhomogeneous equations and on a
bounded velocity domain with Neumann conditions (in velocity) in Sections 4| and

3. The inhomogeneous equation in space, velocity and time

In this Section, we deal with the inhomogeneous equation ([1)) with velocity domain R
and its discretized versions. We present the fully continuous analysis in the first subsection.
Then, we study in Subsection the semi-discretization in time by the implicit Euler
scheme. Afterwards, we focus in Subsection on the semi-discretization in space and
velocity only. In particular, we introduce part of the material that will be needed in the
final study of the fully-discretized implicit Euler scheme which is considered in Subsection
[3:4 where we prove Theorem [I.1]

3.1. The fully continuous analysis. — In this subsection we recall briefly now stan-
dard results about the original inhomogeneous Fokker-Planck equation with unknown
F(t,z,v) with (t,2,v) € Rt x T x R and where T = [0, 1]per- The equation reads

OtF + v, F — 0,(0, + v)F =0, Fli—g = F°,
We assume that the initial density FY is non-negative, in L'(T x R), and satisfies
Jrxr FPdadv = 1. We directly check that (z,v) — p(v) is an equilibrium of the equation,
and we shall continue to denote this function p (in the sense that it is now a constant

function w.r.t. the variable z). As in the homogeneous case, it is convenient to work in the
subspace uL?(T x R, udvdz) < L'(dvdz) and take benefit of the associated Hilbertian

6. Note anyway that the explicit Euler scheme
fr =t = &(=Di + vF)Du "
is not well posed due to the fact that the discretized operator (—D¥ + v¥#)D, is not bounded.
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structure. We therefore pose for the following f = (F' — p)/p, and we perform here the
analysis for f € L?(T x R, pdvdz) as we did in L?(udv) in the homogeneous case in Section
The rescaled equation writes

(28) Of + vy f + (=0y +v)0pf =0, fle=o = f°.

The non-negativity of the associated operator P = v0, + (=30, + v)0, is straightforward
since vd, is skew-adjoint in L?(T x R, udvdz). The maximal accretivity of this operator
in L?(T x R, udvdz) or HY(T x R, pdvdz) is not so easy and we refer for example to
[11]. As in the homogeneous case, using the Hille-Yosida Theorem, this implies that
for an initial datum f° € D(P) (resp. D1 (xR pdvde) (P)) there exists a unique so-
lution in CY(R*, L?(T x R, udvdz)) N CO(RT, D(P)) (resp. CH(R*, HY(T x R, pdvdz)) N
CO(RT, D1 (xR pdvde) (P))- As before we will call semi-group solution the function in
CO(RT, L*(T x R, udvdx)) (resp. CO(RY, HY(T x R, udvdz))) given by the semi-group as-
sociated to P with the suitable domain.

From now on, the norms and scalar products without subscript are taken in L?(T x R, udvdzx).

As in the homogeneous case, we shall define an entropy adapted to the H(T x R, udvdz)
framework. Its exponential decay, however, is a bit more difficult to prove in the inho-
mogeneous case. As consequence of the maximal accretivity, we first note that, for
fle D g1 (TxR pdvde) (P), along the corresponding solution of (28), we have

d
X IF1I* = =2 (0 + (=0, + v)duf, ) = =2 | Do fI|* <0,

so that g — || g||2 is an entropy of the system. Such an inequality is nevertheless not strong
or precise enough to get an exponential decay. In order to prepare for the discrete cases in
the next sections, we again introduce and recall a particularly simple entropy leading to
the result.

For C > D > E > 1 to be precised later, the modified entropy is defined for g €
HY(T x R, udvdz) by

(29) H(g) & C |g® + D (|0ug|* + E (9ug, Drg) + [|10:g]| -

We will show later that for well chosen C, D, E, t — H(f(t)) is exponentially decreasing
when f solves the rescaled equation with initial datum f° € H(T x R, pdvdz). As a
norm in H'(T x R, udvdz) we choose the standard one defined for g € H*(T x R, pdvdz)
by

1
def 2 2 2) 2
1901212 vty = (917 + 12ug11” + 1102917)
We first prove that v is equivalent to the H!(T x R, udvdx)-norm.

Lemma 3.1. — Assume C > D > E > 1 are given such that E> < D. For all g €
HY(T x R, pdvdz), one has

1 2 2
3 1915 (rxr pdvdzy < H(9) < 2C (|9l (rxr pdvda) -

Proof. — Using a standard Cauchy—Schwarz—Young inequality, we observe that

2|E (0,9, 0:9)] < E*|[0og” + [|0u9]|®
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which implies for all g € H(T x R, pdvdz)

1
2 2 2 2
+ (D — E“/2)||10uvg||” + = ||0

1/2< 1/2<D/2<
<H(g) <Clgl*+ (D+E%/2) |0ugl*+ 3/2 |09l
—_—— ~—
<D+D/2<3C/2<2C <3C/2<2C
which in turn implies the result since E? < D. O

As in the homogeneous case, one of the main ingredients to prove the exponential decay is
again a Poincaré inequality, which is essentially obtained by tensorizing the one in velocity
with the one in space. In the following, we denote the mean of g € L?(T x R, pdvdz) with

(9) dzef//g(x,v),udvdx.

respect to all variables by

Lemma 3.2 (Inhomogeneous Poincaré inequality). — Forallg € H(T x R, udvdz),
we have

lg = (9)1” < 10ogl® + (10291 -

Proof. — Replacing if necessary g by g — (g), it is sufficient to prove the result for (g) = 0.
For convenience, we introduce p : z — [ g(z,-)pdv, the macroscopic density of probability.
Recall the standard Poincaré inequality in space only

1
2 2 2
™ = =5 19zpl1" < 1|10zp]7,

which is a consequence of the the fact that the torus T is compact and the fact that
[ pdz = [ gudvdz = 0 (note that the proof of this last Poincaré inequality is very standard
and could be done following the method employed in the proof of Lemma . Now we
observe that orthogonal projection properties and Fubini Theorem imply

o720 < llol® and  [|0epll72(az < 1029l
since (z,v) — p(z) (resp. (z,v) — Oyp(x)) is the orthogonal projection of g (resp. 9,9)
onto the closed space

{(z,0) — p(2) | ¢ € L?(d2)},

and [jo ® 1| = [l¢ll 124y for all € L?(dx) since we are in probability spaces (there is
a natural injection L?(dz) < L?(T x R, udvdz) of norm 1). Using the Fubini Theorem
again, we also directly get from Lemma that

lg — p@ 1I* < ||9ugl®.
We therefore can write, using orthogonal projection properties again, that
lgl* = llg —p @ 1* + llp® 1)*
=llg = p @ 1U* + IlI72ar)
< [|0wgl® + ’|3xp||i2(dx)
< 10ug|I* + 192911
The proof is complete. O

(30)
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For convenience, we will sometimes denote in the following
X() = v@x,

so that the equation satisfied by f is Oy f = —Xof — (—0y + v)0,f. We shall use
intensively the fact that Xy is skew-adjoint and the formal adjoint of (=9, + v) is 0,,
together with the commutation relations

(31) 00, Xo] = 0s [00sXo] =0,  and  [dy, (—p +0)] = 1.

Theorem 3.3. — Assume that C > D > E > 1 satisfy E*> < D and (2D + E)? < 2C.
Let fO ¢ HY(T x R, pdvdz) such that <f0> =0 and let f be the solution (in the semi-group
sense) in C°(RY, HY(T x R, pdvdz)) of Equation (28). Then for all t > 0,

HF(1) < H(fO)e 2,

. _ E
with 2k = 3C

Proof. — We suppose that f0 € D1 (1xR pdvde) (P) and we consider the corresponding
solution f of in CY(RT, HY(T x R, pudvdz)) NCO(RT, D 1 (xR pdvde) (P)) with initial
datum f°. The theorem for a general f° € H'(T x R, udvdz) is then a consequence of the
density of Dy1(rxRr udvde) () in HY(T x R, pdvdz).

We compute separately the time derivatives of the four terms defining H(f(¢)). Omitting
the dependence on ¢, the time derivative of the first term in H(f(t)) reads

d
E ”fH%Q(TXR,udde) =2 <atf’ f) =2 <X0f’ f) —2 <(78U + v)@vf, f>
=0

= -2 Hafo%Z(TXR,udvdx) :
The second term writes
d
37 190122 ptvazy = 2 (00(011), 0o )
= —2(0(Xof + (=0, + )0 f), Do f)
= -2 <X08vfa 8vf> -2 <[8’U7 XO] fu 8vf> -2 <av(_8v + U)avfy avf> .
=0
We again use the fact that Xg is a skew-adjoint operator in L?(T x R, udvdx) and the
fundamental relation [0,, Xo] = 0, and we get

d
37 100 f 2 (r pavan) = =2 (0 F, 00 F) = 2[|(=00 + 0)Ou |

The time derivative of the third term can be computed as follows

d
dz (Ouf,0uf) = = (02(Xof + (=00 +0)0u[), 00 f) = (Of, (X0 f + (=0y + v)0sf))
= —(0:X0f, 00 f) — (0xf, OuXof) (1)
— (Op(=0p + )00 f, 00 f) — (02 f, Op(—0p + v) Oy f) . (I1)
For the term (/) we use the fact that Xy is skew-adjoint and the commutation relations
to obtain

(I) = <X081fa avf> - <8a:fa XOavf> - <axfa [avaXO] f> == HafoQ :
0
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For the term (I1) we use that the adjoint of 9, is —(9, + v) and the one of 9, is —0, and
we get

(II) ={(=0u + v)0u f,0:0u f) + (9u(—0v + v) f, 020, f)
=2((=0y +v)0uf, 020u f) + ([0v, (=0y + V)] f, 000 f) .
Now the commutation relation yields
(I1) =2((=0v + v)0u f, 0200 f) + (f, 020u f)
=2((=0v +v)0u [, 0200 f) — (0x f, 0u f) -

Form the preceding estimates on (I) and (/1) we therefore have

(0. 00) =~ 101>+ 2 (-0, + V)00 f, 0.001) — (O Ou1)

Finally, observing that 9, f also solves (28], we obtain for the last term of H(f(t)) the
same estimate as the one we obtained for the first term:

d 2 2
& Haﬂ?fHLQ('JI‘XR,,udvdx) = =2 ”avaﬂ?fHLQ('ﬂ‘XlR,udvdx) :

Eventually, we obtain

d
M) = =2C0uf(* = 2D |[(=0y + 0)2uf|* = E |10 f[]* ~ 21|0:00.f |

(32) — (2D + E) (05 f,0uf) + 2E ((—0y + v)Oy f, 0,0y f ) -

Only the last two terms above do not have a sign a priori. Using the Cauchy—Schwarz—Young
inequality, we observe that
(2D + E)?

2
=L JoufI,

@D+ B) (0,00 < 1 0.1 +

and
2B (=00 + 0)0uf, 000 )| < 10200 f” + B ||(= 00 + )00 f|*.
Therefore, assuming again that 1 < E < D < C, E? < D and (2D + E)? < 2C, we get

d
SHP) < ~CoufI? — (B~ 1/2) 0. fI> < ~ 5 (101 + 1021,

Using the Poincaré inequality in space-velocity proven in Lemma with constant 1, we
derive
E 9 9 E 9 9 F 9 E 1
——(||o 19) < ——(|lo, 0 - — < —=—
(1012 + 10:£12) < =101+ 10: 1) = TP < 2 s=H(),
using eventually the equivalence property proven in Lemma We therefore have with
2k = E/8C

d
SH(S) < ~26H(f),

and Theorem is a consequence of the Gronwall Lemma. The proof is complete. ]

Corollary 3.4. — Let C > D > E > 1 be chosen as in Theorem and pose Kk =
E/(16C). Let f° € H (T x R, pdvdz) such that (f°) = 0 and let f be the semi-group
solution in CO(RT, HY(T x R, pdvdz)) of equation (28). Then for all t > 0, we have

Hf(t)”Hl(’]I‘X]R,udvdx) < 2\/567@ HfOHHl('Jl'X]R,udfudx) ’
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Proof. — Choose C > D > E > 1 as in Theorem and set k = E/(16C). We apply
Theorem [3.3] and Proposition 3.1 to f and we obtain for all ¢ > 0,

—2K —2K 2
1F (Ol o pudode) < ZHF() < 267 H(SO) < 4Ce™ || £l 31 mm o) -

The proof is complete. ]
3.2. The semi-discretization in time. — In order to solve Equation numerically,

we consider the one-step implicit Euler method. We introduce the time step & > 0 supposed
to be small.

Definition 8.5. — We shall say that a sequence (f™)nen € (L*(T x R, udvdz))N (resp.
(HY(T x R, udvdz))N) satisfies the (scaled) time-discrete inhomogeneous Fokker-Planck
equation if for a given fO in L?>(T x R, udvdz) (resp. HY(T x R, udvdz)), for alln € N,
(33) S == A (X M+ (=00 + )0 1,

for some & > 0.

The main goal of this section is to prove that this numerical scheme has the same
asymptotic behavior as that of the exact flow, in the sense that it satisfies a discrete
analogue of Theorem (see Theorem 3.8]).

We first check that this implicit scheme is well posed.

Proposition 3.6. — For all given initial condition f° in L*(T x R, udvdzx) (resp. H(T x R, pdvdz)),
and all & > 0, there exists a unique solution f € (L*(T x R, udvdz))YN (resp. (H'(T x R, pdvdzx))N)
of the time-discrete evolution equation . Moreover it satisfies for all n € N,

< (1o = (0)-
Proof. — Let us denote P = Xy + (=0, + v)d,. Then equation writes
(Ig + &P) frHt = fm.

The linear operator P is maximal accretive in L?(T x R, udvdz) (resp. H'(T x R, pdvdz),
see [I1]), so that the resolvent (I; + &P) ! is a well defined operator in L*(T x R, udvdz)
(resp. H'(T x R, udvdz)) of norm 1. This implies the well-posedness and the uniform

boundedness of the norms of the functions f™ with respect to n. Similarly to the continuous
case, we have in addition

() = )+ [ (K™ (-0, 000,71 pduds = (1) +0 = ()
by integration by parts. The proof is complete. O

In order to prove the exponential (discrete-)time decay of the solutions in Theorem
[3.8] similar to the exponential decay of the continuous solutions (Theorem [3.3)), we shall
examine the behaviour of the same entropy H defined in along numerical solutions of

B3).

Lemma 3.7 — Assume C > D > E > 1 and E?> < D. Let us introduce the bilinear map
@ defined for all g,§ € HY(T x R, udvdz) by

E - -

3 N . E
M%@ZC@Q+D@@QQ+5
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Then o defines a scalar product in H'(T x R, udvdx) and the associated norm is v/H(-).
In particular one has

(9, 9)] < VH(g9)VH(G) <

Proof. — The map ¢ is bilinear and symmetric on H*(T x R, udvdz). It is positive
definite on H'(T x R, pdvdz) provided E? < D using Proposition In particular, it is
non-negative and one has the Cauchy—Schwarz’ inequality

Vg,g € HY(T x R, pdvdz),  |¢(g,3)| < /H(g)vVH(3).

The last inequality is just another Young’s inequality. O
We now state the main Theorem of this section.

Theorem 3.8. — Assume that C > D > E > 1 satisfy E*> < D and (2D + E)? < 2C.
For all & > 0 and f° € HY(T x R, pdvdz), we denote by (f™)nen the sequence solution of
the implicit Euler scheme . If <f0> =0, then
Vn € N, H(f™) < (14 2r0)"H(fY).
with kK = E/(16C).
In addition, for all & > 0 there exists k > 0 (explicit) with limg_0k = Kk such that
vnEN,  H(") < H(fO)e

Proof. — Using Proposition the sequence (f™),en satisfies for all n € N (f") = <f0> =
0. Fix n € N. We evaluate the four terms in the definition of H(f"*1) as follows. Taking
the L?(T x R, udvdx)-scalar product of relation with f**! yields

an+1H2 _ <fn7fn+1> N &<Xofn+1,fn+1> . &<<_8U + U)avfn+l’ fn+1>.

The first term in & above vanishes by skew-adjointness of the operator Xy. The second
term in & above can be rewritten to obtain

(34) an+1H2:<fn7fn+1>_&Havfn+1H27
since —0, + v is the formal adjoint of 9,. Differentiating relation with respect to v
and taking the L?(T x R, udvdx)-scalar product with 9, f*! allows to write
180 ™Y [* = (D f™, 00 f™HL) — & (XD f™HL, 8, 4L
- & <axfn+1a avfn+1> - & <av(_8v + U)avfn+17 8vfn+1> .

As before, the skew-adjointness of Xg makes the first term in & vanish. The third term in
& can be rewritten as before so that

(35) ||avfn+1H2 = <8vfna avfn+1> — ot <awfn+17 avfn+1> —a H(_av + 'U)avfn—HH2 .

For the third term in H(f"*!), we first compute 9, f"*! with and take its L?(T x R, pdvdz)-
scalar product with 9, f"*! to write

(Du ™, 0, 1) =
<avfn7 8;tfn+1> —a <X06vfn+1a 8$fn+1> — & <8acfn+17 8acfn+1>
—8 (Du(= 0y + 0)Du [T 0 )
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Using that [0y, (—0, + v)] = 1, we obtain
<8vfn+1’ 8$fn+l> _
(00", uf ™) — 8 (Xo0, 711, 0, 7YY — & |0, £
—& (D f" T O Y — & (=0 +v)O2 T 0, )

Then, we compute 9, f"+! with and take its L?(T x R, udvdx)-scalar product with
Oy f7H to write

(0 f™ 1, 0u 1) = (00 f™, 0 1)Y= (00,2 f T, 0p f 1) =6 (O (— 0y + 0)Du T, 0y f 1)
Summing up the last two identities yields
(0™ 0™ 1) 4 (74, 0,7y =

(8 f™, 0p [ 4 (D, 7, 0, 1)

|0 - 6 (9 0

- <X08Uf”+1, axf”+1> —& <(—6v + 0)92 f 8If"+1>

+8 (0 f™, X0 [1H) = & (0u(=0y + 0)u [, 0, ).
Using the skew-adjointness of 9, and the fact that (-9, + v)* = 9, twice, we obtain
(36) (Do f™ 1, 0" ) + (B f™H, 0 fHY) = (DS O S + (O S 0o ST
& (Opf™T, 0p fTY 4+ 28 (=0 + 0)Dp T, 020, 1) .

For the last term in H(f"*!), we compute the L?(T x R, udvdz)-scalar product of 9, f"+1
computed with relation with 0, f"*1. This yields directly using the skew-adjointness
of 0, and the fact that (=9, + v)* = 0y,

(37) |00 |* = (0nf™, 0 ") — & [|0u00 7|7
Summing up relations , , and with respective coefficients C, D, E/2 and

1, we obtain

HO) = ol ) Qwaﬁﬂu+(p+ 5 ) @ au )

#D (-0, + 0000 4 5 0a8 I = B0, 4 000, 8,0051) + 0,0, ).
Using Lemma we may write

fH(fn—I—l) < %H(fn)_’_%%(fn—i-l) <0H8 fn—HH + (D—i— ><8 fn+1 vfn+1>

+D ||(—0y +v)0 f"+1|| + = Ha f”“H E(( 8,,+v)8vf"“,8,,8xf”“>+H&)@xf”“HQ).

This relation is to be compared with the (time)-continuous one (32). The very same
estimates as that used in the end of the proof of Theorem with f replaced with f7t1,

ensure that
E 1

Z2CH(fn+l)'

HO) < H(M) -
This gives by induction
VneN,  H(f") < (14 268)"H(fO).

Using a Taylor development of the exponential function we get Theorem O
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As in the continuous case, we can state as a corollary of the preceding Theorem
the exponential decay in H!(T x R, udvdx) norm, which is a direct consequence of the

equivalence of the norms \/H(-) and |[-[| g1 (7xr ydvds) Stated in Lemma

Corollary 3.9. — Let C > D > E > 1 be chosen as in Theorem[3.8, Let r be defined
as in the same Theorem. For all & > 0 there exists kg > 0 (explicit) with limg_,o kg = K
such that for all f* € HY(T x R, pdvdz) with {f°) =0, the sequence solution (f™)nen of
the implicit Euler scheme satisfies for alln € N,

— & 0
an”Hl('ﬂ‘X]R,udvdx) < 2\/66 rat Hf HHl(’]I‘X]R,udvdx) :

3.3. The semi-discretization in space and velocity. — In this subsection we are
interested in the semi-discretized equation in space and velocity. The time is a continuous
variable again.

We denote by dr > 0 the step of the uniform discretization of the torus T into N
subintervals, and denote J = Z/NZ the finite set of indices of the discretization in x € T.
In what follows, the index i € Z will always refer to the velocity variable and the index
j € J to the space variable. As mentioned in the introduction, the derivation-in-space
discretized operator is defined by the following centered scheme

Definition 3.10. — For a sequence G = (G j)icz,jes we define DG by

. : Git1, — Gj—1i
VieZ D,G)j; = LIt
(S ) J Gja ( )]7 2&6
For a sequence G = (G} j)icz~ jeg we define DG by
. . Gj1i—Gj-1,
7x D, = J+1s Jj=le
VZG 7] 6\77 ( G)], 2&

Depending on the context, we will use the first definition or the other. Similarly, we will
keep on writing v the pointwise multiplication by v; from the set of sequences indexed by
J X 7Z to itself and from the set of sequences indexed by J X Z* to itself depending on
the context. However, we use the notation v* from Subsection (see Deﬁm’tion and
add j € J as a parameter) of the pointwise multiplication operator by v; from the set of
sequences indexed by J X Z* to the set of sequences indexed by J X Z.

Concerning the velocity discretization, we stick on the one corresponding to the homoge-
neous case introduced in Subsection The definition of D,, D, u® and p? are the same
(with the space index j playing the role of a parameter) as in Definitions and
211
The original semi-discretized equation that we consider is

OF +vD,F —Df(Dy+0)F =0,  Flieg = F°,
where F € ¢}(J x 7Z) is a non-negative function with HFOHe

W T xZ
F is such that for all t > 0, F(t) € £}(J x Z). As in Section we rather work with the
rescaled function f defined by

)= 1 and the unknown

F=p®+p"f,
where 4 is the Maxwellian introduced in Lemma now considered as a function of
both ¢ and j. In that case for all ¢ > 0 we have the equivalence

F e lMJT X L,0v) < f € (MT x L, p® o).



TREND TO EQUILIBRIUM FOR FOKKER-PLANCK EQUATIONS 29

Referring again to the homogeneous setting studied in Section [2| we introduce the definition
of a solution of the (scaled) semi-discretized equation that we will study in this subsection.

Definition 3.11. — We shall say that a function f € CO(RT, (YT x Z, u®dvéx)) satisfies
the (scaled) semi-discrete inhomogeneous Fokker-Planck equation if

(38) O f +vDyf 4+ (=Df + 0D, f =0,

in the sense of distributions

As in the homogeneous case of Section [2, we work in Hilbertian subspaces of £1(J x
Z, u® dvér) that we introduce below.

Definition 3.12. — We define the space (*(u®dvér) to be the Hilbertian subspace of
RI*Z made of sequences f such that

def

Hf”??(u&u&)&) = Z (fj.0)2ud dvde < oo.

JET IEL
This defines a Hilbertian norm, and the related scalar product will be denoted by (-,-). For
f € P(u®ovdr), we define the mean of f (with respect to this weighted scalar product in
both velocity and space) as

def
(HE D fundose=(f1).
JET AEL
We define the space £2(ufévdr) to be the Hilbertian subspace of R7*%" made of sequences g

such that
def

||g||§2(ﬂngv&z) = Z (gj,i)Q,ng&U&U < 0.
JET ieL*
This defines also a Hilbertian norm, and the related scalar product will be denoted by (-, ->ﬂ.
Eventually we define

! (1% ude) = {f € 2(P0de), s.t. Dof € 2(ufoude), Dyf € 52@%&;)},
with the norm

11t vy = 11 uovsose) + D0 flZ2 ussosey + 11D f 122 vy -

We define the operator P? involved in Equation by
P® = X{ + (—D + v")D,,
with X3 = vD, : 2(u¥ovdr) — £2(u®dvéx) defined by
(X0f)ji = WDz f)js when i #0,  (X(f)j0=0.
This way, Equation reads O.f + P°f = 0. We summarize the structural properties
of and of the operator P? in the following Proposition. From now on and for the rest

of this subsection, we work in £?(u®édr) and denote (when no ambiguity happens) the
corresponding norm ||-|| without subscript. Similarly ||-|[, stands for the norm in C(ufovdr).

Proposition 3.13. — We have

1. The operator P° = X3 + (—ng + 09D, on 2(u®dvdr) equipped with its graph domain
D(P?) is mazimal accretive in €%(u® ovdr).
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2. The Operator (—Dg +v")D,, is formally self-adjoint and the operator Xg is formally
skew-adjoint in 02(p®&vdr). Moreover, for all g € (2(u¥ovéx), h € 2(utdvd) for
which it makes sense

(39) ((=D% +9)h,g) = (h,Dug);
(40) (PPg.9) = (D% +v)D.g.9) = IDugll;

3. For an initial data f© € D(P?), there exists a unique solution of in CY(RT, £2(u® svdr))N
CO(R*, D(P?)), and the associated semi-group naturally defines a solution in CO(R™, £2(u®svdx))
for all fO € £2(u®ovér).

4. The preceding properties remain true if we consider the operator P° in hl(u&’évdz)
with domain Dhl(u&u&)&r)(Pé). In particular it defines a unique solution of m
CY(RF, h! (u®évdr)) N CORY, Dy (uivgose) (P?)) if £ € Dyt (pivgosry(P°) and a semi-
group solution f € CO(RT, h!(u® o)) if fO € h(u®dvér).

5. Constant sequences are the only equilibrium states of equation and the evolution
preserves the mass (f(t)) = (f°) for all t > 0.

Proof. — The maximal accretivity can be proven using the same scheme of proof as in
the continuous case and we won’t do it here, referring to [11]. The skew-adjointedness
of Xg is clear since we chose a centered scheme in space. The properties stated in
and are direct consequences of the homogeneous analysis (see Proposition . The
well-posedness is then a direct consequence of Hille—Yosida’s Theorem. In particular, we
can check that if f is a solution in C*(R*, £2(u®dveér))

d 2 _ d _ 2
S ==2(P°r 1) = =2PufI} <0,

so that the £2(u®vdr) norm is non-increasing. For the last point, we first infer that if f is
a stationary solution then

d
X I£II* = =2 Dy f|lf = 0 = Dy, f = 0.

Introducing the macroscopic density p defined for all j € J by p; = ),y fj7iu?“, the
fact that D, f = 0 yields that for all (j,7) € J x Z, fj; = p;. Then, the equation ng =0
implies that p; does not depend on j € J and we summarize this with

so that constant sequences are the only equilibrium states of the equation. The remaining
parts of the proof follow the ones of the continuous case. The proof is complete. O

For later use, we introduce the operator S = D,v — vD,, from £2(u®dvdr) to £2(utdvdr),
where the first operator v is the pointwise multiplication by v; at each (j,7) € J X Z and
the second one is the pointwise multiplication by v; at each (j,i) € J x Z*. The operator
S will essentially play the role of [Dv,v] in the continuous case. We observe that S is a
shift operator in the velocity variable and we have the following lemma:

Lemma 3.14. — Operator S : 02(u®ovdr) — ?(ufdvdx) satisfies the following: for all
g € P2 (u®dvdx), we have for all j € T,

(59)ji = gji1 fori <=1, (59)ji = gji—1 fori=>1,
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and
2 2 2
lgll” < [1Sglly <21|gl”-

Proof. — Let g € £?(u®dvdr). We first compute D,vg (where the multiplication operator
v is supposed to be defined from £%(u®dvdr) to £2(u®dvér)). We omit for convenience the
index j € J in the computations. We have

(Du(vg))i = = for i < -1, (Dy(vg)) = 2 for i > 1.

Similarly we compute vD,g (where the multiplication operator v is now supposed to be
defined from £2(pufévdr) to £2(utdvdr)):

gi+1 — 9i

o 9 for i < —1, (vDyg)i = v; for ¢ > 1.

9i — gi—1
Dvg)i = vi —
(vDyg)i = v %

Comparing the two preceding results gives the expression of Sg. We now compute the
norms using the definition of uf and get

(&)&)AHSQHEZ Z 9?’,i+1ﬂ§+ Z 9?,%1#5

jeg,i<—1 jeTi>1

= > Gaul+ D> gl

JEJT i<0 JETi>0

- 2
= (&)~ lgl* + 18’ Y gio-
jeTJ
This last term is one of the terms (the centered one) in the definition of the norm in
?(u®dvéx), and we therefore get

2 2 2
lgll™ < [[Sglly < 21lgll”
The proof is complete. O

We define the operator S : (2(pfdvér) — €2(u®dvdr) to be the adjoint of the operator S,
i.e. satisfying the relation

V(g,h) € (P oodw) x C(utdod),  (Sg.h), = (9.5h).
This is again a shift operator in the velocity variable, but it is not injective, and we have
the following lemma
Lemma 8.15. — Operator S* : ?(pfovdr) — 0 (u¥dvdx) satisfies the following: For
h € 2(utévdr), we have for all j € T,
(Sﬁh)jﬂ' = hj7i_1 fori < —1, (Suh)jp = hj,_l + hj71, (Suh)jJ' = hj7i+1 fori>1.
Moreover, for all h € £2(ufdvér), we have

2
HsﬁhH < 4|n|l?.
Proof. — The proof is straightforward, using similar tools as in the one of Lemma[3.14 O

In order to apply a procedure similar to the one we used in the continuous inhomogeneous
case in Section we introduce the following modified entropy defined for g € h'(u®dvér)
by

def
(41) /H(S(g) =C ”g||2 +D HDngj? + E (Dyg, Sng>ﬁ + Hng||27
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for well chosen C > D > E > 1 to be defined later. We will show in a moment that
for these parameters, t — H°(f(t)) is exponentially decreasing in time when f is the
semi-group solution of the scaled inhomogeneous Fokker-Planck equation with initial
datum f0 € h'(u®&vdr) of zero mean. Before doing this, we compare this entropy H° with
the usual h'(u®dvdr) norm.

Lemma 8.16. — If 2E? < D then for all g € h'(u®dvér),
1
3 HQH%I(M&%&) <H’(g) <2C Hgﬂil(u&f&m) :

Proof. — We stick to the proof of Lemma Let g € h!'(u®dvéx). We use the Cauchy—
Schwarz—Young inequality and observe that

1
2 )E (Dug, SDxg),| < 2% |Dugll; + 5 [1SDagll; < 25% |Dugll; + [Dzgl”,

where we used Lemma for the last inequality. This implies

1
2 2 2 2
L_lgll” + (D = E7) [Duglly + 5 D=yl

1/2< 1/2<E2<
<H(9) <Clgl*+ (D+E?)  |Dugl; +3C/2|Dagl?,
—_—— ——
<D+D/2<3C/2<2C <20
which implies the result since 2E% < D. O

As in the continuous case, we need a full Poincaré inequality in space and velocity. We
first note that, for functions p of the space variable j € J only, provided that N = #7 is
odd (which is assumed from now on in this paper), the Poincaré inequality

(42) lp = (P) 12y < 1D2pllZ2 i)
is standard (and easy to reproduce following the proof of Lemma [2.1)), where
(43) lolZ2 sy = Y P,

JjeT

is the standard norm on the discretized torus,
(p) = pjdr,

JjeJ
is the mean of p and D, is the centered finite difference derivation operator defined above.
In particular, for g € £?(u®dvér), one can apply to the macroscopic density p of g
defined of j € J by p;j = W), gj,mf”. The fully discrete Poincaré inequality of Lemma
is then a consequence of Proposition in velocity only (following the proof of the
continuous case stated in Lemma .

Lemma 3.17 (Full Discrete Poincaré inequality). — For all g € h'(u®&vd), we
have

lg = (D22 i) < D0l B (i) + Dl (s -

Proof. — Replacing if necessary g by g — (g), it is sufficient to prove the result for (g) = 0.
We observe that Parseval’s formula and discrete Fubini’s theorem imply

2 2 2 2
ol < lglleenea  and [Deplip@) < IDeglle s »
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since (j, i) — p; (resp. (j, i) = (Dzp);) is the orthogonal projection of g (resp. D,g) onto
the closed space

{G.0) — ¢j | e (a)},
and [l ® 1|20 gm) = #lle2(s) for all ¢ € ?%(&) since we are in probability spaces. We
note here the natural injection £2(&x) < £%(u®dvéx) of norm 1. Using the discrete Fubini
theorem again, we also directly get from Proposition that

lg—p® 1!\?2(@50&73) < ”DU.gHg?(#Mv&r) :
Using Parseval’s formula again yields
\|9\|§2(M&U&J&z) =llg—p® 1||§2(u&u5u&r) +lp® 1|\Z2(u&v5v5w)
) = llg = p@ Upgumas) + 1017
< [1DugllZ (o) + 1Dl 2
< |1DugllZ2 (i) + 1D 1172 vy -
The proof is complete. O

We can now state the main Theorem of this subsection concerning the exponential return
to equilibrium of solutions of Equation .

Theorem 3.18. — There exists C > D > E > 1, fvg > 0 and kg > 0 explicit such that
the following holds: For all f° € h'(u®&vdx) such that (f°) =0, the solution f (in the
semi-group sense) in CO(RT, h'(u®ovdx)) of Equation with initial data fO satisfies

HO(f(1) < HO(f%)e 2,
for allt >0, dv € (0,0v0) and & > 0.

Proof. — (of Theorem — 1/4) We divide the proof in four parts, and we insert
technical lemmas in between those parts, so that the reader may understand why new
discrete operators are introduced and studied, as the computations go. Let us consider f
the solution in C*(R™, Dhl(#év&)&)(Pé)) with initial data f9 € Dh1(uéu5v&)(P5). This choice
allows all the computations done below, and Theorem will be a direct consequence
of the density of Dhl(u&u&)&)(Pé) in h!(u®édr) and the boundedness of the associated
semi-group.

As in the continuous case, we shall differentiate w.r.t. time the four terms appearing
in the definition of H?. The derivatives of the 1st, 2nd and 4th term are fairly easy to
estimate, as we will see below. The more intricate estimate of the derivative of the 3rd
term will require Lemmas [3.19] [3.20] and [3.21]

For the derivative of the first term in H°, we compute

71 =2(f, D — (D} +44)D, 1 )
= =2(f, =D, f) = 2(f,~(~D} +v*)D. ).

Using the fact that vD, is skew-adjoint in £2(u®dvér) and the identity derived from ,
we obtain

d
(45) T IF1* = —21IDu Iy -
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The second term of the time derivative can be computed as follows:
d
4z Do 1 = 2(De (—eD2 — (=Df +¢Dy) £,Duf ),

=2 <DU(UD:C)f7 va>]j -2 <Dv(_D1ﬂ; + Uﬁ)Dvﬁ va>jj

:_2< Dy, vD,] ijvf> _2<UDxDUf,DUf>ﬁ—2H(—Df,-i-vﬁ)vaHQ
B, 0P}

|

—[Dy,0]Ds=5D. = :
[Do.0]Ds=S5 i using (o)

2
(46) = —2(SD.f, Duf); - 2||(=Di +v)Duf |

The time derivative of the last term in H(f) is

d
(47) 37 D=/ II* = 2Dy £

since D, commutes with the full operator.

All the difficulties are concentrated in the third term. We are going to need a few lemmas
in order to be able to write the time-derivative of that third term in . After that, we
will get back to the proof of the Theorem by expressing the time-derivative of ¢ — H(f(t))
in using an entropy-dissipation term. We will need a last lemma (Lemma [3.22)) to
estimate the entropy-dissipation term before getting to the end of the proof of Theorem

B.18 O

In order to prepare the computations, we state and prove two lemmas concerning discrete
commutators.

Lemma 3.19. — We have
D, (—Df +v¥)S — S(—D¥ +v*)D, = S + 0,
where o is the singular operator from (?(u®vdx) to £2(utdvdx) defined for g € 2(u®dvdx)
by
95,1 — 45,0
(09)j—1 = %072]7 (09)j1 =
forallj € J.

95,0 = gj—1

2 and (0g)j; =0 for |i| > 2,

Proof. — We postpone the proof of this computational lemma to the end of the paper,
where Table [I| summarizes all the computations of commutators. O

The second lemma of commutation type is the following
Lemma 8.20. — We define the operator S° : 02(u®dvér) — £2(pufovér) by
(S°9)ji = gjis1 fori < —1 (8%9);i = —gji1 fori>1,
for all g € 2(u®&vdx) and j € J. Then we have
SD,vD,g — vD,SD,g = wS°D3yg.
Moreover

2
lol < |||, < 21al

Proof. — We postpone the proof to the table at the end of the paper (see Table . O
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Proof. — (of Theorem — 2/4) We go on with the proof of Theorem [3.18 and we
recall that we consider a solution f € C'(RT, Dy (50 svae) (P)). We want to estimate the
derivative of the third term defining H°(f(t)). Let us compute

d

& <SD$f, va>t1

= —(SDu(XES + (=Df +0))D0f). Do) = (SDaf, Du(X3f + (=Df +45)Duf) ),
= —(SD:X{1.Duf) —(SDaf.DuXGF), (D)
— (SDu(=DE +0)Duf.Duf) ), = (8D, Du(=DE +e)Duf)) - (I])

We first deal with the sum (I) in the previous equality. Using Lemma and [D,, X§] =
SD,; we get

(1) = = (X}SD. f, va>jj ~ (0.1, XSva>li
~ & (S'D21.Duf )~ [1SD: 1
=~ & (5"D27.Duf), ~ ISD.fI

where we used that the first two terms compensate by skew-adjunction of Xg . Using that
D, is skew-adjoint and commutes with S? we get

(1) = 6 ($"D: 1. D:Duf) ~[|SD.}.

Now we deal with the term (II). We first use that the adjoint of D, is (—ng + %) two
times and we get

(I1) = = (SD4(~Df +v9)Dy £, Dy ), — (Du(~Df +1%)SDaf. Do )
Now from Lemma [3.19] applied to the second term we get
(II) =2 <SDx(_D1ﬂJ + vﬁ)vav va>ﬁ - <SDJ:f7 va>ﬁ - <0Dxf7 va>ﬂ .
We used also that D, commutes with all operators. This yields
(I1) = 2((~D + ¥¥)D, f, $DaDyf ) = (SD.f, Do)y — (oDaf, Do)y

Using the relations above for () and (I1), we get eventually for the derivative of the
third term:

(48) S (SDf.Duf),

= - ”SDmej? + v <Smef7 DUDLE]C>ﬁ

.

+2( (=D} + ¥)Dy f, S*D,D,f ) — (SDf,Duf); = (0D f, Duf),

The first term in this sum has a sign. All the other terms except the last one are easy
to deal with, as in the continuous case. The last one involving ¢ is more involved since it
seems to be singular. Anyway, it can also be controlled as shown in this last lemma. [



36 GUILLAUME DUJARDIN, FREDERIC HERAU & PAULINE LAFITTE

Lemma 3.21. — For all e > 0 and g € >(u®dvér) we have

1 2
(49) (9D, Dug)y| < - (=% + ¥)Dug|| + < ID.Dgll

Proof. — For all j € J, the contribution to the scalar product in the right-hand side of
(49) reduces to two terms according to the expression of o (see Lemma . We denote
by (., .)p (&) the scalar product in the variable j only, associated to the norm defined in
. In the computations below, we omit for convenience the subscript j corresponding to
the space discretization. We have
Dzg1 — Dzgo 90 — 9-1 Dzgo — Dzg-1 91 — 9o

(oD,g, Dvg>ﬁ = < 502 ) S >£2(&) Hodv < 52 A >g2(5w) Hodv.
Using that D, is skew-adjoint (or using an Abel transform in j), we get

<ngl —Dag0 g0 — g—1> 1060
&2 I &} 42(&) 0 .

For convenience, we set Gy = £ = (D,g); and G_ = 5% = (D,g)_;. We have then

D.G
(oD2g, Dvg>ﬁ =2 <&U+,G_> Hodv
e (s)

<0ng7 Dvg>ﬁ =2

Gy — G- > 2
:2<Dx,G_ poov + — (DG, G_) p2 5 HOV.
) @) S £ (ar)

The last term is zero and we therefore get, using a last integration by part for the first term
Gy — G-

<0Dmga Dfug>ﬁ == - <+6U,D$G_> /1,051).

2(dx)
We observe that
G+ —G_ _ % _ 90;5—1
b b
Hence, for all ¢ > 0

= (DgDvg)O = _((_ng + Uﬁ)Dvg)O-

_pt i
(709, Dugly| <2 (=05 +%)Dugo] , . 1(DaDug) 1l o

1 2
(=Dt # 2

< [|(0% + v)Dugo |, . ot + 2 1(D2Dug) 1 ) o
1 2

<= || =05+ v¥)Dug | + = IDuD.gl}

The proof of the Lemma is complete. O

Proof. — (of Theorem — 3/4) Now we come back to the proof of Theorem We
consider all the four relations , , and , and we multiply the first one by C,
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the second one by D, the third more involved one by F, and we get by addition

d 5 . 2 i f 2
SHW) = —2(CIDuSIE +D(SD.f.Duf), + D | (=Di +v7)D. f |
E E
+5 15021 — 500 (S'D.f. DD ),
) <(_D1ﬁ) + Uﬁ)vaa SﬁDxva>
E E
o <SD:cf7 va>ﬁ + 5 <0Dxf7 va>ﬁ + HDxvaHg)
(50) € 2pi(f).

The term 2D%(f) is the discrete entropy-dissipation term and we prove that it can be
bounded below (so that, in particular, it has a sign) for well chosen parameters C, D, and
E. This is the goal of the following lemma. O

Lemma 3.22. — There exists constants C > D > E > 1 and fvg > 0 such that for all
g € h'(u®dvdr), v < dvg and & > 0,

(51) D°(g) > kaH’(g),

with kg = 1/(4C). Moreover, it is sufficient for the constants above to satisfy relations
- to come to ensure that the result above hold.

Proof. — Grouping terms and estimating the big parentheses in , we obtain first for
all > 0,
’2

E
Di(g) > C Doy} + (D + 2) (D29, Dug), + D || (~D% + v)Dug

E2(§U2

‘ﬁ?

E , 1
o Dx _*‘ bD:p
+5 15Dagllf = 5 ||S"Dag

ID2Dugll}

i

11 2 1
—fszH(—DE)—i—v)Dvg‘ ——HHSﬁDxDvg

E
5 |(@D2g, Dugh;| + ID.Dugll

Using the continuity constants of S, S* and S” (see Lemmas [3.14} [3.15| and [3.20)), as well
as Lemma we obtain for all € > 0,

1 D+Z%
IDé(g) > C ‘|Dng§ - 5 HSngHj? - Q ||Dngjj

)2

+DH(*D‘$ + v)Dyg

E25U2
o ”ngH - HngH HD Dngﬂ
—~E2 o +v>Dvg\ —2e\|t>xt>quﬁ
2 IDeDugll? ~ 1% (D% + o"Dug|| + 1D.Dugl?.




38 GUILLAUME DUJARDIN, FREDERIC HERAU & PAULINE LAFITTE

Using again the continuity constant of S from Lemma and grouping terms, we find
2
D+% E
Di(g) > (c - <22‘)) 0.9l + (5 —2) 101"

‘ 2

20
< E 1E2®?
+

11 1F
(o1 B o s

2

Let us now discuss the existence of a set of constants that achieve the functional inequality
(51). First, we fix

(52) E > 6.
Then, we can choose #, ¢ and fvg > 0 such that

0=1/8, e=1/4E), &®iE*/8<1/8,
so that we obtain that for all v < dvg

E 1E*%?
l—e——— —20 >1/2.
272 4 b=1/
Then, we can choose D big enough to ensure that
11 1FE
53 D—--F*--=>1 d D>2E%
(53) 207 “c2- ™ ~
Eventually, we choose C big enough to ensure that
2
D+%
(54) C— D+3) > 1.

When all these constraints are fulfilled, we get that

2 1
(55) D*(g) 2 IDugll; + IIDzg]” + ||(~D% + v)Dug ||+ 5 DDl

Using now the Poincaré estimate from Lemma [3.17] applied to half of the right-hand-side
of the last inequality, we get

1 2 1 2 Lo
D(g) = 5 IDugllf + 5 IDagl> + 5 gl

Since D > 2E? by (53), Lemma about the equivalence of the h!(u®dvér) and the H°

norms ensures that

O

Proof. — (of Theorem —4/4) Provided C > D > E > 1 are chosen as above, we have
along the solution f of the discrete scaled Fokker-Planck equation with zero mean,
with the estimates above and in particular

%Hé(f(t)) < —2D°(f) < —2kaH°(f (1)

Gronwall’s lemma gives directly the result of Theorem [3.18] This completes the proof. [
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3.4. The full discretization and proof of Theorem [1.1} — In this subsection we
prove Theorem [T} which will be a direct consequence of Theorem [3.:24 below. We directly
work on the scaled sequence f defined by F = u® + u® f where F satisfies @

Definition 3.23. — We shall say that a sequence f = (f™)nen € ((1(T x Z, p®svdx))N
satisfies the scaled fully discrete implicit inhomogeneous Fokker-Planck equation if, for
some & > 0,

(56) YneN,  frtl= 7 §(wD,f" 4 (D% + o)D, f).

As in all the previous cases, we can check that constant sequences are the only equilibrium
states of this equation, and that the mass conservation property is satisfied:

Vn €N, <fn>:<f0>7
where we use all the notations and definitions of Subsection [3.2] and in particular work in
2 (u®dvix) or hl (u®dvex).

In Subsection we proved a time-discrete result (Theorem for the solutions in the
continuous (in space and velocity) setting , in accordance with the behaviour of the
exact solutions (Theorem [3.3). The goal of this section is to prove a similar time-discrete
result for the solutions of the implicit Euler scheme , in accordance with the result
(Theorem for the exact solutions of in the discrete (in velocity and space) setting.

As in the semi-discrete case, we shall work with the modified entropy defined by

#°(g) = Cllgl* + D [Dugl; + E (Dug, SDzg); + [Dagl”.
for well chosen C' > D > E > 1 to be defined later. Under the condition 2E? < D, Lemma,

holds. We denote by ¢° the polar form associated to H? defined for g, § € h'(u®dvdr)
by

. N . E - . .
#°(9,9) = C(9,3) + D (Dug, Do), + 5 <<SD$97 Dug); + (Dug, SDx9>u> + (D29, Dz3) ,

and recall that the Cauchy—Schwarz—Young inequality holds and reads

(57) 609, 9) < \H(0)/H(3) < 570 (g) + 570 (3),

just as in the continuous (in space and velocity) case (see Lemma [3.7)).
The main result of this section (leading directly to Theorem in the introduction) is
the following theorem.

Theorem 3.24. — Assume C > D > E > 1, fvg > 0 and kg are chosen as in Theorem
. Then for all f° € h'(u®dvdx), for all & > 0, dv € (0,0y), and & > 0, the problem
with initial datum f° is well-posed in h' (u®&vdx). Suppose in addition that <f0> =0
and let (f™")nen denote the sequence solution of Equation with initial datum f°, we
have in this case for all n > 0,

HO(f™) < (1 + 26q8) "HO(f0).

Remark 3.25 Doing just as we did at the end of the proof of Theorem [3.8| for continuous
space and velocity variables, the result above implies first, exponential convergence to 0
with respect to the discrete time of (H?(f™)nen) and second, exponential convergence of
(f™)nen to its mean in h!(u®dvdr) for all fO € h!(u®dvdr). This allows to prove Corollary

(1.2)) from Theorem



40 GUILLAUME DUJARDIN, FREDERIC HERAU & PAULINE LAFITTE

Proof. — Let f° € h'(u®dvdr) and consider in this space the unbounded operator P° =
vD, + (—Dg, +v)Dy with domain Dy (0 g6 (P?). Tt was mentioned in the preceding section
that this operator is maximal accretive. Let us fix & > 0. Equation reads for all
n €N,

= (Id+ &P~
This relation gives sense to the a unique sequence solution f = (f™),en € h!(u®dvdr) by
induction since (Id + &P%)~! : h' (u® o) — D1 (0 vy (P) = h! (% ovér).

Assume now that (f%) = 0. By induction, we directly get that for all n € N, (f") = 0.
We fix now n € N and compute the four terms appearing in the definition of H°(f"+1)
before estimating their sum. We start by computing the £2(u® dvdx)-scalar product of f7+1
with itself using relation on the left to obtain

[P = () — @ (oD, ) 8 (<D + vA)D, T, )
=0
(58) = (/Y =& Dyt

using .
Next, we compute £2(pfdvdr)-scalar product of D, f"+! with itself using relation on
the left to obtain

[Duf 1y =

(Dyf™, van+1>ti — & <DUUDIfn+1’ D”fn+1>ti —& <Dv(—D§J + oD, fH, van+1>ti ‘

The first term in & can be rewritten as

—&(vaDxf”+1,va”+1>ﬂ = —&{[Dv,va]f"+1,va”+1>ﬁ—&(vava”+1,va”+1>ﬁ

/

=0
= =& <SDxfn+17 van+1>ﬂ s

thanks to the definition of S. The second term in & becomes, using
2
= (D (=D} + 0D, Dy ) = (<D Dy
We infer, for the second term in H?(f"*1),

2
(59) HvaanH;:<van,van+1>ﬁ—5t<SDxfn+17van+1>ﬂ_& (_Dqﬁj_’_vﬂ)vanJrlH _

For the third term in H°(f"1), we compute 2 (SD, f"1, va”“>ﬁ using relation
once on the left and once on the right to obtain

2(SD, [, Dy ), =
(SDzf" Dy f™ 1), + (SDof"*1, Dy f"),
—t ((SDvD S, Duf ™), + (SDuf™, DD, 1), )

—& (<5Dx(—D§, + vﬁ)vanJrl, Dufmr1>Tj + <SDl,fn+17 DU(—Di + vﬁ)van+1>ﬁ> '
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The two terms in & above can be computed just as terms (I) and (/) in the proof of
Theorem (with f there replaced by ™! here) to get as in

2 <SDxfn+1a van+1>ﬁ =
(SD2f™, Do f"h), + (SDo ", Duf™H),

—d <H5Dxf”+1H§ — 0 (S"D, /", D,D, /") ﬁ>
' (—2 <(—Dg oD, 1 SﬁDxDUf”+1>

(60) +(SDL S D), + (oD f Dy ), )
where we used Lemmas [3.19 and [3.20]

For the last term in H°(f™1), we compute as for (3),
(61) D2 ™" = (Duf™, Daf™) = & |[DDu "

Summing up the four identities , , and , multiplied respectively by C,
D, E/2 and 1, we infer that
HO(S"H) = ("
2
& |:C HvanJrluj +D <SDccfn+17 D'Ufn+1>ﬁ +D H(_Djzj) + ,Uﬁ)vanJrlH

E n+1(|2 E b n+1 n+1
E
—E <(—DEJ +vh)D, f SﬁDxva”+1> +5 (SDL ™+, Dy f"),

E
+5 <UDIf”H, D”fn+1>ti + HDvafanH;] _

We recognize here inside square brackets exactly the same term as the one in parentheses
defining D°(f) in with f"*! here instead of f there, so that the preceding identity
reads

HO(f™H) = O (f7, f1H) = &D(F1).
Using Lemma we therefore get that for C', D, E and dvg be chosen as in -, we
have
HOS™) = (7 ) — g O (),
with kg = 1/(40)
Using Cauchy-Schwarz-Young with the scalar product ¢° (see ), we obtain for all
n €N,
() < SHOG) 4 () — ot (),
which yields for all n € N,
HO(fH) S HO(S™) = 2mad MO (F7F),
which implies
HO(f™) < (1+ 28K0) " H(f0).
This concludes the proof of the theorem. O
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4. The homogeneous equation on bounded velocity domains

In this Section, we study a discretization of the homogeneous Fokker-Planck equation
with velocity variable confined in the interval I = (—vmax, Vmax), Where vpax > 0 is
given. We first briefly treat the fully continuous case, and then we focus on the fully
discrete explicit case : this is possible since only a finite number of points of discretization
are needed (in contrast to the case where v was on the whole real line in the preceding
sections). The choice of discretization is again made to ensure exponential convergence
to the equilibrium and the functional framework is built using the natural Maxwellian
(stationary solution of the problem, again denoted u below).

In this section, we also prepare the study of the inhomogeneous equation in Section
Part of the material is very similar to the one developed in Section [2| and we will sometimes
refer to there.

Note that the functional spaces in space and velocity introduced and used in Sections
and [p| are finite dimensional. We will however specify norms on these spaces and constants
for (continuous) linear operators between such spaces, to emphasize the behaviour of those
norms and constants when the discretization parameters & and & tend to 0.

4.1. The fully continuous case. — We consider here the case where the velocity
domain is an interval

I = (—Vmax; Vmax), Umax > 0,
and focus on the fully continuous case. We thus need a boundary condition and choose a
homogeneous Neumann one, to ensure total mass conservation. Our new problem is thus

(62) OF — 0,(8y, +v)F =0, Fli—g = F°, ((8y + v)F)(F0max) = 0.

The initial density F" is a non-negative function from I to R* such that [, F°(v)dv = 1.
The function

2
ev/27

1
I>v— NoT:
is a continuous equilibrium of (62), but we need to renormalize it in L'(I,dv). We keep
the same notation as in the first sections of this paper and we define this normalized
equilibrium

e—U2/2

p(v) = T
/e_w 2qw
I

In the same way as in the unbounded velocity domain cases, we pose F' = u + uf, and
the rescaled density f solves equivalently

(63) o f+ (_av + U)avf =0, f|t:0 = fO’ avf(ivmax) =0.
We work with the following adapted functional spaces: We introduce the space L?(I, udv)
and it subspace H'(I,pdv) = {g € L*(I, pdv), g € L*(I,pdv)}. We again denote

Jr 9(v)udv by (g).
As in the continuous homogeneous case (see Section [2| for example), the main ingredient

in the proof of the convergence to the equilibrium is the Poincaré inequality, that we prove
now.

Lemma 4.1 (Homogeneous Poincaré inequality on a bounded velocity domain)
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For all g € HY(I, udv) with , we have
Hg - <g>H%2(I,pdv) < Hang%2(I“u,d’U) :

Proof. — The proof follows exactly the same lines as in the full space case described in
Lemma We take g € L%(I, udv) and assume that (g) = 0. The first steps of the proof
are exactly the same as that of the proof of Lemma changing R in [ until relation
there. Note that we again use strongly Fubini Theorem and the fact that [ ;opdv =0 and
J; ndv =1 (and their counterparts in variable v'). We therefore have

/gQ,udv = /Gvudv,
I I

where we have set as before G(v) = [ 10,9(w)|? dw for |v| < vmax. Using that dyu = —vp
and an integration by part, we get

2
190721 pavy = / G v pdv
(7Umax:7)max)

= —/ G (Oyp) dv
(*Umaxﬂ)max)

= —[Gpu]"> + / 0y G pdv
(*vmax/l}max)

VUmax
= ntemae) [ 100+ | 00 e
—VUmax;Vmax

VUmax
2
< ”angLQ(I,,udv) :
The proof is complete. O

Now we can state the main result concerning the convergence to the equilibrium for
Equation (63). We consider the operator P = (-9, + v)9, with domain
D(P) = {g € L*(I, pdv), (=0y +v)dsg € L*(I, pdv), Oug(dvmax) =0},

which corresponds to the operator with Neumann conditions. Note that constant functions

are in D(P). Equation reads 0, f + Pf = 0 and we define the two following entropies
for g € L?(I, pdv) and g € H'(I, udv) respectively :

(64) ]:(g) = HQH%Q(I,ud'L}) ) g(.g) = HgH%?(I,,udv) + HaﬂgH%?(Ludv) :
The following result holds

Theorem 4.2. — Let f° € L?(I, udv). The Cauchy problem has a unique solution
[ in CO(RY, LI, pdv)). If fO is such that {f°) =0, then (f(t)) =0 for all t >0 and we
have
V>0, F(f(t) < e *F().
If in addition f° € H*(I, udv), then f € CO(R*, H(I, udv)) and we have
vt >0, G(f(t) < e "G,
Proof. — The proof follows exactly the lines of the proof of Theorem The existence

part is insured by the Hille-Yosida theorem again (either in L?(I, udv) or in H'(I, udv)).
As in the unbounded case, the key points are the fact that the operator P = (=39, + v)0, is
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self-adjoint on L?(I, udv) with Neumann boundary condition and the Poincaré inequality

(Lemma [4.1)). O

4.2. The full discretization with discrete Neumann conditions. — As in the
unbounded case, we discretize the interval of velocities I = (—vmax, Umax) and the equation
with boundary condition by introducing an operator D,. This indeed yields a
discretization of the rescaled equation .

For a fixed positive integer iyax, wWe set

(65) fy = Jmax
tmax
and
Z={—tmax + 1, —imax + 2, ,—1,0,1, -+ imax — 2,%max — 1} .
Moreover, we define
(66) VieZ, w;=1id, Viipay = TUmax-

Note for further use that the boundary indices +i,.x do not belong to the full set Z of
indices. The new discrete Maxwellian u® € RZ, is defined by
& Co

(67) =

520(1 + ’Ug&U)
where the normalization constant cs > 0 is defined such that & ;.7 u® = 1. This
definition is consistent with the Definition [£.3] of the operator D, in the sense that it
satisfies . For the sake of simplicity, we will keep the same notation as in the unbounded
velocity case. Note again that we do not need to define the Maxwellian at the boundary

, 1 €T,

indices +imax-
We work in the following in the space ¢*(Z, u®dv) of all finite sequences g = (g;)icz with
the norm & 3,7 |gi| n&. We note that

(68) 1Ll g vy = [

0(Z,8)

For the analysis to come, we introduce another set of indices and a new Maxwellian p?.
We set

T = {~imaxs —fmax + 1, -, =2, —1,1,2, -+ Jimax — Lyimax} = (Z\ {0}) U {Fimax},
and define pf € ¢1(Z*, v) for all i € T* by,
(69) ph= s fori<0,  pf=pd, fori>o0.

We now adapt to this finite case of indices the definitions of the discrete derivation given
in the unbounded velocity case (see there Definitions and .

Definition 4.3. — Let g € (1T, u®®), we define D,g € (*(TF, pfdv) by the following
formulas for i € TF,
(70)
_ 9i+1 — Gi . . i
(Dyg)i = e when — imax +1 <7 < —1, (Dyg)i =
and (Dog) timax =0,
and vg € (YT, p® ) by

&

(vg)i = vigi for 1 <i| <imax — 1 and (V9) Limax = Vimax I+ (imax—1)-

when 1 < i < imax — 1,
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Similarly for h € (Y(T%, ut&v), we define Dih € ¢! (Z, u® o) by the following formulas for
alli € T,

(71)
h, — hi— . . hz - hz . .
(Dqﬁ)h)i = le when —imax +1 <1 < —1, (ijh)i = % when 1 <4 < fpax — 1
and (Dih) = %

For h € (M (TF, u® &), we also define vig € (Y (T, ) by
Vie I\ {0}, (Uﬁh)i = v;h; and (vﬁg)o =0.

Looking at the proof of Lemma 2.5 we directly check that with this definition we have
(72) Vie Z\{0},  [(Dy+v)u™]; =0,

The definition of the derivative at the boundary points (always 0) is nevertheless adapted to
the scaled equation. This is not in contradiction with the preceding equality which occurs
only in Z \ {0}. We write below the (rescaled) fully discrete homogeneous Fokker—Planck
equation, noting that the discrete Neumann conditions are included in the definition of D,,.

Definition 4.4. — We shall say that a sequence f = (f™)nen € (NI, u® o)) satisfies
the (scaled) full discrete explicit homogeneous Fokker—Planck equation with initial data f°
if

(73) VTL € N7 fn+1 = fn - &(_ng + Uﬁ)vanv

for some & > 0.

In order to solve this equation, we build Hilbertian norms on RZ and RIn, taking into
account the conservation of mass and insuring the non-negativity of the associated operator.

Definition 4.5. — We denote by (?(u® &) the space RT endowed with the Hilbertian
norm

2 def )
||g||£2(,u,&”(5v) = &Z(gi)% .
i€T

The related scalar product is denoted by (-,-). For g € >(u®&), we also define (g) o
Y oieT gipltov = (g, 1>£2(u&u&)) , the mean of g. Similarly, we denote by £>(u*év) the space

Puto) = {g € BT geip, = 0}
endowed with the Hilbertian norm

2 def
191172 ) = 502(%)2#3,
ieTt

and the related scalar product is denoted by (-,-),. We denote by h'(u® &) the space R:
endowed with the norm

2 2 2
HQth(u&v&;) = ||9||e2(,ﬁv5v) + HDngﬁ(uﬁ&;) .

We introduce the associated operator with discrete Neumann conditions and its functional
and structural properties.

Proposition 4.6. — Let o be defined by and & > 0 be given and sufficiently small.
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1. We have D, : (u®&) — 02(ZF, pfov) and DY : 2(T¢, i) — C(u®%) and P =
(—D% + v")D,, is a bounded operator on £*(u®&).
2. For all h € (*(TF, j*ov), g € 2 (u® &) we have

(74) ((=D%+v9h,g) = (h,Dug)y,  and  ((=Db+v9)Duh, k) = IDAl e -

3. For an initial data f° € £2(u® &), there exists a unique solution of in (2(u®o))N.
4. Constant sequences are the only equilibrium states of Equation .
5. The mass is conserved by the discrete evolution, i.e. for alln € N, (f™) = <f0>.

Proof. — The linear operator P is a mapping from the finite dimensional linear space
%(u® &) to itself. Hence it is bounded. The proof of the second equality in is a
direct consequence of the first equality, and leads directly to the self-adjointness and the
non-negativity of (—Df + v#)D,. The (maximal) accretivity of (—D% + v#)D,, in both
(™) and h'(u® &) is easy to get (perhaps adding a constant to the operator). The
fact that the equation is well-posed is a direct consequence of the fact that the scheme is
explicit. The fact that constant sequences are the only equilibrium solutions is an easy
consequence of the second identity in ((74)).

Due to its importance in the functional framework we give a complete proof of the first
equality in although it is very similar to the one of . We write for h € £2(ZF, pufév)
and g € £2(u® o)

oL <(—D9J +vﬁ)h,g>

= ((—DE + v)h)igips;
i€l

= Z ((—=D% +v")h)igipi — (DEh)ogopo + Z ((=D% 4+ v")h)igipss.

1§Z’§7Lmax*1 *imax“l’lgigfl
For the first term in the right-hand side of ([75)), we have

Y (=D +oh)h)igini

1<i<imax—1
hivi — hi
) = 2 (_H_&)Z‘i‘vihi) gilti
1<iSimax 1
D 1 == L go o M G-t
’ &U ZgZMZ &U 'LLO &) /"leaxfl'

1§i§imax_1
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Since h € £2(Z%, pufov) we have h;

Tmax

= (0. Therefore we have

(77)

> (=D + vhh)igip

1§i§imax_1
— i + . L — s h

= Z higi <W —|—Ui,ui> + Z hi <—gZ15Ugl> Hi—1 + %Mo

1<i<imax—1 1<i<imax—1

h

= > hz’(Dvg)miﬂJriTgOuo

1<i<imax—1
_ Z h h1go

vg z/% & <. Mo,
1<i<imax

where we used , the definition of pf, and again the fact that h;

h-190
(78) > (-Di+))igim = > hi(Dug)ipt — 5 ho-
7imax+1§’i§*1 77Lmax§l’§*1

The center term in the right-hand side of is —( Dg,h) golo = —
have

= 0. Similarly we get

1 goMo, so that we

v <( Dﬁ + U h g> Z h vg zNZ ot <h7 D’Ug>]j)
i€TH
since the boundary terms around 0 disappear. This is the first equality in and the
proof is complete. O

As in the cases with unbounded velocity domains (see Sections [2| and , in continuous
or discretized settings, and as in the case with bounded velocity domain in the continuous
setting (see Lemma , the Poincaré inequality is a fundamental tool to obtain the
convergence of the solution, and we give below a version for the bounded velocity case
adapted to the velocity discretization above.

Proposition 4.7 (Discrete Poincaré inequality on bounded velocity domain)
Let &v > 0 be defined as in (65]), and let g € (u® o). Then,

lg = (917 (v < 11DwgllZ2 e -

Proof. — Although part of the proof is similar to the proofs of previous Poincaré inequalities
in this paper, we give a complete proof, following the lines of the one of Proposition
This is to illustrate how our choice of discretization of the bounded velocity domain allows
to obtain this fundamental inequality. We take g € £2(u®d) with (g) = 0 (note that
the boundary conditions are preserved by addition of a constant). We have with the
normalization convention

&

— 2 3] o, o

W glegeay = D Gm =5 Y. (g —e)mn
D DR (B T

—%imax <i<j<imax
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i 00,00 0 R
sice 2 z:7'L'n’lax<i,j<’irnax gzg-]'u% 'LLJ - 2 Z:7,L'Inax<'i<7lrnax gZMl Z7’L'max<j<injax gj/’L] - O. For
1 < j, we can write the telescopic sum

J

gi—gi= > (9r—ge-1),

l=i+1
so that
Y e T (S leea) s
77f'max<7;<imax 7imax<i<j<7;max €=Z+1
J
= > ( > (g 96—1)2> (G — D,
7imax<i<j<7;max €=Z+1

where we used the discrete flat Cauchy—Schwarz inequality. Let us now introduce G the
discrete anti-derivative of (g, — g¢_1)?, given by
. j
Gi=— > (g—ge1)forj<—1,  Gj=) (g —ge1)*forj >0,
r=j+1 (=0
we get (exactly as after (26])) that
Wty gur =Tt Y Gap ="t Y Geip,
7imax<’i<imax 77f'max<i<’imax *imax<i<imaXyi7éO

. -1

where we used the fact that >, ., ],u?” =0and >, i, ,ug” = @ . The
last step is to perform a discrete integration by part using deeply the functional equation
satisfied by u® and taking here the boundary terms. We write using that functional

property of pu®,

E lef” = Z Gzlufu + Z GZ’L/L;SU

—Imax+1<i<imax—1, i#0 1<i<imax—1 —imax+1<i<—1
& &
_ Z G Mz 1 Z G'/‘i+1_:ui
a 502 ol
1<i<imax—1 —fmax+1<i<—1

+ g

B G —Git1 5, G 5 G-l s
- Z 602 M &}2 - &}2 /'Limax*1

1<i<imax—2

Gi-1—Gi 5 Go1 5 Goinatl &
- Z &)2 MZ &)2 ’LLO + &}2 'LLimax_l'
*imax+2§i§71

Now, using the definition of G and in particular the fact that

G1—G_1= (91— 90)° + (90 — 9-1)°,
we obtain as in but with the additional boundary terms
(79)

Gi— G_;
. — 2 max 1 max+1
Z Gz‘va =& HDngEQ(u“&;) o < 1&2 - (;}2 ) /‘gfnax—l'

*’imax‘i’lgigimaxflr 7‘7£O
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Now we have by definition of the anti-derivative G,

Gipe-1 Gt ) & C Gi-1 =Gt &
&)2 - &}2 Gmax—1 61)2 tmax—1
2| &
= Y (g-g)? | ul, >0
l:_imax+2

since this term is non-negative we get from ([79))
- v -1 2
> Giipi” < 00~ [[Dogllizusey) -
—imax+1<i<imax—1, i#0

The proof is complete. ]

Before stating the main result of this subsection, we estimate the norm of the operator
D} 4 of from (2(pfdv) to £2(u®v).

Lemma 4.8. — Let & be defined in . We have for all g € £?(utdv),

2 4(1 + Svma)
Y f max 2
(80) H( D +v')g P s) STz 91122 () -

Proof. — The operator (—D} + v) is bounded from £2(pfov) to £2(u®dv) since it is a linear
mapping between finite dimensional normed spaces. Note that it is equivalent to estimate
the norm of its adjoint D,, : £2(u®dv) — £?(ufév). For this, we consider 1 < j < ipay and
recall that ug- = ,u?”_l =1+ vj&))u?“ from definitions and , where v; = jdv by
definition . By symmetry, we infer that
(81) VieTh  0<ut < (14 dlohed < (1 + dovma)n.
On the other hand, for j € {1, ,imax},
2
2 2 2

(0ug)i? < =5 (lgsf* + o)
Similar estimates hold for —ipa < 7 < —1 with j —1 replaced by j+ 1 in the last inequality.
Using these results we get for g € £2(u® &) that

imax -1

_ 2 2
o IDugllpgesy = Do |(Duglil®
i:_imax“!‘lv 2750
4 imax_l
? Z |gi‘2 (1 + &Umax)ﬂgu7

i=—lmax+1

IN

which implies

4(1 + Vvmax
(82) 1Dugl1Z2 sy < (502) 19117 000 -

Therefore, by adjunction, we have . O

We give below the result about the exponential trend to the equilibrium in the £2(u®dv)
and h!(u®d) norms of the solution (f™),ey of the explicit Euler scheme (73). As in the
continuous and unbounded cases we look at the following two entropies

def def
(83) F@) gl osys G0 L 9N vy + 1Dt
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defined for g € RZ. The second entropy is called the Fisher information. The result is the
following.
Theorem 4.9. — Let v > 0 be defined by and set

def 4(1 + &Uvmax)
QCFL = — -5 -

&]2
Suppose that & > 0 is such that the following CLF condition holds
(84) dacrr, < 1,

and set k =1 — dtacpr. For all fO € £2(u® &) such that (f°) =0, we denote by (f")nen
the solution of in (L2 (u®&))N with initial data f°. We have for all n € N,

FOfm) < (1 —260)"F°(£9),

and

G°(f") < (1 —w&)"G°(f°).

Proof. — The scheme is well-defined and one has for all n € N, (f™) = 0 by induction.
We look at the explicit scheme for some n € N

(85) fr = " — &(=Df + v")Dy 7,
and we prove below the following estimate

n 2 n n n
(86) 5" aquony < 1™ Mgy = 28 IDw S (it + 287 || (=D% + 0$)Duf
For this, we first take the scalar product of with f"*t1. We get successively

n+1(2

177 e o
_ <fn7fn+1> . &<(_Dzﬁ; +Uﬂ)DUfn,fn+1>
= <fn7 fn+1> — <van7 van+1>g2(#u§v)
1 n2 1 n 2 n|2 n n n
5 ”f He?(,ﬁv&;) + 5 Hf +1H€2(#&v6v) —a Hva H@(Mﬁ&)) - &<va aDv (f +_ f )>e2(uu5v)
1

=5 I.f ||§2(,u&“5v) t3 | f HHP(”&U&U) — & ||Dy f ||§2(Mu&)) + & <va ,Dy(—D% + 0v*)D, f >

2

2 (pév)

£2 (% &)

<

2(pdév)
1 n||2 1 n 2 n||2 n

< S 1 sy + 5 1 gy — &IPS Ieqisy + & || (~D% +v)D. f

where we used again to obtain the terms in &2, and we also used . Multiplying

the preceding inequality by 2 gives then . Using Lemma with g = D, f™ in the last
term of , we obtain

(87)
n 2 n n 4(1 + vmax n
I/ +1Hz2(“6v51,) <17 sy — 26 1D f™ 172 0 +25t2—( 52 ) 1Dw ™ 172 a0 -

Using the CFL condition and the definition of k given in the statement of the theorem,
we infer

2 2 2
(88) Hf"HHgQ(uau&,) < " ey — 205 (Do f* [l sy -
Using the discrete Poincaré inequality of Proposition this implies

n 2 n n n
11 iy < 1" gy — 2005 [ oy = (1 — 2608) £,

2
2(pda)
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so that by induction
1™ oy = F (") < (1= 268)" FO(£°).
This proves the result for the first entropy F°.

For the second entropy G°, we fix n € N and we need to get an estimate on H D, fmt
Therefore, we apply the operator D, to , which yields

D, "t =D, f" — &D,(—D! + v*)D, f".

Following exactly the same method as in the proof of with D, f instead of f and
operator DU(—Dzﬁ, + o) instead of (—D?J +v%)D,, we get

1112
HEQ(HIJ&J)'

"van+1“j2(#ngv) < ”vanH??(uﬁ&)) — 20 H(_Dqﬁj + Uﬁ)van

2
£ (pév)

2
+ 282 HDU(—DE) +0f)Dy 7

C(ptd)
Using the explicit bound of D, given in (at the end of the proof of Lemma [4.8)), we
have
2
100 oy < 1D ity — 26 | (~DF + v9)Du s

4(1 + Wvmax)
2 max

2

02 (% o)

‘(7D§; + Uﬁ)van

2
()’
so that under the CFL condition , we get

100 [ iy < NP Iy — 2805 |(~D% + v¥)D, f

Cuw)
In particular, we have

n 2 n
(89) Hva +1Hg2(umv) <Dy f H?xm&;)-
Using and the discrete Poincaré inequality of Proposition we obtain
n 2 n n
17 sy < IF 172 o030 — 26 (1D f™ 172 550
<M iy — O D0 S ™ 12 i) — 05 1Du S ™ 12 )
< anH?Q(u&”?}v) — 0k Hva"”%(un&u) — 0k anH§2(u5”&1) :
Adding this inequality and yields
6 pn+1 n+1(|2 n+1(|2
GOt = Hf i He2(u&v&u) + Hva i Hﬁ(u%)
<™ sy + 1D f ™ 12ty = 8 1™ 12 vy — 5 11D f ™ 172 sy
< (1-ar)G°(f"),
so that by induction
GO(f") < (L= kdt)"G°(f7).
The proof is complete. O

4.3. Numerical results. — This subsection is devoted to the numerical results obtained
through the explicit discretization of .
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(A) Evolution of f in the homogeneous case at
three times, the velocity range is (—20, 20), the
discretization steps are dv = 0.4 and & = 0.01.

(B) Normalized linearized entropy F° and Fisher
information G° in logscale
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(¢) Evolution of the Linearized Entropy F?, ie the square of the ¢2(u®é)-norm of f (left) and of

the Fisher information G° defined in (right). In each plot, the left-hand scale (plain line) is the

linear scale and the right-hand scale (dashed line) is the ”-log/t” scale that shows the numerical
rate of convergence in long time.

FIGURE 1. Step function as the initial datum in the homogeneous case

The quantities of interest here are F° and G?, defined in . According to Theorem
[4.9] they are expected to decrease geometrically fast. The tests that are presented here
aim at illustrating this fact in two cases:

— the initial datum is a step function (see Figure (A)) The logarithms of the entropy
F9 and of the Fisher information G° decrease linearly fast (see Figure (B)), with a
rate that is close to 2, as can be seen in Figures (C) The exponential decrease is

consistent with Theorem [£.9] and the rate being close to 2 is consistent with Theorem
for F9, and shows the bound to be optimal, and better than expected for G°.
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rate of convergence in long time.

FIGURE 2. Random function as the initial datum in the homogeneous case

— the initial datum is a random function (see Figure [2}(A)) The logarithms of the
entropy F° and of the Fisher information G° decrease linearly fast (see Figure (B)),
with a rate that is close to 2, as can be seen in Figures (C) Again, the exponential
decrease is consistent with Theorem and the rate being going to 2 is consistent

with Theorem for F° and G°.

Comparing the two previous test cases, we get a hint that there is a very fast regularizing
effect in short time, as noted in [22]. The second initial datum is way less smooth that the
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first one and the range of the decrease rate is a lot larger in the second case. A perspective
of our work would be to investigate the change of slope in Figure (B)

5. The inhomogeneous equation on bounded velocity domains

This section is devoted to the analysis of the inhomogeneous Fokker-Planck equation on
bounded velocity domains, in the fully discretized setting, meaning discretized in velocity,
in space and in time. The main result is the exponential convergence to equilibrium of
numerical solutions stated in Theorem [5.11} We first recall briefly in Section [5.1] the
statements for the continuous equation set on a bounded velocity domain. Next, we study
in Section a full discretization by an explicit Euler scheme in time, by an extension of
the operators D, and Dg, introduced in Section {4|in velocity to this inhomogeneous case,
and a space discretization operator D, similar to the one introduced in the unbounded
velocity inhomogeneous case in Section In this context, we prove our main result :
Theorem We conclude with numerical simulations carried out using this numerical
scheme.

5.1. The fully continuous analysis. — In order to prepare the fully discrete inhomo-
geneous case in the next subsection, we briefly show how to extend the results of Section
for the inhomogeneous equation on an unbounded velocity domain to the case of a
bounded velocity domain.

In this bounded-velocity setting, we stick to the notations introduced in Section [4.1] for
the homogeneous case. In particular the velocity domain is I = (—vmax, Umax) for some
Umax > 0. We propose a suitable functional framework for the following inhomogeneous
Fokker—Planck equation with unknown F'(t,z,v) where (t,z,v) € RT x T x I

(90) O4F 4 v0,F — 0,(0y, +v)F =0,  Fly—o = F°, ((By +v)F) (-, -, £0max) = 0.

The initial datum F? is a non-negative function of L*(Tx I, dzdv) with [}, ; FO(z,v)dzdv =
1. The Maxwellian function

e—U2/2

p(,v) = YN
/ew 2qw
I

is a continuous equilibrium of (90), normalized in L'(T x I,dzdv). As we did for the
unbounded velocity domain case in Section [3.1, we pose F' = u + uf, and the rescaled
density f solves

(91)  Ouf +v0pf + (—0y +v)0yf =0, fli=o = f°, Do f (-, -, £Umax) = 0.

We introduce the corresponding functional space L?(T x I, udvdzx) and its subspace
HYT x I, pdvdz) et {9 € L*(T x I, pdvdz), 8yg € L*(T x I, pdvdz)} .

For g € L'(T x I, pdzdv), we denote its (z,v)-mean by (g) = [1. ; 9(v)udvdz. From now
on, the norms and scalar products without subscript are taken in L?(T x I, udvdz). In
these spaces, we have again a Poincaré inequality (see Lemma below). The proof of
that inequality follows exactly the lines of the one for the continuous, inhomogeneous,
unbounded-velocity case presented in Lemma (but using the homogeneous Poincaré
inequality on bounded velocity domain of Lemma [£.1] as a tool, instead of the homogeneous
Poincaré inequality on unbounded velocity domain (Lemma [2.1))):
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Lemma 5.1 (Inhomogeneous Poincaré inequality on bounded velocity domains)
For all g € HY(T x R, udvdz), we have

lg = () I* < 10gl* + [18zg1*

In order to state the main result concerning the convergence to the equilibrium for the
solutions of Equation in Theorem [5.3] we introduce a little more functional framework.
We consider the operator P = vd,, + (=0, + v)9, with domain

D(P) = {g € L*(T x I, pdvdz), (v0y + (—0y + v)9y)g € L*(T x I, pudvdz), 9yg(-, £tmax) =0},

which corresponds to the evolution operator in with Neumann conditions in velocity.
Note that constant functions are in D(P). Equation reads then 0;f + Pf = 0 with
initial condition f(0,-,-) = fY.

The non-negativity of the operator P is straightforward since vd, is skew-adjoint
in L%(T x I, udvdz). The maximal accretivity of this operator in L?(T x I, udvdzx) or
HY(T x I, udvdz) is not so easy and we refer for example to [I1]. As in the unbounded
velocity case, using the Hille-Yosida Theorem, this implies that for an initial datum f° €
L*(T x I, pdvdz) (resp. H*(T x I, udvdz)) there exists a unique solution in CO(R™, L?(T x I, udvdx))
(resp. CO(R*, HY(T x I, pdvdz)). Moreover, for if fO € D(P) (resp. Dy (v pdvdz)(P));
there exists a unique solution in C*(R*, L?(T x I, pdvdz)) (resp. C1(R*, HY(T x I, udvdx)).

As a norm in H'(T x R, udvdz) we choose the standard, the square of which is defined
for g € HY(T x I, pdvdz) by

2 2 2 2
191z (1 1 pudvdzy = 9117 + [0ugll” + [102g]1” -

As in the unbounded velocity case for Section [3, we shall define a modified entropy
adapted to the H(T x I, udvdz) framework. For C > D > E > 1 to be precised later, it
is defined for g € H(T x I, pdvdz) by

H(g) = Cllgl* + D [|0ugll* + E (009, 0:9) + | 9ugl|*

Following exactly the proof of Lemma [3.1| we again check that

Lemma 5.2. — If E* < D then for all g € H (T x I, pdvdz),

1 2 2
3 N9l (1 pdvaz)y < H(9) < 2C 9l (111 pdvda) -

The main result is then the following theorem, the proof of which is exactly the same as
that of Theorem B.3]

Theorem 5.3. — Assume that C > D > E > 1 satisfy E*> < D and (2D + E)? < 2C. Let
[0 e HY(T x I, pdvdz) such that {f°) = 0 and let f be the solution in CO(R, H(T x I, pdvdz))
of Equation . Then for allt > 0,

H(F() < H(f)e ™.

with 2k = &.

The following corollary is also similar to the one proposed after the proof of Theorem

B3l

Corollary 5.4. — Let C > D > E > 1 be chosen as in Theorem [3.3, and pose k =
E/(16C). Let f* € HY(T x I, udvdz) and let f be the solution in CO(R*, HY(T x I, pdvdz))
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of Equation . Then for all t > 0, we have
Hf(t) o <f0>HH1(T><I,,udvdz) = 2\/56_‘% Hfo o <fO>HH1(']T><I,,udvdz) ’

5.2. The full discretization and proof of Theorem — As we did in the un-
bounded case, we want to discretize the velocity domain I = (—vmax, Umax) and the equation
and boundary conditions of .

Concerning the discretization of the velocity variable, we use the very same definitions
introduced in Subsection in the homogeneous setting for imax, o, the sets 7 and Z¥,
the operators D,, Dg,, v and v¥, the discretized Maxwellians ¢® and pf (see e.g. Definition
. For these operators, the space index j plays the role of a parameter.

Concerning the discretization of the space periodic domain T, we pick from Section [3.3
the definitions and notations. We denote dr > 0 the (uniform) step of discretization of the
torus T into N intervals, and denote J = Z/NZ the finite set of indices of the discretization
in z € T. In what follows, the index ¢ € Z will always refer to the velocity variable and
the index j € J to the space variable. In particular, for a sequence f = (f; j)icz jes the
derivative-in-space D, f is then defined by the following centered scheme

VieTjed,  (Duf)y= ittt
Our goal is to introduce a discrete functional framework that allows to conclude to
qualitatively correct asymptotic behaviour for the numerical schemes in Theorem by
mimicking the proofs of the results recalled in Section [5.1]for the continuous inhomogeneous
equation on bounded velocity domain. Before introducing the time-discretization, we equip
RI*T with the ¢1(J x T, u®évdxr) norm and we introduce adapted Hilbertian norms.

Definition 5.5. — We denote by (>(u®dvér) the space R7*T made of finite sequences g
and set
19122 ooy = B0 > (g0)2
VISVESA
This defines a squared Hilbertian norm, and the related scalar product will be denoted by
(-,-). For g € (2(u®dvéx), we also define the mean

def
(9) S oot Y gapd =(g.1),

VISVRISIA
of g (with respect to this weighted scalar product in both velocity and space). We define the
space P2 (putovdx) to be RI*T* endowed with the Hilbertian norm defined for h € RI<T* by
its square

def

1l ey = G0l 7 ()4
JET GETF

The related scalar product will be denoted by (-, ->ﬁ. Eventually we define h'(u®dvér) to be
the space £2(p®ovdr) = RI*T with the Hilbertian norm defined by its square for g € RT*J

as
2 def 2 2 2
1912 (280 g0 = 191172 (uovsuary + 1Pvdlli2 it sose) + D2l (v soe) -

We define the operator P? involved in the discretized rescaled Fokker—Planck equation
by
P’ = X{§ + (D! +4%)D,
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with X3 = vD, : £2(u¥vdr) — 2 (u*dvdr) defined by for i € T by
(X39)ji = (vD2g)ij when i #0,  (X{g)j0 =0
The discretized version of the rescaled equation is therefore the linear ODE set in
RI*L that reads
(92) hf+Pf=0.

We now summarize the structural properties of (92 and of the operator P° in the following
Proposition. From now on and for the rest of this subsection, we work in 2(u®fvdr)
and denote (when no ambiguity happens) the corresponding norm ||-|| without subscript.
Similarly ||-, stands for the norm in (ufdvar).

Proposition 5.6. — We have

1. The operator (—DE} + 0D, is self-adjoint and the operator Xg is skew-adjoint in
C(u®dvdx). Moreover, for all g € >(u®dvér), h € £2(u*ovdr), we have

(93) (=D} +e¥)h, g) = (b, Dug),
(94) (P’9.9) = (D% +v))D.g.9) = IDugll;
2. Constant functions are the only equilibrium states of equation (92)) and we have the
conservation of mass property : for allt >0, = <f0>

We pick from Section the definitions of the operators S, S* and S” as well as the
results and embeddings given in Lemmas and with the velocity set of index Z
or Z* there replaced here by Z or I respectively. Note that the spaces £2(u®vdr) and
(?(utévdr) here are exactly adapted to the inherent shift defining S, S* and S°. Moreover,
it is clear that the commutations lemmas [3.19] [3.20] and [3.21] remain true thanks to our
choice of indices Z, Z# and the functional associated spaces of the current section.

We pick from the same section [3.3|the definition of the following modified entropy defined
for g € h'(u®dvdr) by

(95) #(9) = Cllg|* + D [IDugl; + E (Dug, SD2g); + ID2g*,

for well chosen C > D > E > 1 to be defined later. Lemma remains true in the
bounded-velocity discretized context this section and we have again with the same proof

as there.

Lemma 5.7. — If 2E% < D then for all g € h'(u®&vé),

1
(96) 3 19l (v soay < HO(9) < 2C gl o) -

Provided that 2E? < D, the modified entropy H° defines a Hilbertian norm on R7*Z,
associated with the following polar form

. . . E - . .
#°(9,9) = C(9,9) + D (Dug, Dug), + 5 <<SD$97 Dug); + (Dug, SDx9>u> + (D29, Dz3) ,

defined for ¢, g € R7*Z. The Cauchnychwarszoung inequality holds true

1
(97) #(9.0)| < \/Ho(0)\[HI@) < SH(g) + (@),
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for all g,g. Moreover, the Poincaré inequality in space holds true as well. First, in the
form of in the discretized space variable, and then, following exactly the lines of the
proof of Lemma [3.17] in the form of the following Lemma.

Lemma 5.8 (Fully discrete inhomogeneous Poincaré inequality for bounded
velocity domains)
For all g € h'(u®dvdr), we have

lg = (D72 uoviose) < 1Pl Z(ussoae) + 1Dl (oo sy -

The discretization in time of the rescaled inhomogeneous discretized Fokker—Planck
equation that we consider is given by the following explicit scheme

Definition 5.9. — We shall say that a sequence f = (f™)nen € (C2(u¥ovd))N satisfies
the scaled fully discrete explicit inhomogeneous Fokker-Planck equation if for some & > 0
and alln € N,

(98) frt = fm = & (D f™ + (=Df + vF)Dy f1).

As in all the previous cases, we can check that constant sequences are the only equilibrium
states of this equation, and that the mass conservation property is satisfied: for all n € N,
(f*) = (f)-

Before getting to the main result of this section in Theorem we state the following
Lemma, which provides us with explicit bounds on the norms of the linear continuous
operators in the discrete equation .

Lemma 5.10. — Let us define
1 4+ vmax v2

1+§l1));)max’ 52:4 &62 , 02:4 &n;;x’

(99) a? =4
and set
BerL = max{l,aQ,b2,C2} .
Then we have for all g € (2(u¥ovdx) and h € £2(pfdvér)
[Duglly < allgll,  [1SDzglly <bllgll.  [[Dagll < bllgll

(100)
| 3o <clan.|[xgn, <clm,.

Proof. — Let us first prove now (100). We first note that the inequality is already proven
in . The proof of the second one follows exactly the same proof. For the third one, we
directly have by triangular inequality that

9
D2yl < o gl < bllgll-

For the inequalities involving Xg , we just note that operator multiplication by v is bounded
with bound vy« and use the bound for D, above, which yields directly the result.
O

We can now state the main Theorem of this subsection concerning the exponential trend
to equilibrium of solutions of Equation .
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Theorem 5.11. — Assume C > D > E > 1 and dvy € (0,1) are chosen as in Theorem
and set

1+ dvv 1+ dvv v2..
5CFL—maX{1,4 &)2”“‘”‘,4 &Zmax,zlggg}.

For all v € (0,0), & > 0, fO € h*(u®dvér) such that <f0> =0, and & > 0 satisfying the
CFL condition
(101) 4(C 44D + 9E + 2)&BerL(1 + v2,,) < 1,
the solution (f™)nen of the discretized inhomogeneous Fokker—Planck equation m
(h! (u®ovér))N with initial data fO satisfies

YneN,  H(f") < (1—2:8)"H (),
where k > 0 is such that 4Ck = 1 — 4(C +4D + 9E + 2)(1 + v2 . )*BcrL.

of Theorem [5.11, — Fix dv € (0,dv9), &z > 0 and & > 0 as in the hypotheses. Let
f° € h'(u®dvér) with zero mean. Denote by (f™)nen the sequence in R7*7Z provided by
the explicit Euler scheme for which we recall that n € N, (f™) =0. We fix n € N and
as in the proof of Theorem [3.24] we compute the four terms appearing in the definition
of HO(f™*1) before estimating their sum. For this, we extensively use the computations
done there and in the proof of Theorem [£.9] Our method is the following : bound every
term in H°(f™*1) by a sum of three terms of order 0, 1 and 2 in &. Then, sum up the
inequalities after multiplication by C, D, E, and 1. Recognize D’(f™) in the sum of terms
of order 1, then transform the sum of the terms of order 2 into a of order 1 using the
CFL condition that can be integrated in the preceding term of order 1 thanks to a
version of adapted to this bounded velocity context. Eventually, conclude using the
Cauchy—Schwarz—Young inequality .

First, we compute the squared £2(u®dvéx)-norm of f"+! using relation twice. This
yields

(s
_ <fn’fn+1> iy <P6fn7fn+1>
= (Y —a <P5f", f”> + &2 <P5f",P5f">
(102) = (") = & Do + &R,
using for the term in & and defining
RiGm =P

for the term in &2.
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For the second term in the definition of the discrete entropy #°, we compute the squared
0%(utdvdr)-norm of D, f*+! using relation twice. This yields

Do

= (Duf".Du "), = 8 (DyoD, [, D f ), = & (Du(~D} +eh)Du ", Duf" ).
= <vana van+1>ﬁ —d <SDJ:fna van+1>ﬁ —dt <UDvDa:fn7 van+1>ﬁ

— & (=D + F)Duf", (~Di + v¥)D, ")

= (Duf",Duf"), = 8 (SDL", Duf"), + 6 (SD.f" DuP’[" ),

(103)
~ & (uDaDy ", Do)y +87 (vDuDL " DuP ),

=0
— 8 (=D} + oD, 7, (<D + D, ")

+ &2 (=D + v¥)D, /", (~D} + v¥)D, P ")

= (Duf", Duf™ ), — & <<5Dxf”, Duf"); + |[(=D% +v#)D. "

2
) + &R (™),
where we have set
o[ _ n o rn n 9 rn
RY(I™) = (SDuf".DuP’[") + (vDuD.f" DuP’S" ),
+ (=D} +H)Dy f", (=D + vF)D, P ")

For the third term in H%(f"!), we take advantage of the computations carried out in
Section [3| for the unbounded in velocity, inhomogeneous, semi-discretized and implicit case.
In particular, we have as in the following relation (with f™ here instead of f"*! there
in the right-hand side), by using the definition of the explicit Euler scheme twice

2(SD, ", DS, =
(SD2f™, Do f"), + (SDo ", Duf™),
—& <<SD$vaf", Dy f™*1), + (SDof", DUszf”>ﬁ)

—d& <<SD$(—D§] + 09Dy 7, va»’"+1>jj + <SD,,,f"+1, D, (—D? + ’Uﬁ)va">> .
Using again Equation to replace f**1 in the terms in & above, we get
2(SD, f"*1, D, f"th) .=
(SDof", Duf" ), + (SDL "1, Dy "),
o1y~ ®((SDaDLf",Duf™), + (SDL ", Dy, "), )
.y <<SDI(—D§) + 09D, 7, va”>tt + (8D, 7, Dy(~D} + vﬁ)va”>ﬁ>

+ &R (f"),
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where R3(f") is given by
RY(I") = (SDXE7", Du(X + (D +9)Du))S"),
+ (SD#(X] + (=D + v))D,)) ™, DvX3f”>ti
+ (SD2 (=D} +0H)Du ", Du(X] + (D + D)) S,

+ (SD2(X + (~D} +v")Du))f", Dy~ + 09D ")
The two terms in & in (104]) can be computed just as terms (I) and (/]) in the proof of
Theorem (with f there replaced by f™ here ) and we obtain

2 <SDJ:fn+17 van+1>ﬂ =

(SD2f™, Do "), + (SDof" . Do f"),
(105) — & (IISDxf”H§ — b0 ("D, ", DuDf") ﬁ)
+ 28 <(—Dg +0)Dy f", SﬁDxva”>

— & ((SDJ”, Duf™), + (oD f", va">u> FERI(SM),

where we used adapted versions of Lemmas and

Since D, commutes with itself and with (—Dzﬁ, + v¥)D,, the sequence (Dyf™)nen also
solves the recursion relation . Adapting our the computation that led to above,
we infer that the last term in H°(f"+!) satisfies

D21
(106) < (Daf™, Dy ") — & [|DuD f71F + PRI (D f™).

Summing up the four identities (102)), (103)), (105) and (106, multiplied respectively by
C, D, E/2 and 1, we infer that

fHé(fnJrl) — W&(fn’fn+1)

P [C IDuf" I + D (SD, 7. Dy "), + D (~D + 0)D,

> F

(107) —gév <S”Dxf”, D;,;va”>ﬁ -FE <(—D§, +v)Dy ", SﬁDxva”>

E E
+5 (SDaf™, Duf™)y + 5 (oDaf™, Duf™), + HD;CDUang]

+a2 (ORI + DRI + 5 RIS + RADL™ )

We recognize here in square brackets in the same term as the one defining D°( f)
in with f™ here instead of f there, and in our bounded velocity context. It remains to
show how to handle the terms in &2 in using the CFL condition . To do so, we
set for all g € £2(u®dvr)

2 2
"+ IDDagl

M(9) = 19l o ey + || (=05 +v¥)Dug
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Note that, in view of relation adapted to our bounded velocity setting and of the
Poincaré inequality of Lemma [5.8] we have for all g with zero mean

(108) M(g) < 2D°(g).

For the rest of the proof, we use the constants a, b and ¢ defined in in Lemma ([5.10]).

For the term in (102)), we have

2

R3] < 2| x5+ || -0 + ohDu s

)
)
< 28ces (171 + | (=05 + 07"

)
< 2BcrLM(f"),
since Scpy is greater than 1. For the term in & in (103)), we have first

‘<5Dxf", DUP5f”>ﬁ‘
2
)

b2
< S a? (JaDafIP + (0% + oD,

<2 (@1F + -0+ s
(109)

1 n n
< 5 (HSDxf I3 +||DP?s

)
(a2 +57)(1 +v2,,) (IIf”H2 D" + [ (-0 )P "H2>

< 2BcrL(l + vl ) M(f™).

Second, we have

(vDuDaf™, D, P ") ﬁ’

IN

1 2
< 5 (BucloDaE + 0+ (-0E + ) )
Ur2nax n||2 2 n||2 i f n 2
< “ID,D, /7 + a? ( 0D f" | + |[(=Df + v¥)D. f
2 2 n|2 n|2 i f n 2
< (1 +a”) (L4 viax) | [DoDaf" [y + ID2f™[I” + || (=D + v*)Do f
< Q/BCFL(1+U12naX)M(fn)'
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Third, we have
[((=D% + v¥)Du ", (=D + v¥)D, PO ")

| (=08 +vhDus

IN

(=0 + 1D x3 7| + (0% + )Du(~0% + 8D,

(ir )
)

)

IN

a? H(—Dg) +0F)D, f"

2
a ('Umax

21+ a®)(1 + vpa) M ()
ABerL(1 + vpa) M (7).

In the end, we get

(110) [R3(™)

+[|(=D% + Do

IN

(=D% + 0¥)Dy /" 1D £ + || (~D% + v)D, "

IA A

< 8/BCFL<1 + v?nax)M(fn)'

Let us get now to the third remainder term R3(f™). One has first

(5D X3, Dy(X{ + (-5 + v)Dv))f">u‘

9

= ‘<X§SDxf” + 0D, S"Dy f7, X{Dy f™ + SDuf™ + Dy (=D + v)D,,)f">jj

where we used that [DU,XS] = SD, for the second term in the scalar product and
SDng = XgSDx + D, S"D,, for the first one. Noting that the operator norm of S is
equal to the one of S” we therefore get that

(SDLX37,0,(X3 + (-} + D))

n> (HXgD”fn

(15D s™ ;4 b11SD2 ") (elIDus ™l + 1502, + a || (=D + vF)D, /"

)

IN

D,S’D, f" Dy (—Df + v*)D, f"

)

<HX§SDxf" ﬁ+(5u‘

)

1S f + |

IN

< (e 0)(e+ 1+0) (10,17 + 15D + (-0 + 9D

< 12BcrLM(f™).

Similarly, we get

(D433 + (-4 + 01D, DX

- ‘<X85Dxf” + 00D S’ Dy f™ + SDy(—DE + v)Dy f7, XD, f™ + SDxf”>

ﬁ) <HXgvan

) (clousl, + 150171,

)

IA

<HX35Dxf”

T HSbeDxf"

Tt HSDm(—DB,w)va”

S+ usoxf”uﬁ)

< <c||Ssz"|ﬁ+b60||SDxf”Hﬁ+bH(—D§,+v)va”

IA

(e 2)(c-+ 1) (IDuf" 1 + 15D + (D% + o)D"
< 12BcrLM(f").

A
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The same type of estimates also yields

<5Dz(—D§, +0)Dy ", Dy(X§ + (—Df + v)Dv))fn>ﬁ’

)

< b(2b+a) <||va"!\§ + ISD2 S + [ (D5 + v)Du "
fTL

< 6BcrLM(f"),

and

[(SDu(XS + (~Df +)Dy)) /", Du(=D} +0)Dy /)|

< b0 (IDuF" + 15D + | (D5 + 01D

< 6BcrLM(f").
Adding the last four inequalities yields by triangle inequality
(111) RE(f™) < 36B0rL M(f™).

For the last remainder term, one may write

)

2

R < 2| X3 +]| (-3 +5)DuDL s

2 (e ID,f" 1 + a? D, ")
260wt (ID=f" I + ID./"1)

< 4ABcrLM(f"),

From (109), (T10), (T11) and (112), we infer that the term in &2 in (107)) can be bounded
as follows:

)

IN

IN

CRI™) + DR + 5 RS + RA(D:S")

< Bern(l + vhay) (2C + 8D + 18E + 4) M(f™).
In view of (108]), since f™ has zero mean, we infer that

CR(™) + DRYS™) + 5 RIS + RO ")

< ABcrL(l + viay) (C+4D + 9E +2) D(f™).
Using the inequality above, we rewrite (107)) in the form
HO(F) <@ (f7 7Y — & (1 — 84(C + 4D + 9E + 2)BorL(l + vi.)) DO (™).

Using the CFL condition (101)) and the definition of x in the statement of Theorem
we obtain from and the last inequality that

Hé(fn-i-l) < 806(fn,fn+1) . 40%&'])5(]"”).

Using a version of Lemma [3.22] adapted to our finite velocity context, we get that for C,
D, E and &y € (0,1) chosen as in (52)-(54), we have 4CD?(f™) > H(f") so that

HO(fHY) < QP (f7, Y — wEHO(F7).
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Using the fact Cauchy-Schwarz—Young inequality for ¢, we infer that for all n € N,
) < SHI(F) 4+ SHO(F) — B0 (1),
which yields for all n € N,
HO(F™) < (1= 260 H ("),
which implies by induction that for all n € N,
HO(F") < (1 —20)"HO(f°).
This concludes the proof of Theorem [5.11 O

As noted for the homogeneous equation in bounded velocity domain at the beginning of
Section 4}, the functional spaces £2(u®dvér), £2(ufovdx) and h'(u®dvér) associated to the
discretization in space and velocity of the inhomogeneous equation are finite dimensional
in this bounded velocity setting. Hence, linear operators are continuous. The next Lemma
provides us with estimates on the norms of the linear differential operators at hand, that
will be helpful to establish the result (Theorem on the long time behaviour of the
solutions of the explicit Euler scheme under CFL condition.

5.3. Numerical results. — We now turn to the implementation of the forward Euler
discretization of the inhomogeneous equation on a bounded domain in v and a periodic
domain in x.

In reference to the homogeneous case, we define the Fisher information as

def 2 2 2
G°(9) = llgll” + [IDugll* + |Dzg]|

that we know thanks to to be equivalent to #° and we recall that

5 2
F2(g) = llgllI”-
According to Theorem they are expected to decrease geometrically fast. The tests that
are presented here aim at illustrating this fact in two cases:

— the initial datum is a random function in (x,v), with a Gaussian envelope in v (see
Figure (A)) The logarithms of the entropy F° and of the Fisher information G°
decrease linearly fast (see Figure [3}(B)), with a rate that goes to 2, as can be seen
in Figures [3}(C). The exponential decrease is consistent with Theorem and the
rates are consistent with Theorem [5.3] and Corollary

— the initial datum is a radial function in (x,v) (see Figure [4}(A)). The logarithms of
the entropy F° and of the Fisher information G° decrease linearly fast (see Figure
[ML(B)), with a rate that is larger than 3, as can be seen in Figures [4/(C). The Fisher
information also seems to decrease in a faster way than the entropy in short time.

Again, comparing the two previous test cases, we get a hint that there is a very fast
regularizing effect in short time, as noted in [22]. The second initial datum is a kind of 1d
test case because of its radial nature. A perspective of our work would be to investigate
the change of slope at ¢ = 1 in Figure (B) Also, the rate seen on the right-hand side of
Figures (C) is concave, whereas its behavior as shown to be convex in all three other
tests. We believe it is also something worth investigating.



66

GUILLAUME DUJARDIN, FREDERIC HERAU & PAULINE LAFITTE

0 ‘ :
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(A) Initial datum f° in the inhomo-

geneous case, the velocity range is
(—20,20), the space range is (0,1)
the discretization steps are & = 0.4,
dr = 0.01 and & = 0.0005.

(B) Normalized linearized entropy F?°
(plain) and Fisher information G (dot-
ted) in logscale
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(¢) Evolution of the Linearized Entropy F?, ie the square of the ¢(u®&)-norm of f (left) and of
the Fisher information G° defined in (right). In each plot, the left-hand scale (plain line) is the

rate of convergence in long time.

linear scale and the right-hand scale (dashed line) is the ”-log/t” scale that shows the numerical

datum

FIGURE 3. Numerical simulations of Scheme with a random function as initial

6. Generalizations and Remarks

In Sections [2| to [5| we proposed several schemes conserving the basic properties of kinetic

equations. Many direct generalizations are possible, and we list below some of them among
other considerations concerning the proofs and results.
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numerical rate of convergence in long time.

FIGURE 4. Numerical simulations of Scheme with a (x,v)-radial function as
initial datum

1. This is clear that the preceding results have their d-dimensional counterparts, quasi-
straightforwardly in the unbounded case or even for bounded velocity (tensorized)

domains. We did not give the corresponding statements in order not to hide the main
features of our analysis.
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. Concerning the space variable, direct generalization are also possible, since a careful

study of the proofs shows that in fact we just need the following assumptions concerning
the D, derivative:

(a) D, is (formally) skew-adjoint,

(b) D29l = ¢ o — ()] (Poincaré inequality).
Note that in particular the full discrete Poincaré inequalities presented in Propositions

32} B-I7 or [3:I7] remain true.

. We did not show in details the maximal accretivity of the associated operators in

the inhomogeneous discrete case (Subsections and . We just mention that
the proof of the continuous case given e.g. in [14, Proposition 5.5] can be easily
adapted, without even the use of hypoellipticity results since we are in a discrete
setting. A direct consequence of the maximal accretivity of operator P with domain
D(P) C H in a is that this operator leads to a natural semi-group correctly defining
the solution F'(t) of ;F + PF = 0 for initial data even in H. This procedure is
employed many times in this article with H = L%*(udv), H = L*(T x R, udvdz),
H = H'(pdv), H = HY(T x R, udvdz) etc... and their discrete counterparts (both
in the unbounded or bounded velocity setting).

. In this paper, we presented a H' approach (and not an L? one, except in the

homogeneous case). Indeed this allows to work only with local operators and their
finite differences counterparts leading to low numerical cost. This could be interesting
to see how to extend the result to the L? framework. Anyway, merging the results of
[22] in short time (to be adapted to our schemes) and the results would give indeed
the full convergence to the equilibrium in L? for inhomogeneous models.

. We did not focus on the preservation of the non-negativity of the numerical solutions

by the schemes we introduced. However, this preservation is straightforward at least
in the homogeneous case, for the explicit methods (convexity arguments) as well as
for implicit methods (monotonicity arguments).

. We did not also prove in details to what extend the Neumann problems of Sections [4]

and [5| are good approximations of the the unbounded ones presented in Sections
and [3] This kind of considerations is standard in semi-classical analysis and could
be done using resolvent identity type procedures, as is done e.g. in the study of the
tunnelling effect e.g. in [6].

. As a by-product of our analysis, the discrete schemes proposed in the preceding

sections are naturally asymptotically stable: this is a direct consequence of the trend
to the equilibrium. They also clearly are consistent by construction and therefore
convergent.

As natural but not straightforward generalizations, we mention the ones below that are

the subject of coming works.

We showed in this paper several Poincaré inequalities, and perhaps the first and more

surprising one is the one given in Proposition One interesting direction is to study

the corresponding log-Sobolev inequality in this discrete context, and the consequences

on the exponential decay using standard entropy-entropy dissipation techniques (see e.g.
124]).
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In this paper we focused on the Fokker-Planck operator, and the definition of the velocity
derivatives takes deeply into account what corresponds to incoming and outgoing particles
(corresponding to indices positive or negative in ) A natural extension would be to
check how this can be extended to the Landau collision kernel case, which also involves
derivatives, in order to keep positivity and self-adjointness properties. In fact it could be
also interesting to look at the current two-direction method also for other collision kernels
such as linearized Boltzmann or BGK ones.

Appendix : Commutation identities



j -2 -1 0 1 2
g g-2 g-1 9o 91 92
vD.g = X{g v_2Dzg-2 v-1Dzg-1 0 v1D2g1 v2D2 g2
D, X2g v,lDwg,lgvu,szg,2 v,ll?sjg,1 N vll?#gl ngwgz(;leDwgl
(Dng - XgDv)g Deg-1 D290 * D290 D291
Sg g1 90 * 90 9
SDzyg Deg-1 D290 * D290 D291
SD. X3¢ v_102,9-1 0 * 0 102,01
X{SD.g v_202,9-1 v_102,90 * v192,90 0202,01
(SD2 X3 — X3SDx)g hOZ.9-1 hZ.90 * h9Z.90 hoZ. 91
(7D§) + U)Dvg 75173—2%;24-971 + v, 9718_1).‘]—2 - gfz—2hg271+go +v g go—&gq 79—1-}?5]0-"—91 _ 90—2’5121-&-92 + vy 91(;)90 _ y3—2hgzz+91 + 92;[)91
S(—DE) + U)Dvg _ 9—2*2hgz—1+go +uy % _ g—r}fgﬁgl % _ g—l*igowl _ 9072hg21+gz + v, glgugo
(—Df +v)Sg — 5= tuag — 8= +u_1go 0 — B2 +v1go — LI + v
D,(-D} + )8 e e B : e
(S(—D% 4 v)D, — D,(—D¥ +v)S)g g-1 go + H% * go — L55- g1

TABLE 1. Summary of the relations
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