
HAL Id: hal-01702449
https://hal.science/hal-01702449v2

Submitted on 11 Jun 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Hydrodynamic Limit for an Anharmonic Chain under
Boundary Tension

Stefano Marchesani, Stefano Olla

To cite this version:
Stefano Marchesani, Stefano Olla. Hydrodynamic Limit for an Anharmonic Chain under Boundary
Tension. Nonlinearity, 2018, 31 (11), pp.4979. �10.1088/1361-6544/aad675�. �hal-01702449v2�

https://hal.science/hal-01702449v2
https://hal.archives-ouvertes.fr


Hydrodynamic Limit for an Anharmonic Chain

under Boundary Tension

Stefano Marchesani
Stefano Olla

Abstract

We study the hydrodynamic limit for the isothermal dynamics of an anharmonic chain under
hyperbolic space-time scaling under varying tension. The temperature is kept constant by a contact
with a heat bath, realised via a stochastic momentum-preserving noise added to the dynamics. The
noise is designed to be large at the microscopic level, but vanishing in the macroscopic scale. Bound-
ary conditions are also considered: one end of the chain is kept fixed, while a time-varying tension is
applied to the other end. We show that the volume stretch and momentum converge (in an appropri-
ate sense) to a weak solution of a system of hyperbolic conservation laws (isothermal Euler equations
in Lagrangian coordinates) with boundary conditions. This result includes the shock regime of the
system. This is proven by adapting the theory of compensated compactness to a stochastic setting,
as developed by J. Fritz in [8] for the same model without boundary conditions. Finally, changing
the external tension allows us to define thermodynamic isothermal transformations between equi-
librium states. We use this to deduce the first and the second principle of Thermodynamics for our
model.

1 Introduction

Hydrodynamic limits concern the deduction of macroscopic conservation laws from microscopic
dynamics. Ideally the microscopic dynamics should be deterministic and Hamiltonian but most
existing results are obtained using microscopic stochastic dynamics. Often the stochastic dynamics
models the action of a heat bath thermalising a Hamiltonian dynamics.

For scalar hyperbolic conservation laws these hydrodynamic limits are well understood, even in
presence of shocks [14] and of boundary conditions [1]. Much less is known for hyperbolic systems
of conservation laws with boundary conditions, which have been understood only in the smooth
regime [6]. In presence of shock waves, in infinite volume, only the hydrodynamic limit for the
Leroux system [9] and the p-system [8] have been obtained. Since uniqueness of entropy solutions is
still an open problem for these systems, the result is intended here only in the sense that the limit
distribution of the macroscopic profiles concentrates on the set of possible weak solutions.

This article is a first attempt at understanding the hydrodynamic limit in presence of boundary
conditions and shocks in dynamics with more conservation laws. Changing boundary conditions (in
particular time dependent tension) are important in order to perform isothermal transformations
and study the corresponding first and second laws of thermodynamics.

The model is an anharmonic chain of N + 1 particles with a time-dependent external force
(tension) attached to one end of the chain (particle number N). The other end of the chain (particle
number 0) is kept fixed.
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The system is in contact with a thermal bath modelled by a stochastic dynamics chosen in such
a way that:

1. The total dynamics is ergodic,

2. The temperature of the chain is fixed to the value β−1, i.e. the equilibrium stationary proba-
bility are given by canonical Gibbs measure at this temperature.

3. The momentum and volume are locally conserved, while the energy is not.

4. The strength of the noise is scaled in such a way that it does not appear in the macroscopic
equations.

This noise is realised by a random continuous exchange of momentum and volume stretch between
nearest neighbour particles. This is the same setup considered by Fritz [8] in infinite volume in
order to obtain the p-system: {

∂tr(t, x)− ∂xp(t, x) = 0

∂tp(t, x)− ∂xτβ(r(t, x)) = 0,
(1.1)

where r(t, x) and p(t, x) are the local volume strain and momentum of the chain, while τβ(r),
smooth and strictly increasing in r, is the equilibrium tension of the chain corresponding to the
length r and temperature β−1. Here x is the Lagrangian material coordinate. For the finite system
x ∈ [0, 1]. The physical boundary conditions that we impose microscopically are

• p(t, 0) = 0, t ≥ 0: the first particle is not moving,

• τβ(r(t, 1)) = τ̄(t), where τ̄(t) is the force (tension) applied to the last particle N , eventually
changing on the macroscopic time scale.

In the shock regime, when weak non-smooth solutions are considered, one has to specify the meaning
of these boundary conditions, since a discontinuity can be found right at the boundaries. The
standard way to address this (see eg [4]) is to consider the special viscous approximation{

∂tr
δ(t, x)− ∂δxp(t, x) = δ1∂xxτβ(rδ(t, x))

∂tp
δ(t, x)− ∂xτβ(rδ(t, x)) = δ2∂xxp

δ(t, x)
. (1.2)

with the boundary conditions:

pδ(t, 0) = 0, τβ(rδ(t, 1)) = τ̄(t), ∂xp
δ(t, 1) = 0, ∂xr

δ(t, 0) = 0.

Then the vanishing viscosity solutions of (1.1) are defined as the limit for δ = (δ1, δ2)→ 0 for rδ, pδ.
Notice that (1.2) has two extra boundary conditions that will create a boundary layer in the limit
δ → 0. The particular choice of the viscosity terms and boundary conditions in (1.2) is done in such
a way that we have the right thermodynamic entropy production (see appendix B). At the moment
there is no uniqueness result for this vanishing viscosity limit, and in principle it may depend on
the particular choice of the viscosity term.

The stochastic perturbation of our microscopic dynamics is chosen so that it gives a microscopic
stochastic version of (1.2). We prove that the distribution of the empirical profiles of strain and
momentum, tested against functions with compact support on (0, 1), concentrate on weak solutions
of (1.1). Unfortunately we are not able to prove that these limit profiles are the vanishing viscosity
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solutions with the right boundary conditions, but we conjecture that our limit distributions are
concentrated on such vanishing viscosity solutions.

Hydrodynamic limits in a smooth regime have been well understood so far. The hydrodynamic
limit for the 1D full 3×3 Euler system in Lagrangian coordinates and boundary conditions has been
studied in [6], while the 3D 3 × 3 Euler system in Eulerian coordinates has been derived in [13].
Both [6] and [13] use the relative entropy method introduced in the diffusive setting by Yau [16].

The relative entropy method assumes the existence of strong solutions to the macroscopic equa-
tion. Then one samples these solutions and builds a family of time-dependent inhomogeneous Gibbs
measure which are used for the relative entropy.

As an alternative to the relative entropy method, [8] adapts the techniques of the vanishing
viscosity to a stochastic setting, in conjunction with the approach of Guo-Papanicolau-Varadhan
[10] based on bounds on Dirichlet forms. We extend the work in [8] to our model by considering
a finite chain and including boundary conditions, where the chain is attached to one point on one
side and subject to a varying tension force on the other side. We construct some averages of the
conserved quantities ûN (t, x) which solve (in an appropriate sense) equations that approximate
in a mesoscopic scale the p-system we want to derive as N → ∞. Then we carefully perform
the limit N → ∞ and obtain L2-valued weak solutions to the p-system. The main technical
challenge is then to prove that we can commute the weak limits with composition with nonlinear
functions. This is done using a stochastic extension, introduced by Fritz in [8], of the Tartar-Murat
compensated compactness lemma, properly adapted to the presence of the boundary conditions.
The compensated compactness was used originally by Di Perna [5] in order to prove convergence of
viscous approximation of hyperbolic systems.

After proving the hydrodynamic limit, we exploit the external tension τ̄(t) in order to perform
a thermodynamic transformation between two equilibrium states. This is done by letting τ̄(t) to
change from a value τ0 at t = 0 to a value τ1 as t → ∞. Correspondingly, the system is brought
from the equilibrium state (β, τ0) to the state (β, τ1). Since the temperature is fixed by the noise,
this transformation is isothermal.

Isothermal transformations are of great importance in thermodynamics, as they constitute, to-
gether with adiabatic transformations, the Carnot cycle. The study of the first and the second law
of thermodynamics for an isothermal transformation in smooth regime has been carried out in [12],
in a system where energy and momentum are not conserved and a diffusive scaling is performed. In
that situation volume stretch evolves macroscopically accordingly to a nonlinear diffusive equation.

The first law of thermodynamics is an energy balance, which takes into account “gains” or
“losses” of total internal energy via exchange of heat and work: one defines the internal energy U
and the work W (which depends on the external tension only) and proves that the difference of
internal energy between two equilibrium states is given by W plus some extra term, which we call
heat and denote by Q. In formulae, ∆U = W + Q. The heat depends on terms coming from the
stochastic thermostats which survive in the limit N → ∞. We prove the first law in exactly the
same fashion as [12].

The second law states that, for an isothermal transformation, the difference of thermodynamic
entropy ∆S is never smaller than βQ. The equality ∆S = βQ occurs only for quasistatic transfor-
mations. The entropy S is defined by S = β(U−F ), where F is the free energy. The second law can
then be restated as ∆F ≤W . This is also known as inequality of Clausius. In [12], this inequality is
obtained at the macroscopic level: the macroscopic equation is diffusive and the system dissipates
even if the solutions are smooth. This is not the case in the present paper, as smooth solutions
would always give a Clausius equality. The main assumption that we have to make in order to
obtain inequality of Clausius is that the distributions of the limit profiles concentrate on the van-
ishing viscosity solutions. We will refer to this solutions as thermodynamic entropy solutions. In
mathematical literature the term entropy solution is referred to a more strict class of weak solutions
(in principle).
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2 The Model and the Main Theorem

We study a one-dimensional Hamiltonian system of N + 1 ∈ N particles of unitary mass. The
position of the i-th particle (i ∈ {0, 1, . . . , N}) is denoted by qi ∈ R and its momentum by pi ∈ R.
We assume that particle 0 is kept fixed, i.e. (q0, p0) ≡ (0, 0), while on particle N is applied a
time-dependent force, τ̄(t), bounded, with bounded derivative.

Denote by q = (q0, . . . , qN ) and p = (p0, . . . , pN ). The interaction between particles i and i− 1
is described by the potential energy V (qi − qi−1) of an anharmonic spring.

We take V to be a mollification of the function

r 7−→ 1

2
(1− κ)r2 +

1

2
κr|r|+, (2.1)

where |r|+ = max{r, 0} and κ ∈ (0, 1/3).
In particular, V is a uniformly convex function that grows quadratically at infinity: there exist

constants c1 and c2 such that for any r ∈ R:

0 < c1 ≤ V ′′(r) ≤ c2. (2.2)

Moreover, there are some positive constants V ′′+ , V
′′
− , α and R such that∣∣V ′′(r)− V ′′+ ∣∣ ≤ e−αr, r > R∣∣V ′′(r)− V ′′− ∣∣ ≤ eαr, r < −R.

(2.3)

Finally, the choice of κ is such that the macroscopic tension, defined below, is strictly convex.
The energy is defined by the following Hamiltonian:

HN (q,p) :=

N∑
i=0

(
p2
i

2
+ V (qi − qi−1)

)
, (2.4)

Since the interaction depends only on the distance between particles, we define

ri := qi − qi−1, i ∈ {1, . . . , N}. (2.5)

Consequently, the configuration of the system is given by (r = (r1, . . . , rN ),p = (p0, . . . , pN ))ᵀ and
the phase space is given by R2N .

Given the tension τ̄(t), the dynamics of the system is determined by the generator

G τ̄(t)
N := NL

τ̄(t)
N +Nσ(SN + S̃N ). (2.6)

σ = σ(N) is a positive number that tunes the strength of the noise. We need it to be big enough to
provide ergodicity but small enough to disappear in the hydrodynamic limit:

lim
N→+∞

σ

N
= lim
N→∞

N

σ2
= 0. (2.7)

The Liouville operator L
τ̄(t)
N is given by

L
τ̄(t)
N =

N∑
i=1

(pi − pi−1)∂ri +

N−1∑
i=1

(
V ′(ri+1)− V ′(ri)

)
∂pi + (τ̄(t)− V ′(rN ))∂pN , (2.8)

where we have used the fact that p0 ≡ 0. Note that the time scale in the tension is chosen such that
it changes smoothly on the macroscopic scale.

The operators SN and S̃N generate the stochastic part of the dynamics and are defined by

SN := −
N−1∑
i=1

D∗iDi, S̃N := −
N−1∑
i=1

D̃∗i D̃i, (2.9)
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where

Di :=
∂

∂pi+1
− ∂

∂pi
, D∗i := pi+1 − pi − β−1Di

D̃i :=
∂

∂ri+1
− ∂

∂ri
, D̃∗i := V ′(ri+1)− V ′(ri)− β−1D̃i.

(2.10)

They conserve total mass and momentum but not energy. The temperature is fixed to the constant
value β−1, in the sense that the only stationary measures of the stochastic dynamics generated by
SN + S̃N are given by the corresponding canonical Gibbs measure at temperature β−1, see definition
below.

The positions and the momenta of the particles then evolve in time accordingly to the following
system of stochastic equations

dr1 = Np1dt+Nσ (V ′(r2)− V ′(r1)) dt−
√

2β−1Nσdw̃1

dri = N(pi − pi−1)dt+Nσ (V ′(ri+1) + V ′(ri−1)− 2V ′(ri)) dt+
√

2β−1Nσ(dw̃i−1 − dw̃i)
drN = N(pN − pN−1)dt+Nσ (V ′(rN−1)− V ′(rN )) dt+

√
2β−1Nσdw̃N−1

dp1 = N(V ′(r2)− V ′(r1))dt+Nσ (p2 − p1) dt−
√

2β−1Nσdw1

dpi = N(V ′(ri+1)− V ′(ri))dt+Nσ (pi+1 + pi−1 − 2pi) dt+
√

2β−1Nσ(dwi−1 − dwi)
dpN = N(τ̄(t)− V ′(rN ))dt+Nσ (pN−1 − pN ) dt+

√
2β−1NσdwN−1,

,

(2.11)
for i ∈ {2, . . . , N − 1}. {wi}∞i=1 and {w̃i}∞i=1 are independent families of independent Brownian
motions on a common probability space (Ω,F ,P). The expectation with respect to P is denoted by
E.

For τ ∈ R we define the canonical Gibbs function as

G(β, τ) := log

∫
R

exp (−βV (r) + βτr) dr. (2.12)

For ρ ∈ R, the free energy is given by the Legendre transform of G:

F (β, ρ) := sup
τ∈R

{
τρ− β−1G(β, τ)

}
, (2.13)

so that its inverse is
G(β, τ) = β sup

ρ∈R
{τρ− F (β, ρ)} . (2.14)

We denote by ρ(β, τ) and τ(β, ρ) the corresponding convex conjugate variables, that satisfy

ρ(β, τ) = β−1∂τG(β, τ), τβ(ρ) = τ(β, ρ) = ∂ρF (β, ρ). (2.15)

On the one-particle state space R2 we define a family of probability measures

λβ,p̄,τ (dr, dp) := exp

(
−β

2
(p− p̄)2 − βV (r) + βτr −G(β, τ)

)
dr

dp√
2πβ−1

. (2.16)

The mean deformation and momentum are

Eλβ,p̄,τ [r] = ρ(β, τ), Eλβ,p̄,τ [p] = p̄. (2.17)

We have the relations
Eλβ,p̄,τ [p2]− p̄2 = β−1, Eλβ,p̄,τ [V ′(r)] = τ (2.18)

that identify β−1 as the temperature and τ as the tension.
For constant τ̄ in the dynamics, the family of product measures

λNβ,0,τ̄ (dr, dp) =

N∏
i=1

λβ,0,τ̄ (dri, dpi) (2.19)
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is stationary. These are the canonical Gibbs measures at a temperature β−1, pressure τ̄ and velocity
0.

We need Gibbs measures with average velocity different from 0 and we use the following notation:

λNβ,p̄,τ (dr, dp) =

N∏
i=1

λβ,p̄,τ (dri, dpi). (2.20)

Observe that SN and S̃N are symmetric with respect to λNβ,p̄,τ for any choice of p̄ and τ .
Denote by µNt the probability measure, on R2N , of the system a time t. The density fNt of µNt

with respect to λN = λNβ,0,0 solves the Fokker-Plank equation

∂fNt
∂t

=
(
G τ̄(t)
N

)∗
fNt . (2.21)

Here
(
G τ̄(t)
N

)∗
= −NLτ̄(t)

N +Nτ̄(t)pN +Nσ(SN + S̃N ) is the adjoint of G τ̄(t)
N with respect to λN .

Define the relative entropy

HN (fNt ) :=

∫
R2N

fNt log fNt dλ
N (2.22)

and the Dirichlet forms

DN (fNt ) :=

N−1∑
i=1

∫
R2N

1

4fNt

(
∂fNt
∂pi+1

− ∂fNt
∂pi

)2

dλN ,

D̃N (fNt ) :=

N−1∑
i=1

∫
R2N

1

4fNt

(
∂fNt
∂ri+1

− ∂fNt
∂ri

)2

dλN .

(2.23)

We assume there is a constant C0 independent of N such that

HN (0) ≤ C0N. (2.24)

Since the noise does not conserve the energy, we are interested in the macroscopic behaviour of the
volume stretch and momentum of the particles, at time t, as N → ∞. Note that t is already the
macroscopic time, as we have already multiplied by N in the generator. We shall use Lagrangian
coordinates, that is our space variables will belong to the lattice {1/N, . . . , (N − 1)/N, 1}.

Consequently, we set ui := (ri, pi)
ᵀ. For a fixed macroscopic time T , we introduce the empirical

measures on [0, T ] × [0, 1] representing the space-time distributions on the interval [0, 1] of volume
stretch and momentum:

ζζζN (dx, dt) :=
1

N

N∑
i=1

δ

(
x− i

N

)
ui(t)dx dt. (2.25)

We expect that the measures ζζζN (dx, dt) converge, as N →∞ to an absolutely continuous measure
with densities r(t, x) and p(t, x), satisfying the following system of conservation laws:{

∂tr(t, x)− ∂xp(t, x) = 0

∂tp(t, x)− ∂xτβ(r(t, x)) = 0,
p(t, 0) = 0, τβ(r(t, 1)) = τ̄(t). (2.26)

Since (2.26) is a hyperbolic system of nonlinear partial differential equation, its solutions may develop
shocks in a finite time, even if smooth initial conditions are given. Therefore, we shall look for weak
solutions, which are defined even if discontinuities appear.

Definition 2.1. We say that (r(t, x), p(t, x))ᵀ ∈
[
L2
loc(R+ × [0, 1])

]2
is a weak solution of the

system (2.26) provided ∫ ∞
0

∫ 1

0

(r(t, x)∂tϕ(t, x)− p(t, x)∂xϕ(t, x)) dx dt = 0 (2.27)
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∫ ∞
0

∫ 1

0

(p(t, x)∂tψ(t, x)− τβ(r(t, x))∂xψ(t, x)) dx dt = 0 (2.28)

for all functions ϕ,ψ ∈ C2(R+ × [0, 1]) with compact support on R+ \ {0} × (0, 1).

Remark. Notice that this definition of weak solution does not give any information on boundary
conditions nor about initial conditions.

Denote by QN the probability distribution of ζζζN on M([0, T ] × [0, 1])2. Observe that ζζζN ∈
C([0, T ],M([0, 1])2), whereM([0, 1]) is the space of signed measures on [0, 1], endowed by the weak
topology. Our aim is to show the convergence

ζζζN (T, J)→
(∫ T

0

∫ 1

0

J(t, x)r(t, x)dxdt,

∫ T

0

∫ 1

0

J(t, x)p(t, x)dxdt

)ᵀ

, (2.29)

where r(t, x) and p(t, x) satisfy (2.27)-(2.28). Since we do not have uniqueness for the solution of
these equations, we need a more precise statement.

Theorem 2.2 (Main theorem). Assume that the initial distribution satisfies the entropy bound
(2.22).Then sequence QN is compact and any limit point of QN has support on absolutely continuous
measures with densities r(t, x) and p(t, x) solutions of (2.27)-(2.28).

Remark. Since we are dealing with possibly discontinuous solutions, it is not possible to use
the entropy method to perform the hydrodynamic limit. Furthermore, we shall not assume that
solutions of (2.27)-(2.28) exists, but we prove existence as part of the proof of Theorem 2.2.

Following Theorem 2.2, we discuss the thermodynamics of the system, in particular that the
isothermal transformation we have obtained in the hydrodynamic limit satisfies the first and second
principle of thermodynamics. A mathematical deduction of this requires some further assumption
that are:

• any limit distribution of the momentum and stretch profiles Q is concentrated on certain
vanishing viscosity solutions (see definition in appendix B),

• these solutions reach equilibrium as time approach infinity.

A further technical assumption is that the hydrodynamic limit is valid for quadratic functions of
the profiles, like the energy. For this purpose we have to define the macroscopic work W done by
the system. Under the weak formulation of the equations (2.27)-(2.28) this is impossible without
further conditions. We obtain the following theorem.

Theorem 2.3. Let τ , U , W , Q, F as in (2.15), (4.4), (4.16), (4.17), (2.13). Then, under the
assumptions in Section 4, we have

U(β, τ1)− U(β, τ0) = W +Q. (2.30)

and
F (β, τ−1

β (τ1))− F (β, τ−1
β (τ0)) ≤W. (2.31)

Remark. Equation (2.30) expresses the first law of thermodynamics, and is deduced directly from
the microscopic dynamics. The main assumption here is the the convergence of the energy, which
is quadratic in the positions and the momenta. In fact, 2.2 allows us to pass the weak limit inside
nonlinear functions with strictly less than quadratic growth, but we can say nothing if the growth
is quadratic.

Equation (2.31) is the inequality of Clausius. It is equivalent to the second law of thermodynamics
for an isothermal transformation: ∆S ≥ βQ. From a PDE point of view, on the other hand, the
inequality of Clausius reads as a Lax-entropy inequality, provided W = 0. The presence of W is
due to the presence of boundary terms. In fact, the work W depends on the external tension τ̄ .
The inequality of Clausius is strictly connected to the possible presence of shocks in the solutions
obtained in Theorem 2.2. In fact global smooth solutions imply equality in (2.31).
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3 The Hydrodynamic Limit

Since the temperature β−1 is fixed throughout the article, in order to simplify notations we fix β = 1
in most sections.

3.1 Approximate Solutions

In this section we construct a family {ûN}N∈N of stochastic processes which solve an approximate
version of (2.27)-(2.28).

For any 1 ≤ l ≤ N and l ≤ i ≤ N − l + 1 we define the block average:

ûl,i := (r̂l,i, p̂l,i)
ᵀ :=

1

l

∑
|j|<l

l − |j|
l

ui−j . (3.1)

We choose l = l(N) such that

lim
N→∞

l

σ
= lim
N→∞

Nσ

l3
= 0 (3.2)

and we define the following empirical process:

ûN (t, x) := (rN (t, x), pN (t, x))ᵀ :=

N−l+1∑
i=l

1N,i(x)ûl,i(t), (t, x) ∈ R+ × [0, 1], (3.3)

where 1N,i is the indicator function of the ball of center i/N and diameter 1/N . Note that, since
l/N → 0, for N large enough ûN (t, ·) is compactly supported in (0, 1).

We use the average (3.1) has it is smoother than the mean ūl,i :=
1

l

l∑
j=1

ui−j and thus provides

better estimates as N →∞ (see Lemma 3.26, Lemma 3.27 and Corollary 3.28).
The proof of the first part of Theorem 2.2 relies on the following lemma, which will be proven

in Section 3.3:

Lemma 3.1 (Energy estimate). For any time t ≥ 0 there exists Ce(t) independent of N such that

E

[
N∑
i=1

|ui(t)|2
]
≤ Ce(t)N. (3.4)

Lemma 3.2. For all t ≥ 0, δ > 0 and any test function J ∈ C1([0, 1]):

lim
N→∞

P

{∣∣∣∣∣ 1

N

N∑
i=1

J

(
i

N

)
ui(t)−

∫ 1

0

J(x)ûN (t, x)dx

∣∣∣∣∣ > δ

}
= 0, (3.5)

Proof. First observe that boundary terms are negligeable since∣∣∣∣∣ 1

N

l∑
i=1

J

(
i

N

)
ui

∣∣∣∣∣ ≤
(

1

N

l∑
i=1

J

(
i

N

)2
)1/2(

1

N

N∑
i=1

u2
i

)1/2

≤ ‖J‖∞
√

l

N

(
1

N

N∑
i=1

u2
i

)1/2

and similarly on the other side. Then we estimate separately∣∣∣∣∣ 1

N

N−l−1∑
i=l+1

J

(
i

N

)
(ui − ûl,i)

∣∣∣∣∣∣∣∣∣∣ 1

N

N−l−1∑
i=l+1

J

(
i

N

)
ûl,i −

∫ 1

0

J(x)ûN (x) dx

∣∣∣∣∣ .
(3.6)
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Using that
1

l

∑
|j|<l

l − |j|
l

= 1, we have

∣∣∣∣∣ 1

N

N−l−1∑
i=l+1

J

(
i

N

)
(ui − ûl,i)

∣∣∣∣∣ =

∣∣∣∣∣∣ 1

N

N−l+1∑
i=l

1

l

∑
|j|<l

l − |j|
l

(
J

(
i

N

)
− J

(
i+ j

N

))
ui

∣∣∣∣∣∣
≤
∥∥J ′∥∥

L∞
1

N

N−l+1∑
i=l

1

l

∑
|j|<l

l − |j|
l

|j|
N
|ui| ≤

∥∥J ′∥∥
L∞

l

N2

N∑
i=1

|ui|

≤
∥∥J ′∥∥

L∞
l

N

(
1

N

N∑
i=1

|ui|2
)1/2

.

(3.7)

Similarly for the second of (3.6):∣∣∣∣∣ 1

N

N−l+1∑
i=l

(
J

(
i

N

)
−N

∫ i/N+1/(2N)

i/N−1/(2N)

J(x)dx

)
ûl,i

∣∣∣∣∣ ≤ ‖J ′‖L∞N2

N−l+1∑
i=l

|ûl,i| ≤
‖J ′‖L∞
N2

N∑
i=1

|ui|.

It follows from Lemmas 3.1 and 3.2 that ûN (t, x) has values in L2([0, T ]× [0, 1])2. Let us denote
by Q̃N the distribution of ûN (t, x) on L2([0, T ] × [0, 1]). We will show in the following that any
convergent subsequence of Q̃N is concentrated on the weak solutions of (2.26). By Lemma 3.2 this
implies the conclusion of the main Theorem 2.2 for any limit point of QN .

From the interaction V we define

V̂ ′l,i(t) :=
1

l

∑
|j|<l

l − |j|
l

V ′(ri−j(t)). (3.8)

It follows from (2.2) that V ′ is linearly bounded. From Appendix A, so is τ = τβ=1 (as defined by
(2.15)). Thus we easily obtain the following from lemma 3.2 :

Corollary 3.3.

lim
N→∞

P

{∣∣∣∣∣ 1

N

N∑
i=1

J

(
i

N

)
V ′(ri(t))−

1

N

N−l+1∑
i=l

J

(
i

N

)
V̂ ′l,i(t)

∣∣∣∣∣ > δ

}
= 0, (3.9)

lim
N→∞

P

{∣∣∣∣∣ 1

N

N−l+1∑
i=l

J

(
i

N

)
τ(r̂l,i(t))−

∫ 1

0

J(x)τ(r̂N (t, x))

∣∣∣∣∣ > δ

}
= 0, (3.10)

for all t ≥ 0, δ > 0 and all test functions J ∈ C1([0, 1]).

The following theorem will be proven in Section 3.3. Recall that l = l(N) that satisfies (3.2).

Theorem 3.4 (One-block estimate).

lim
N→∞

E

[
1

N

N−l+1∑
i=l

∫ t

0

(
V̂ ′l,i(s)− τ(r̂l,i(s))

)2

ds

]
= 0. (3.11)

We are now in a position to prove the following:

Proposition 3.5. Let ϕ and ψ be as in (2.27)-(2.28). Then

lim
N→∞

P
{∣∣∣∣∫ ∞

0

∫ 1

0

r̂N (t, x)∂tϕ(t, x)− p̂N (t, x)∂xϕ(t, x)dxdt

∣∣∣∣ > δ

}
= 0 (3.12)

lim
N→∞

P
{∣∣∣∣∫ ∞

0

∫ 1

0

p̂N (t, x)∂tψ(t, x)− τ(r̂N (t, x))∂xψ(t, x)dxdt

∣∣∣∣ > δ

}
= 0 (3.13)

for any δ > 0.
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Proof. We prove (3.13), as the proof of (3.12) is analogous and technically easier. We denote

ψi(t) := ψ

(
t,
i

N

)
(3.14)

and, for any sequence (xi),

∇xi := xi+1 − xi, ∇∗xi := xi−1 − xi, ∆xi := xi+1 + xi−1 − 2xi. (3.15)

Using (2.11) we can compute the time evolution:

1

N

N∑
i=1

ψi(T )pi(T )− 1

N

N∑
i=1

ψi(0)pi(0) =

∫ T

0

1

N

N∑
i=1

ψ̇i(t)pi(t) dt

+

∫ T

0

[
N−1∑
i=1

ψi(t)
(
V ′(ri+1(t))− V ′(ri(t))

)
+ ψ(t, 1)

(
τ̄(t)− V ′(rN (t))

)]
dt

+

∫ T

0

σ

N−1∑
i=2

ψi(t)∆pi(t)dt+

∫ T

0

√
2
σ

N

N−1∑
i=1

ψi(t)∇∗dwi(t)

(3.16)

where in the above equation we have set p0, pN+1, wN identically equal to 0.
The second line of (3.16) is equal to∫ T

0

N∑
i=2

(∇∗ψ(t))iV
′(ri(t))dt−

∫ T

0

ψ1(t)V ′(r1(t))dt+

∫ T

0

τ̄(t)ψ(t, 1)dt. (3.17)

Since ψ(t, 0) = 0 = ψ(t, 1) and ψ has continuous derivatives in [0, 1], we have that ψ1(t) =
ψ(t,N−1) ∼ O(N−1) and the second term of (3.17) is negligible, while the third is identically
null.

The last line of (3.16), depending on σ, can be rewritten as∫ T

0

{ σ

N2

N−1∑
i=2

N2(∆ψ(t))ipi(t)−
σ

N
[N(∇ψ(t))1p1(t) +N(∇∗ψ(t))NpN (t)]

+σψN (t)∇pN−1(t)− σψ1(t)∇p1(t)
}
dt

+

∫ T

0

√
2
σ

N

(
N−2∑
i=1

∇ψidwi − ψN−1dwN−1

)
.

(3.18)

Since ψ is twice differentiable,

N∇ψi(t) = ∂xψ

(
t,
i

N

)
+O

(
1

N

)
, N2∆ψi(t) = ∂2

xxψ

(
t,
i

N

)
+O

(
1

N

)
(3.19)

as N →∞.This, together with σ/N → 0 and the energy estimate imply that the first line of (3.18)
vanish as N →∞. For the same reason, the quadratic variation of the stochastic integrals (last line
of (3.18)) also vanish in the limit.

Also the second line of (3.18) will be negligible for the same reason, since ψ(t, 0) = 0 = ψ(t, 1).
The conclusion then follows by replacing the sums with integrals, pi by p̂N (t, x) and V ′(ri) by

τ(r̂N (t, x)) accordingly to Lemma 3.2, Corollary 3.3 and Theorem 3.4.

Once we have (3.12) and (3.13), we deduce that the distributions Q̃N of ûN (t, x) concentrate on
the solutions of the macroscopic equations (2.27), (2.28) as follows. We associate to ûN (t, x) the
random Young measure ν̂Nt,x = δûN (t,x). We show that the sequence (ν̂Nt,x)N≥0 is compact, in an
appropriate probability space, and converges weakly-* to a measure ν̃t,x. Since (3.12) is linear, we
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are done for it. Concerning (3.13) (in which the nonlinear unbounded function τ appears) we prove
that

τ(r̂N (t, x)) =

∫
R2

τ(y1)dν̂Nt,x(y1, y2)
∗
⇀

∫
R2

τ(y1)dν̃t,x(y1, y2) in weak∗-L∞, (3.20)

which is not obvious, since weak-* convergence is not enough to pass limits inside unbounded
functions like τ .

Finally, using the theory of compensated compactness, we reduce the support of the limit Young
measure ν̃t,x to a point, that is ν̃t,x = δũ(t,x), for some function ũ(t, x) = (r̃(t, x), p̃(t, x))ᵀ, almost
surely and for almost all t, x. This closes the equation, as it implies

τ(r̂N (t, x))→ τ(r̃(t, x)). (3.21)

What we have just presented is only a sketchy statement of what is extensively proven in the rest
of this paper. In particular, extra care is taken when applying the theory of Young measures and
compensated compactness to a stochastic setting like ours.

3.2 Convergence of the Empirical Process

Proposition 3.5 was a first step in proving Theorem 2.2. In this section we complete the proof.
This is done using random Young measures and a stochastic extension of the theory of compen-

sated compactness. We refer to Sections 4 and 5 of [2] for the definitions and results concerning
random Young measures.

3.2.1 Random Young Measures and Weak Convergence

Denote by ν̂Nt,x = δûN (t,x) the random Young measure on R2 associated to the empirical process
ûN (t, x): ∫

R2

f(y)dν̂Nt,x(y) = f(ûN (t, x)) (3.22)

for any f : R2 → R. Set QT = (0, T )× (0, 1) for any T > 0. Since ûN ∈ L2(Ω×QT )2, we say that
ν̂Nt,x is a L2-random Dirac mass. The chain of inequalities

E
[∫

QT

∫
R2

|y|2dν̂Nt,x(y)dxdt

]
= E

[
‖ûN‖2L2(QT )

]
= E

[∫
QT

|ûN (t, x)|2dxdt
]

≤
∫
QT

N−l+1∑
i=l

1N,i(x)|ûl,i(t)|2dxdt ≤
1

N

∫ T

0

N−l+1∑
i=l

|ûl,i(t)|2 ≤ 4

∫ T

0

Ce(t)dt = C̃(T )

(3.23)

with C̃(T ) independent of N , implies that there exists a subsequence of random Young measures
(ν̂Nnt,x ) and a subsequence of real random variables (‖ûNn‖L2(QT )) that converge in law.

We can now apply the Skorohod’s representation theorem to the laws of (ν̂Nnt,x , ‖ûNn‖L2(QT ))
and find a common probability space such that the convergence happens almost surely. This proves
the following proposition:

Proposition 3.6. There exists a probability space (Ω̃, F̃ , P̃), random Young measures ν̃nt,x, ν̃t,x
and real random variables an, a such that ν̃nt,x has the same law of ν̂Nnt,x , an has the same law of

‖ûNn‖L2(QT ) and ν̃nt,x
∗
⇀ ν̃t,x, an → a, P̃-almost surely.

Since ν̂Nnt,x is a random Dirac mass and ν̃nt,x and ν̂Nnt,x have the same law, ν̃nt,x is a L2-random

Dirac mass, too: ν̃nt,x = δũn(t,x) for some ũn ∈ L2(Ω̃×QT )2. ũn and ûNn have the same law. Since
an → a almost surely, we have that (an) is bounded and so ‖ũn‖L2(QT ) is bounded uniformly in

n with P̃-probability 1. Since from a uniformly bounded sequence in Lp we can extract a weakly
convergent subsequence, we obtain the following proposition:
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Proposition 3.7. There exist L2(QT )2-valued random variables (ũn), ũ such that ũn and ûNn have
the same law and, P̃-almost surely and up to a subsequence, ũn ⇀ ũ in L2(QT ).

The condition ν̃nt,x
∗
⇀ ν̃t,x in Proposition 3.6 reads

lim
n→∞

∫
R2

f(y)dν̃nt,x(y)dxdt =

∫
R2

f(y)dν̃t,x(y)dxdt (3.24)

for all continuous and bounded f : R2 → R. The next proposition extend this result to functions f
with subquadratic growth:

Proposition 3.8. There is a constant C independent of n such that

E
[∫

QT

∫
R2

|y|2dν̃t,x(y)dxdt

]
≤ C. (3.25)

Furthermore, let J : QT → R and f : R2 → R be continuous, with f(y)/|y|2 → 0 as |y| → ∞. We
have

lim
n→∞

E
[∣∣∣∣∫

QT

∫
R2

J(t, x)f(y)dν̃nt,x(y)dxdt−
∫
QT

∫
R2

J(t, x)f(y)dν̃t,x(y)dxdt

∣∣∣∣] = 0 (3.26)

Proof. Since ν̃nt,x and ν̂Nnt,x have the same law, (3.23) imply

E
[∫

QT

∫
R2

|y|2dν̃nt,x(y)dxdt

]
≤ C (3.27)

for some constant C independent of n.
Let χ : R → R be a continuous, non-negative non-increasing function supported in [0, 2] which

is identically equal to 1 on [0, 1]. For R > 1 and a ∈ R define χR(a) := χ (a/R). By the monotone
convergence theorem,∫

QT

∫
R2

|y|2dν̃t,x(y)dxdt = lim
R→∞

∫
QT

∫
R2

|y|2χR(|y|2)dν̃t,x(y)dxdt. (3.28)

Since now |y|2χR(|y|2) is continuous and bounded, we have, almost surely,∫
QT

∫
R2

|y|2χR(|y|2)dν̃t,x(y)dxdt = lim
n→∞

∫
QT

∫
R2

|y|2χR(|y|2)dν̃nt,x(y)dxdt. (3.29)

Then, applying the Fatou lemma twice, we get

E
[∫

QT

∫
R2

|y|2dν̃t,x(y)dxdt

]
≤ lim inf

R→∞
E
[∫

QT

∫
R2

|y|2χR(|y|2)dν̃t,x(y)dxdt

]
≤ lim inf

R→∞
lim inf
n→∞

E
[∫

QT

∫
R2

|y|2χR(h(ξ))dν̃nt,x(y)dxdt

]
≤ C,

(3.30)

which proves (3.25).
Define

In :=

∫
QT

∫
R2

J(t, x)f(y)dν̃nt,x(y)dxdt, I :=

∫
QT

∫
R2

J(t, x)f(y)dν̃t,x(y)dxdt. (3.31)

so that (3.26) reads
lim
n→∞

E[|In − I|] = 0. (3.32)

We further define

IRn :=

∫
QT

∫
R2

J(t, x)f(y)χR

(
|y|2

1 + |f(y)|

)
dν̃nt,x(y)dxdt,

IR :=

∫
QT

∫
R2

J(t, x)f(y)χR

(
|y|2

1 + |f(y)|

)
dν̃nt,x(y)dxdt,

(3.33)
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and estimate
E[|In − I|] ≤ E[|In − IRn |] + E[|IRn − IR|] + E[|IR − I|]. (3.34)

The first term on the right hand side estimates as follows:

E[|IN − IRN |] ≤ E
[∫

QT

∫
R2

|J(t, x)||f(y)|
(

1− χR
(

|y|2

1 + |f(y)|

))
dν̃nt,x(y)dxdt

]
. (3.35)

Since and f(y)/|y|2 → 0 as |ξ| → ∞ we have

1− χR
(

|y|2

1 + |f(y)|

)
≤ 1 |y|2

1+|f(y)|>R
(y) ≤ |y|2

R(1 + |f(y)|) , (3.36)

for any R > 1. This implies

E[|In − IRn |] ≤
‖J‖L∞
R

E
[∫

QT

∫
R2

|y|2dν̃nt,x(y)dxdt

]
≤
C ‖J‖L∞

R
. (3.37)

For (3.25) we have as well

E[|I − IR|] ≤
C ‖J‖L∞

R
, (3.38)

which gives

E[|In − I|] ≤
2C ‖J‖L∞

R
+ E[|IRn − IR|]. (3.39)

Since f may diverge only at infinity and f(y)/|y|2 → 0 as |y| → ∞, then f(y)χR

(
|y|2

1 + |f(y)|

)
is continuous and bounded and hence IRn → IR almost surely. Moreover, thanks to the uniform
estimate

E
[
|IRn |

]
≤ ‖J‖L∞ C, (3.40)

the sequence (IRn ) is equi-integrable. Therefore, by the Vitali theorem,

lim
n→∞

E[|IRn − IR|] = 0, (3.41)

which completes the proof.

We are interested in the weak limit of τ(r̂N (t, x)). Since τ is linearly bounded, the previous
proposition applies and the main theorem 2.2 is proved once we show that ν̃t,x = δũ(t,x), almost
surely and for almost all (t, x) ∈ QT .

In the next two subsections we shall prove that the support of ν̃t,x is almost surely and almost
everywhere a point. The result will then follow from the lemma:

Lemma 3.9. ν̃t,x = δũ(t,x) almost surely and for almost all (t, x) ∈ QT if and only if the support of
ν̃t,x is a point for almost all (t, x) ∈ QT . In this case, ũn → ũ in Lp(QT )2-strong for all 1 ≤ p < 2.

Proof. Suppose there is a measurable function u∗ : QT → R2 such that ν̃t,x = δu∗(t,x) for almost all
(t, x) ∈ QT . For any test function J : QT → R2 consider the quantity∫

QT

J(t, x) · ũn(t, x)dxdt =

∫
QT

∫
R2

J(t, x) · ydν̃nt,x(y)dxdt. (3.42)

By taking the limit for n → ∞ in the sense of L2-weak first and in the sense of (3.26) then, we
obtain∫
QT

∫
R2

J(t, x) · ũ(t, x)dxdt =

∫
QT

∫
R2

J(t, x) ·ydν̃t,x(y)dxdt =

∫
QT

∫
R2

J(t, x) ·u∗(t, x)dxdt (3.43)

almost surely. Then ũ(t, x) = u∗(t, x) for almost all (t, x) ∈ QT follows from the fact that J was
arbitrary.

Next, fix 1 < p < 2. Taking f(y) = |y|p in (3.26) gives ‖ũn‖Lp(QT ) → ‖ũ‖Lp(QT ), which,

together with ũn ⇀ ũ in Lp(QT )2 and the fact that Lp(QT )2 is uniformly convex for 1 < p < ∞
implies strong convergence.

The case p = 1 follows from the result for p > 1 and Hölder’s inequality.
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3.2.2 Reduction of the Limit Young Measure

In this section we prove that the support of ν̃t,x is almost surely and almost everywhere a point.
We recall that Lax entropy-entropy flux pair for the system{

∂tr(t, x)− ∂xp(t, x) = 0

∂tp(t, x)− ∂xτ(p(t, x)) = 0
(3.44)

is a pair of functions η, q : R2 → R such that

∂tη(u(t, x)) + ∂xq(u(t, x)) = 0 (3.45)

for any smooth solution u(t, x) = (r(t, x), p(t, x))ᵀ of (3.44). This is equivalent to the following:{
∂rη(r, p) + ∂pq(r, p) = 0

τ ′(r)∂pη(r, p) + ∂rq(r, p) = 0
. (3.46)

Under appropriate conditions on τ , Shearer ([15]) constructs a family of entropy-entropy flux pairs
(η, q) such that η, q, their first and their second derivatives are bounded. As we shall see in the
appendix, our choice of the potential V ensures that the tension τ has the required properties, so
the result of Shearer applies to our case.

In particular, following Section 5 of [15], we have that the support ν̃t,x is almost surely and
almost everywhere a point provided Tartar’s commutation relation

〈η1q2 − η2q1, ν̃t,x〉 = 〈η1, ν̃t,x〉〈q2, ν̃t,x〉 − 〈η2, ν̃t,x〉〈q1, ν̃t,x〉 (3.47)

holds almost surely and almost everywhere for any bounded pairs (η1, q1), (η2, q2) with bounded
first and second derivatives.

Obtaining (3.47) in a deterministic setting is standard and relies on the div-curl and Murat-
Tartar lemma. Both of these lemmas have a stochastic extension ( cf Appendix A of [7]) and what
we ultimately need to prove in order to obtain (3.47) is that the hypotheses for the stochastic Murat-
Tartar lemma are satisfied (cf [2] , Proposition 5.6). This is ensured by the following theorem, which
we will prove in the next section.

Theorem 3.10. Let (η, q) be a bounded Lax entropy-entropy flux pair with bounded first and second
derivatives. Let ϕ : R2 → R be such that ϕ = φψ, with φ smooth and compactly supported in
(0,∞)× (0, 1) and ψ ∈ L∞(R+ × [0, 1]) ∩H1(R+ × [0, 1]). Define

X̃n(ϕ, η) :=

∫ ∞
0

∫ 1

0

[∂tϕ(t, x)η(ũn(t, x)) + ∂xϕ(t, x)q(ũn(t, x))] dx dt. (3.48)

Then X̃n decomposes as
X̃n = Ỹn + Z̃n (3.49)

and there are An, Bn ∈ R+ independent of ψ such that

E
[∣∣∣Ỹn(φψ, η)

∣∣∣] ≤ An ‖ψ‖H1 , E
[∣∣∣Z̃n(φψ, η)

∣∣∣] ≤ Bn ‖ψ‖L∞ (3.50)

with
lim
n→∞

An = 0, lim sup
n→∞

Bn <∞. (3.51)

Remark. Recall that the H1 norm of a function f(t, x) is defined as ‖f‖H1 = ‖f‖L2 + ‖∂tf‖L2 +
‖∂xf‖L2 . Moreover, from now on, φ (and hence ϕ) will be supported in [0, T ] × [x−, x+] for some
fixed T > 0 and 0 < x− < x+ < 1. The test function φ is used to localise the problem. In fact,
Murat-Tartar lemma is obtained on bounded domains. Note that we already were on a bounded
spacial domain. Nevertheless, φ ensures we stay away from the boundary, as we are not able to
prove Theorem 3.10 otherwise.
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3.2.3 Conditions for the Murat-Tartar Lemma

This section is devoted to proving Theorem 3.10 through a series of lemmas. Since we are ultimately
interested in taking expectations of functions of ũn, and since ũn and ûNn have the same law, we
shall prove the theorem for

XN (ϕ, η) :=

∫ ∞
0

∫ 1

0

∂tϕ(t, x)η(ûN (t, x)) + ∂xϕ(t, x)q(ûN (t, x))dxdt. (3.52)

Recalling that ûN is built from a solution ûi = (ri, pi)
ᵀ of the system of SDEs (2.11), and since

ϕ(t, ·) is compactly supported in (0, 1), Itô formula yields, for large enough N ,

XN = Xa,N +Xs,N + X̃s,N +MN + M̃N +NN , (3.53)

where

Xa,N (ϕ, η) =

∫ ∞
0

N−l∑
i=l+1

ϕ̄i
(
∂pη(ûl,i)∇V̂ ′l,i − ∂rη(ûl,i)∇∗p̂l,i

)
dt+

+

∫ ∞
0

N−l∑
i=l+1

ϕ̄i (∂rq(ûl,i)∇r̂l,i − ∂pq(ûl,i)∇∗p̂l,i) dt,

(3.54)

Xs,N (ϕ, η) = σ

∫ ∞
0

N−l∑
i=l+1

ϕ̄i∂pη(ûl,i)∆p̂l,idt+ σ

∫ ∞
0

N−l+1∑
i=l+1

ϕ̄i∂
2
ppη(ûl,i)(∇∗dŵl,i)2, (3.55)

X̃s,N (ϕ, η) = σ

∫ ∞
0

N−l∑
i=l+1

ϕ̄i∂rη(ûl,i)∆V̂
′
l,idt+ σ

∫ ∞
0

N−l+1∑
i=l+1

ϕ̄i∂
2
rrη(ûl,i)(∇∗d ˆ̃wl,i)

2, (3.56)

MN (ϕ, η) = −
√

2
σ

N

∫ ∞
0

N−l+1∑
i=l+1

ϕ̄i∂pη(ûl,i)d∇∗ŵl,i, (3.57)

M̃N (ϕ, η) = −
√

2
σ

N

∫ ∞
0

N−l+1∑
i=l+1

ϕ̄i∂rη(ûl,i)d∇∗ ˆ̃wl,i (3.58)

and

NN (ϕ, η) = −
∫ ∞

0

∫ 1

0

∂xϕ(t, x)q(ûN (t, x))dxdt

−
∫ ∞

0

N−l∑
i=l+1

ϕ̄i (∂rq(ûl,i)∇r̂l,i − ∂pq(ûl,i)∇∗p̂l,i) dt.
(3.59)

We have set

ϕ̄i(t) = N

∫ 1

0

ϕ(t, x)1N,i(x)dx = N

∫ i/N+1/(2N)

i/N−1/(2N)

ϕ(t, x)dx (3.60)

and

ŵl,i =
1

l

∑
|j|<l

l − |j|
l

wi−j , ˆ̃wl,i =
1

l

∑
|j|<l

l − |j|
l

w̃i−j . (3.61)

The quadratic variation in (3.55) is evaluated thanks to Lemma 3.27 and the formal identity
dwidwj = δijdt:

(∇∗dŵl,i)2 =
1

l2
(dw̄l,i−1+l − dw̄l,i−1)2 =

1

l4

(
l−1∑
j=0

dwi−1+l−j −
l−1∑
j=0

dwi−1−j

)2

=
2

l3
dt. (3.62)

Similarly, the analogous term in (3.56) gives

(∇∗d ˆ̃wl,i)
2 =

2

l3
dt. (3.63)

The proof of Theorem 3.10 will rely on the following theorems, which we will prove in Section 3.3.
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Theorem 3.11 (One-block estimate - explicit bound). There is C1(t) independent of N such that

E

[
1

N

N−l+1∑
i=l

∫ t

0

(
V̂ ′l,i(s)− τ(r̂l,i(s))

)2

ds

]
≤ C1(t)

(
1

l
+

l2

Nσ

)
. (3.64)

Theorem 3.12 (Two-block estimate). Let ζ̂l,i ∈ {r̂l,i, p̂l,i, V̂ ′l,i, τ(r̂l,i)}. There is C2(t) independent
of N such that

E

[
1

N

N−l∑
i=l

∫ t

0

(
ζ̂l,i+1 − ζ̂l,i

)2

ds

]
≤ C2(t)

(
1

l3
+

1

Nσ

)
. (3.65)

We prove Theorem 3.10 through a series of lemmas.

Lemma 3.13. Let (ai)i∈N and (bi)i∈N be families of L2(R)-valued random variables such that

lim sup
N→∞

(
E

[
N∑
i=1

∫ t

0

ai(s)
2ds

]
E

[
N∑
i=1

∫ t

0

bi(s)
2ds

])
<∞ (3.66)

for all t. Let ϕ be as in Theorem 3.10 and ϕ̄i as in (3.60).Then∣∣∣∣∣
N∑
i=1

∫ ∞
0

ϕ̄iaibidt

∣∣∣∣∣ ≤ B̃N ‖ψ‖L∞ , (3.67)

where B̃N is a R+-valued random variable independent of ψ such that

lim sup
N→∞

E[B̃N ] <∞. (3.68)

Proof.

|ϕ̄i| =
∣∣∣∣N ∫ 1

0

ϕ(t, x)1N,i(x)dx

∣∣∣∣ ≤ ‖ϕ‖L∞ ≤ cφ‖ψ‖L∞ , (3.69)

where cφ = ‖φ‖L∞ depends on φ only. Finally, by the Cauchy-Schwarz inequality and since ϕ(·, x)
is supported in [0, T ] we have∣∣∣∣∣

N∑
i=1

∫ ∞
0

ϕ̄iaibidt

∣∣∣∣∣ ≤ cφ‖ψ‖L∞
(

N∑
i=1

∫ T

0

a2
i dt

)1/2( N∑
i=1

∫ T

0

b2i dt

)1/2

. (3.70)

Lemma 3.14. Let (ai)i∈N be a family of L2(R)-valued random variables such that

lim
N→∞

E

[
1

N

N∑
i=1

∫ t

0

ai(s)
2ds

]
= 0 (3.71)

for all t.Then, for ϕ̄i as in Lemma 3.13, we have

N−1∑
i=1

∫ ∞
0

ai (ϕ̄i+1 − ϕ̄i) dt = YN (ϕ) + ZN (ϕ), (3.72)

with
|YN (ϕ)| ≤ AN ‖ψ‖H1 , |ZN (ϕ)| ≤ AN‖ψ‖L∞ , (3.73)

where AN is a R+-valued random variable independent of ψ such that

lim
N→∞

E[AN ] = 0. (3.74)
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Proof. By Cauchy-Schwarz we have∣∣∣∣∣
N−1∑
i=1

∫ ∞
0

ai (ϕ̄i+1 − ϕ̄i) dt

∣∣∣∣∣ ≤
(
N−1∑
i=1

∫ ∞
0

(ϕ̄i+1 − ϕ̄i)2 dt

)1/2(N−1∑
i=1

∫ T

0

a2
i dt

)1/2

. (3.75)

We write

ϕ̄i+1 − ϕ̄i = N

∫ 1

0

1N,i+1(x)ϕ(t, x)dx−N
∫ 1

0

1N,i(x)ϕ(t, x)dx

= N

∫ 1

0

1N,i(x)

(
ϕ

(
t, x+

1

N

)
− ϕ(t, x)

)
dx

= N

∫ 1

0

1N,i(x)

∫ x+ 1
N

x

∂xϕ(t, y)dydx,

(3.76)

Thus, Cauchy-Schwarz inequality implies

(ϕ̄i+1 − ϕ̄i)2 ≤ 1

N

∫ 1

0

∫ 1

0

1N,i(x)|∂xϕ(t, y)|2dydx =
1

N2

∫ 1

0

|∂xϕ(t, y)|2dy, (3.77)

and so ∫ ∞
0

N−1∑
i=1

(ϕ̄i+1 − ϕ̄i)2 dt ≤ 1

N

∫ ∞
0

∫ 1

0

∂xϕ(t, x)2dxdt =
1

N
‖∂xϕ‖2L2 . (3.78)

The conclusion finally follows from (3.75) and

‖∂xϕ‖2L2 ≤ 2‖φ‖2L∞‖∂xψ‖2L2 + 2‖∂xφ‖L2‖ψ‖2L∞ ≤ Cφ(‖ψ‖2H1 + ‖ψ‖2L∞), (3.79)

where Cφ = 2 max{‖φ‖2L∞ , ‖∂xφ‖2L2} depends on φ only.

Remark. We will diffusely use summation by parts formulae like

N−l∑
i=l+1

ϕ̄i∇∗p̂l,i =

N−l∑
i=l+1

p̂l,i∇ϕ̄i + ϕ̄l+1p̂l,l − ϕ̄N−l+1p̂l,N−l (3.80)

However, since ϕ(t, ·) is compactly supported in (0, 1) and l/N → 0, the boundary terms ϕ̄l+1 and
ϕ̄N−l+1 will be identically zero for N large enough. With this in mind, and since we will eventually
take the limit N →∞, we shall simply write

N−l∑
i=l+1

ϕ̄i∇∗p̂l,i =

N−l∑
i=l+1

p̂l,i∇ϕ̄i. (3.81)

Lemma 3.15. Let ϕ be as in Theorem 3.10 and Xa,N as in (3.54). Then there exist R+-valued
random variables Aa,N , Ba,N independent of ψ such that Xa,N = Ya,N + Za,N , where

|Ya,N (ϕ, η)| ≤ ‖ψ‖H1Aa,N , |Za,N (ϕ, η)| ≤ ‖ψ‖L∞Ba,N (3.82)

and
lim
N→∞

E[Aa,N ] = lim
N→∞

E[Ba,N ] = 0. (3.83)

Proof.

Xa,N (ϕ, η) = −
∫ ∞

0

N−l∑
i=l+1

ϕ̄i (∂rη(ûl,i) + ∂pq(ûl,i))∇∗p̂l,idt+

+

∫ ∞
0

N−l∑
i=l+1

ϕ̄i
(
∂pη(ûl,i)∇V̂ ′l,i + ∂rq(ûl,i)∇r̂l,i

)
dt.

(3.84)
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We use the equations which define the entropy-entropy flux (η, q), namely{
∂rη + ∂pq = 0

τ ′(r)∂pη + ∂rq = 0
(3.85)

to obtain

Xa,N (ϕ, η) =

N−l∑
i=l+1

∫ ∞
0

ϕ̄i∂pη(ûl,i)
(
∇V̂ ′l,i − τ ′(r̂l,i)∇r̂l,i

)
dt.

=

N−l∑
i=l+1

∫ ∞
0

ϕ̄i∂pη(ûl,i)∇(V̂ ′l,i − τ(r̂l,i))dt+ (3.86)

+

N−l∑
i=l+1

∫ ∞
0

ϕ̄i∂pη(ûl,i)(∇τ(r̂l,i)− τ ′(r̂l,i)∇r̂l,i)dt. (3.87)

After a summation by parts, (3.86) gives

N−l∑
i=l+1

∫ ∞
0

ϕ̄i∂pη(ûl,i)∇(V̂ ′l,i − τ(r̂l,i))dt = Qa,N (ϕ, η) + Za,N (ϕ, η), (3.88)

where

Qa,N (ϕ, η) =

∫ ∞
0

N−l∑
i=l+1

(∇∗ϕ̄i)∂pη(ûl,i−1)(V̂ ′l,i − τ(r̂l,i))dt (3.89)

and

Za,N (ϕ, η) =

∫ ∞
0

N−l∑
i=l+1

ϕ̄i(∇∗∂pη(ûl,i))(V̂
′
l,i − τ(r̂l,i))dt. (3.90)

∂pη is bounded; moreover, Theorem 3.11 implies

lim
N→∞

E

[
1

N

∫ T

0

N−l∑
i=l+1

∫
(V̂ ′l,i − τ(r̂l,i))

2dt

]
= 0, (3.91)

for any T > 0. Therefore we can apply Lemma 3.14 to Qa,N and obtain

Qa,N (ϕ, η) = Ya,N (ϕ, η) + ZQa,N (ϕ, η), (3.92)

where
|Ya,N (ϕ, η)| ≤ ‖ψ‖H1Aa,N , |ZQa,N (ϕ, η)| ≤ ‖ψ‖L∞Aa,N , (3.93)

for some R+-valued random variable Aa,N independent of ψ and such that

lim
N→∞

E[Aa,N ] = 0. (3.94)

We can apply Lemma 3.13 to Za1,N . In fact, since the second derivatives of η are bounded, we have

(∇∗∂pη(ûl,i))
2 ≤ C((∇∗r̂l,i)2 + (∇∗p̂l,i)2), (3.95)

for some C > 0. Furthermore, Theorems 3.11 and 3.12 imply

E

[∫ T

0

N−l∑
i=l+1

(r̂l,i − r̂l,i−1)2dt

]
E

[∫ T

0

N−l∑
i=l+1

(V̂ ′l,i − τ(r̂l,i))
2dt

]
+

+E

[∫ T

0

N−l∑
i=l+1

(p̂l,i − p̂l,i−1)2dt

]
E

[∫ T

0

N−l∑
i=l+1

(V̂ ′l,i − τ(r̂l,i))
2dt

]

≤ 2C1(T )C2(T )

(
N

l2
+
l

σ

)2

,

(3.96)
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which vanishes as N →∞ for any T > 0. Therefore,

|Za1,N (ϕ, η)| ≤ ‖ψ‖L∞Ba1,N , (3.97)

where Ba1,N is a functional independent of ψ such that

lim
N→∞

E[Ba1,N ] = 0. (3.98)

Finally, Lemma 3.13 applies to (3.87), too. We set

Za2,N (ϕ, η) =

N−l∑
i=l+1

∫ ∞
0

ϕ̄i∂pη(ûl,i)(∇τ(r̂l,i)− τ ′(r̂l,i)∇r̂l,i)dt (3.99)

and write

∇τ(r̂l,i)− τ ′(r̂l,i)∇r̂l,i = (τ ′(r̃l,i)− τ ′(r̂l,i))∇r̂l,i = τ ′′(˜̃rl,i)(r̃l,i − r̂l,i)∇r̂l,i, (3.100)

where r̃l,i is between r̂l,i+1 and r̂l,i, while ˜̃rl,i is between r̂l,i and r̃l,i. With this in mind and using
the fact (proven in Appendix A) that τ ′′ is bounded, we obtain∣∣∇τ(r̂l,i)− τ ′(r̂l,i)∇r̂l,i

∣∣ ≤ ‖τ ′′‖L∞ |∇r̂l,i|2. (3.101)

Finally, since, for any T > 0,

E

[
N−l∑
i=l+1

∫ T

0

(r̂l,i+1 − r̂l,i)2dt

]
≤ C2(T )

(
N

l3
+

1

σ

)
→ 0 (3.102)

as N →∞, we obtain
|Za2,N (ϕ, η)| ≤ ‖ψ‖L∞Ba2,N , (3.103)

where Ba2,N is independent of ψ and

lim
N→∞

E[Ba2,N ] = 0. (3.104)

Putting everything together, we have obtained

Xa,N = Ya,N + Za,N , (3.105)

where
Za,N = ZQa,N + Za1,N + Za2,N , (3.106)

and Ya,N and Za,N have the claimed properties.

Lemma 3.16. Let ϕ be as in Theorem 3.10 and let X̃s,N be as in (3.56). Then there exist R+-valued
random variables Ãs,N , B̃s,N , B̃∗s,N , independent of ψ such that X̃s,N = Ỹs,N + Z̃s,N + Z̃∗s,N , where

|Ỹs,N (ϕ, η)| ≤ ‖ψ‖H1Ãs,N , |Z̃s,N (ϕ, η)| ≤ ‖ψ‖L∞B̃s,N ,

|Z̃∗s,N (ϕ, η)| ≤ ‖ψ‖L∞B̃∗s,N
(3.107)

and
lim
N→∞

E[Ãs,N ] = lim
N→∞

E[B̃s,N ] = 0, lim sup
N→∞

E[B̃∗s,N ] <∞. (3.108)

Proof. We look at the term involving V ′, first. We write

σ

∫ ∞
0

N−l∑
i=l+1

ϕ̄i∂rη(ûl,i)∆V̂
′
l,idt = −σ

∫ ∞
0

N−l∑
i=l+1

ϕ̄i∂rη(ûl,i)∇∗∇V̂ ′l,idt

= Q̃s,N (ϕ, η) + Z̃∗s,N (ϕ, η),

(3.109)
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where

Q̃s,N (ϕ, η) = −σ
∫ ∞

0

N−l∑
i=l+1

(∇∗ϕ̄i)∂rη(ûl,i)∇V̂ ′l,idt (3.110)

and

Z̃∗s,N (ϕ, η) = −σ
∫ ∞

0

N−l∑
i=l+1

ϕ̄i−1(∇∗∂rη(ûl,i))∇V̂ ′l,idt. (3.111)

Since ∂rη is bounded and

lim sup
N→∞

(
σ2

N
E

[∫ T

0

N−l∑
i=l+1

(V̂ ′l,i+1 − V̂ ′l,i)2dt

])
≤ C2(T ) lim

N→∞

(
σ2

l3
+
σ

N

)
= 0 (3.112)

for any T > 0, Lemma 3.14 applies to Q̃s,N , yielding

Q̃s,N (ϕ, η) = Ỹs,N (ϕ, η) + Z̃Qs,N (ϕ, η), (3.113)

where
|Ỹs,N (ϕ, η)| ≤ ‖ψ‖H1Ãs,N , |Z̃sQ,N (ϕ, η)| ≤ ‖ψ‖L∞Ãs,N (3.114)

with
lim
N→∞

E[Ãs,N ] = 0. (3.115)

From
(∇∗∂rη(ûl,i))

2 ≤ C((∇∗r̂l,i)2 + (∇∗p̂l,i)2) (3.116)

and

E

[
σ

∫ T

0

N−l∑
i=l+1

(r̂l,i − r̂l,i−1)2dt

]
E

[
σ

∫ T

0

N−l∑
i=l+1

(V̂ ′l,i+1 − V̂ ′l,i)2dt

]
+

+E

[
σ

∫ T

0

N−l∑
i=l+1

(p̂l,i − p̂l,i−1)2dµNt dt

]
E

[
σ

∫ T

0

N−l∑
i=l+1

(V̂ ′l,i+1 − V̂ ′l,i)2dt

]

≤ 2C1(T )C2(T )

(
Nσ

l3
+ 1

)2

,

(3.117)

which stays bounded as N →∞ for any T > 0, Lemma 3.13 applies to Z̃∗s,N . Therefore, we have

|Z̃∗s,N (ϕ, η)| ≤ ‖ψ‖L∞B̃∗s,N , (3.118)

for some R+-valued random variable B̃∗s,N independent of ψ and such that

lim sup
N→∞

E[B̃∗s,N ] <∞. (3.119)

We estimate the quadratic variations, namely

Z̃s1,N (ϕ, η) =
2σ

l3

N−l∑
i=l+1

∫ ∞
0

ϕ̄i∂
2
rrη(ûl,i)dt. (3.120)

Therefore,

|Z̃s1,N (ϕ, η)| ≤
∥∥∂2

rrη
∥∥
L∞

σ

l3

∫ ∞
0

N−l∑
i=l+1

|ϕ̄i|dt ≤ Cη,φ
Nσ

l3
‖ψ‖L∞ . (3.121)

Since Nσ/l3 → 0, as N →∞, the proof is completed if we set

Z̃s,N = Z̃Qs,N + Z̃s1,N . (3.122)
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Similarly, we prove the following.

Lemma 3.17. Let ϕ be as in Theorem 3.10 and let Xs,N be as in (3.55). Then there exist R+-
valued random variables As,N , Bs,N , B∗s,N independent of ψ such that Xs,N decomposes as Xs,N =
Ys,N + Zs,N + Z∗s,N , where

|Ys,N (ϕ, η)| ≤ ‖ψ‖H1As,N , |Zs,N (ϕ, η)| ≤ ‖ψ‖L∞Bs,N ,
|Z∗s,N (ϕ, η)| ≤ ‖ψ‖L∞B∗s,N

(3.123)

and
lim
N→∞

E[As,N ] = lim
N→∞

E[Bs,N ] = 0, lim sup
N→∞

E[B∗s,N ] <∞. (3.124)

Lemma 3.18. Let ϕ be as in Theorem 3.10 and let MN be as in (3.57). Then there exist
AM,N , BM,N ∈ R+ independent of ψ such that MN = YM,N + ZM,N , where

E [|YM,N (ϕ, η)|] ≤ ‖ϕ‖H1AM,N , E [|ZM,N (ϕ, η)|] ≤ ‖ϕ‖L∞BM,N (3.125)

and
lim
N→∞

AM,N = lim
N→∞

BM,N = 0. (3.126)

Proof. Recall ϕ = φψ and set φ̄i(t) = N
∫ 1

0
φ(t, x)1N,i(x)dx, ψ̄i(t) = N

∫ 1

0
φ(t, x)1N,i(x)dx. Sum-

ming by parts and thanks to the fact that ϕi = φiψi + ‖ψ‖L∞O(1/N), we obtain
MN = YM,n + ZM1,N + ZM2,N , where

YM,N (ϕ, η) = −
√

2
σ

N

∫ ∞
0

N−l∑
i=l+1

φ̄i(∇ψ̄i)∂pη(ûl,i+1)dŵl,i, (3.127)

ZM1,N (ϕ, η) = −
√

2
σ

N

∫ ∞
0

N−l∑
i=l+1

ψ̄i+1(∇φ̄i)∂pη(ûl,i+1)dŵl,i, (3.128)

ZM2,N (ϕ, η) = −
√

2
σ

N

∫ ∞
0

N−l∑
i=l+1

ϕ̄i(∇∂pη(ûl,i))dŵl,i. (3.129)

We write

|YM,N (ϕ, η)| =
√

2
σ

N

√√√√(∫ ∞
0

N−l∑
i=l+1

φ̄i(∇ψ̄i)∂pη(ûl,i+1)dŵl,i

)2

≤
√

2
σ

N

√√√√√N
1

l2

N−l∑
i=l+1

∑
|j|<l

∫ ∞
0

φ̄i(∇ψ̄i)∂pη(ûl,i+1)
l − |j|
l

dwi−j

2

.

(3.130)

Now we write ∑
|j|<l

∫ ∞
0

φ̄i(∇ψ̄i)∂pη(ûl,i+1)
l − |j|
l

dwi−j

2

=
∑
|j|<l

(∫ ∞
0

φ̄i(∇ψ̄i)∂pη(ûl,i+1)
l − |j|
l

dwi−j

)2

+ (3.131)

+
∑
k 6=j

(∫ ∞
0

φ̄i(∇ψ̄i)∂pη(ûl,i+1)
l − |k|
l

dwi−k

)(∫ ∞
0

φ̄i(∇ψ̄i)∂pη(ûl,i+1)
l − |j|
l

dwi−j

)
.

This, together with Itô isometry implies implies

E [|YM,N (ϕ, η)|] ≤

√√√√2σ

l2

N−l∑
i=l+1

∑
|j|<l

E

[∫ ∞
0

φ̄2
i (∇ψ̄i)2(∂pη(ûl,i+1))2

(
l − |j|
l

)2

dt

]
.

≤ Cη,φ

√√√√ σ

Nl

1

N

N−l∑
i=l+1

∫ ∞
0

N2(∇ψ̄i)2dt ≤ Cη,φ
√

σ

Nl
‖ψ‖H1 ,

(3.132)
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where Cη,φ is independent of ψ and the coefficient of ‖ψ‖H1 vanishes as N →∞.
Similarly, we obtain

E [|ZM1,N (ϕ, η)|] ≤ C′η,φ
√

σ

Nl
‖ψ‖L∞ . (3.133)

Finally, recalling that ϕ(·, x) is supported in [0, T ], we estimate

E [|ZM2,N (ϕ, η)|] ≤ ‖ψ‖L∞C′′η,φ

√√√√σ

l
E

[
N−l∑
i=l+1

∫ T

0

(∇p̂l,i)2 + (∇r̂l,i)2dt

]

≤ C′′η,φ
√
C2(T )

(
Nσ

l4
+

1

l

)1/2

(3.134)

Since the last term at the right hand side vanishes as N →∞, the lemma is proven.

Similarly, we prove the following.

Lemma 3.19. Let ϕ be as in Theorem 3.10 and let M̃N be as in (3.58). Then there exists
ÃM,N , B̃M,N ∈ R+ independent of ψ such that M̃N = ỸM,N + Z̃M,N , where

E
[
|ỸM,N (ϕ, η)|

]
≤ ‖ϕ‖H1ÃM,N , E

[
|Z̃M,N (ϕ, η)|

]
≤ ‖ϕ‖L∞B̃M,N (3.135)

and
lim
N→∞

ÃM,N = lim
N→∞

B̃M,N = 0. (3.136)

Lemma 3.20. Let ϕ be as in Theorem 3.10 and let NN be as in (3.59). Then there exists R+-valued
random variables An,N and Bn,N , independent of ψ such that NN = Yn,N + Zn,N , where

|Yn,N (ϕ, η)| ≤ ‖ψ‖H1An,N , |Zn,N (ϕ, η)| ≤ ‖ψ‖L∞Bn,N , (3.137)

and
lim
N→∞

E[An,N ] = lim
N→∞

E[Bn,N ] = 0. (3.138)

Proof. As in the proof of Lemma 3.14, we prove the statement for ϕ smooth and compactly sup-
ported, and the general statement for ϕ ∈ H1 ∩ L∞ will follow by approximating ϕ with smooth
and compactly supported functions.

−
∫ ∞

0

∫ 1

0

∂xϕ(t, x)q(ûN (t, x))dxdt

= −
∫ ∞

0

N−l∑
i=l+1

(∫ 1

0

∂xϕ(t, x)1N,i(x)dx

)
q(ûl,i)dt

= −
∫ ∞

0

N−l∑
i=l+1

(
ϕ

(
t,
i

N
+

1

2N

)
− ϕ

(
t,
i

N
− 1

2N

))
q(ûl,i)dt

(3.139)

=

∫ ∞
0

N−l∑
i=l+1

ϕ

(
t,
i

N
− 1

2N

)
∇q(ûl,i)dt

=

∫ ∞
0

N−l∑
i=l+1

ϕ̃i∇q(ûl,i)dt

=

∫ ∞
0

N−l∑
i=l+1

ϕ̃i(∂rq(ũl,i)∇r̂l,i + ∂pq(ũl,i)∇p̂l,i),

(3.140)

for some ũl,i on the segment joining ûl,i and ûl,i+1 and where

ϕ̃i(t) := ϕ

(
t,
i

N
− 1

2N

)
. (3.141)
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Thus,

NN (ϕ, η) =

∫ ∞
0

N−l∑
i=l+1

ϕ̃i(∂rq(ũl,i)∇r̂l,i + ∂pq(ũl,i)∇p̂l,i)dt+

−
∫ ∞

0

N−l∑
i=l+1

ϕ̄i (∂rq(ûl,i)∇r̂l,i − ∂pq(ûl,i)∇∗p̂l,i) dt

= Nr,N (ϕ, η) +Np,N (ϕ, η) +N1,N (ϕ, η),

(3.142)

where

Nr,N (ϕ, η) =

∫ ∞
0

N−l∑
i=l+1

(ϕ̃i∂rq(ũl,i)− ϕ̄i∂rq(ûl,i))∇r̂l,idt, (3.143)

Np,N (ϕ, η) =

∫ ∞
0

N−l∑
i=l+1

(ϕ̃i∂pq(ũl,i)− ϕ̄i∂pq(ûl,i))∇p̂l,idt, (3.144)

N1,N (ϕ, η) =

∫ ∞
0

N−l∑
i=l+1

ϕ̄i∂pq(ûl,i)(∇p̂l,i +∇∗p̂l,i)dt. (3.145)

Since
∇p̂l,i +∇∗p̂l,i = p̂l,i+1 + p̂l,i−1 − 2p̂l,i = ∆p̂l,i, (3.146)

the term N1,N can be estimated exactly in the same way we estimated

σ

∫ ∞
0

N−l∑
i=l+1

ϕ̄i∂pη(ûl,i)∆V̂
′
l,idt (3.147)

in Lemma 3.16. The main difference here is that in N1,N does not have a factor σ. Therefore we
obtain

N1,N (ϕ, η) = Yn1,N (ϕ, η) + Zn1,N (ϕ, η), (3.148)

where
|Yn1,N (ϕ, η)| ≤ ‖ψ‖H1An1,N , |Zn1,N (ϕ, η)| ≤ ‖ψ‖H1Bn1,N , (3.149)

for some R+-valued random variables An1,N and Bn1,N independent of ψ and such that

lim
N→∞

E[An1,N ] = lim
N→∞

E[Bn1,N ] = 0. (3.150)

We are left with estimating Nr,N and Np,N . We only evaluate Nr,N , as Np,N is dealt with in a
similar way. From (3.143), we evaluate

ϕ̃i∂rq(ũl,i)− ϕ̄i∂rq(ûl,i) = (ϕ̃i − ϕ̄i)∂rq(ûl,i) + ϕ̃i(∂rq(ũl,i)− ∂rq(ûl,i)), (3.151)

which implies Nr,N = Nr1,N +Nr2,N , where

Nr1,N (ϕ, η) =

∫ ∞
0

N−l∑
i=l+1

(ϕ̃i − ϕ̄i)∂rq(ûl,i)∇r̂l,idt (3.152)

and

Nr2,N (ϕ, η) =

∫ ∞
0

N−l∑
i=l+1

ϕ̃i(∂rq(ũl,i)− ∂rq(ûl,i))∇r̂l,idt. (3.153)

Since |ϕ̃i| ≤ C‖ψ‖L∞ , performing estimates identical to the ones done in the proof of Lemma 3.16,
we can write Nr2,N = Yr2,N + Zr2,N , where

|Yr2,N (ϕ, η)| ≤ ‖ψ‖H1Ar2,N , |Zr2,N (ϕ, η)| ≤ ‖ψ‖L∞Ar2,N , (3.154)

for some R+-valued random variable Ar2,N independent of ψ and such that

lim
N→∞

E[Ar2,N ] = 0. (3.155)
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In estimating Nr1,N , given by (3.152) , we evaluate ϕ̃i− ϕ̄i in the same fashion as (3.78) , obtaining∫ ∞
0

N−l∑
i=l+1

(ϕ̃i − ϕ̄i)2dt ≤ 1

N
‖∂xϕ‖L2 . (3.156)

Moreover, since

lim
N→∞

E

[
1

N

∫ T

0

N−l∑
i=l+1

(r̂l,i+1 − r̂l,i)2dt

]
= 0, (3.157)

for any T > 0 and since the first derivatives of q are bounded, we can follow the proof of Lemma
3.14 and obtain Nr1,N = Yr1,N + Zr1,N , where

|Yr1,N (ϕ, η)| ≤ ‖ψ‖H1Ar1,N , |Zr1,N (ϕ, η)| ≤ ‖ψ‖L∞Ar1,N , (3.158)

for some R+-valued random variable Ar1,N independent of ψ and such that

lim
N→∞

E[Ar1,N ] = 0. (3.159)

The proof is concluded once we write NN = Yn,N + Zn,N , with Yn,N = Yn1,N + Yr1,N + Yr2,N and
Zn,N = Zn1,N + Zr1,N + Zr2,N

3.3 One and Two-Block Estimates

3.3.1 The Relative Entropy and the Dirichlet Forms

Denote by λN the Gibbs measure

λN (dr, dp) := λN1,0,0(dr, dp) =

N∏
i=1

exp

(
−
(
p2
i

2
+ V (ri)

)
−G(1, 0)

)
dri

dpi√
2π
. (3.160)

Denote by µNt the probability measure, on R2N , of the system a time t. The density fNt of µNt with
respect to λN solves the Fokker-Plank equation

∂fNt
∂t

=
(
G τ̄(t)
N

)∗
fNt . (3.161)

Here
(
G τ̄(t)
N

)∗
= −NLτ̄(t)

N +Nτ̄(t)pN + σN(SN + S̃N ) is the adjoint of G τ̄(t)
N with respect to λN .

Recall the definition of the relative entropy given by (2.22), and and the Dirichlet forms (2.23).

Theorem 3.21. Assume there is a constant C0 independent of N such that HN (0) ≤ C0N . Assume
also the external tension τ̄ : R→ R is bounded with bounded derivative.

There exists C(t) independent of N such that

HN (fNt ) + σ

∫ t

0

DN (fNs ) + D̃N (fNs )ds ≤ C(t)N. (3.162)

Proof. The statement will follow by a Grönwall argument. We calculate

d

dt
HN (fNt ) =

∫
(∂tf

N
t ) log fNt dλ

N +

∫
∂tf

N
t dλ

N

=

∫
(∂tf

N
t ) log fNt dλ

N +

∫
∂tf

N
t dλ

N .

(3.163)

By (3.161):

d

dt
HN (fNt ) =

∫
fNt G

τ̄(t)
N log fNt dλ

N

= N

∫
fNt L

τ̄(t)
N log fNt dλ

N +Nσ

∫
fNt SN log fNt dλ

N +Nσ

∫
fNt S̃N log fNt dλ

N .

(3.164)
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We have ∫
fNt L

τ̄(t)
N log fNt dλ

N =

∫
L
τ̄(t)
N fNt dλ

N = Nτ̄(t)

∫
pNf

N
t dλ

N . (3.165)

We estimate the second term in (3.164) (the third term will be analogous).∫
fNt SN log fNt dλ

N = −
N−1∑
i=1

∫
ftD

∗
iDi log fNt dλ

N

= −
N−1∑
i=1

∫
(Dif

N
t )(Di log fNt )dλN = −

N−1∑
i=i

∫
(Dif

N
t )2

fNt
dλN = −4DN (fNt ).

(3.166)

Putting everything together, we obtain

d

dt
HN (fNt ) = Nτ̄(t)

∫
pNf

N
t dλ

N − 4Nσ(DN (fNt ) + D̃N (fNt )) (3.167)

which, after a time integration, becomes,

HN (fNt ) = HN (fN0 ) +N

∫ t

0

dsτ̄(s)

∫
pNf

N
s dλ

N − 4Nσ

∫ t

0

(DN (fNs ) + D̃N (fNs ))ds. (3.168)

We estimate the term involving pN .

N

∫
pNf

N
s dλ

N = N

∫
(L

τ̄(t)
N qN )fNs dλ

N =

∫
(G

τ̄(s)
N qN )fNs dλ

N =

∫
qN∂sf

N
s dλ

N (3.169)

where we have used the nontrivial identity S̃NqN = 0. Hence we get

N

∫ t

0

dsτ̄(s)

∫
pNf

N
s dλ

N = τ̄(t)

∫
qNf

N
t dλ

N − τ̄(0)

∫
qNf

N
0 dλ

N −
∫ t

0

dsτ̄ ′(s)

∫
qNf

N
s dλ

N

(3.170)
By the entropy inequality and for any α > 0,∫

|qN |fNt dλN ≤
1

α
HN (fNt ) + log

∫
eα|qN |dλN ≤ 1

α
HN (fNt ) + log

∫ N∏
i=1

eα|ri|dλN

=
1

α
HN (fNt ) +N log

∫ ∞
−∞

eα|r1|−V (r1)dr1 =
1

α
HN (fNt ) + C(α)N,

(3.171)

with C(α) is independent of N . Therefore,

N

∣∣∣∣∫ t

0

dsτ̄(s)

∫
pNf

N
s dλ

N

∣∣∣∣ ≤ Kτ̄

α

(
HN (fNt ) +HN (fN0 ) +

∫ t

0

HN (fNs )ds

)
+N(2 + t)Kτ̄C(α),

(3.172)
where Kτ̄ = supt≥0{|τ̄(t)|+ |τ̄ ′(t)|}. Thus, choosing α = 2Kτ̄ ,

HN (fNt ) ≤ 3HN (fN0 ) +

∫ t

0

HN (fNs )ds+ C′N − 8Nσ

∫ t

0

(DN (fNs ) + D̃N (fNs ))ds, (3.173)

where C′ does not depend on N . Since DN and D̃N are non-negative and since HN (fN0 ) ≤ C0N ,
by Grönwall’s inequality we obtain

HN (fNt ) ≤ C′′etN, (3.174)

for some C′′ independent of N . Using this, equation (3.173) becomes

Nσ

∫ t

0

(DN (fNs ) + D̃N (fNs ))ds ≤ C′′′(t)N, (3.175)

for some C′′′(t) independent of N , which completes the proof.
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In order to obtain an explicit bound on the one-block estimate, we make use a logarithmic
Sobolev inequality.

For 1 ≤ m ≤ i ≤ N , denote by µ̄ρ,p̄m,i ∈ M1(R2m) the projection of the probability measure µNt
on {ri−m+1, pi−m+1, . . . , ri, pi} conditioned to

1

m

m−1∑
j=0

ri−j = ρ,
1

m

m−1∑
j=0

pi−j = p̄. (3.176)

Denote also by λ̄ρ,p̄m,i the measure analogously obtained from λN . Since the potential V is uniformly

convex, the density of the measure λN is log-concave. The same applies to the conditional measures
λ̄ρ,p̄m,i. Thus, the Bakry-Emery criterion applies and we have the following logarithmic Sobolev
inequality (LSI): ∫

g2 log g2 dλ̄ρ,p̄m,i ≤ Clsim
2
m−1∑
j=1

∫ [
(Di−jg)2 +

(
D̃i−jg

)2
]
dλ̄ρ,p̄m,i, (3.177)

if g2 is a smooth probability density on R2m (with respect to λ̄ρ,p̄m,i) and Clsi is a universal constant
depending on the interaction V only. A straightforward consequence of the LSI is the following
lemma.

Lemma 3.22. Let f̄ρ,p̄m,i be the density of µ̄ρ,p̄m,i with respect to λ̄ρ,p̄m,i. Then

N∑
i=m

∫
f̄ρ,p̄m,i log f̄ρ,p̄m,idλ̄

ρ,p̄
m,i ≤ m

3Clsi(DN (fNt ) + D̃N (fNt )). (3.178)

Proof. Choosing g2 = f̄ρ,p̄m,i in (3.177), and using Jensen inequality we obtain

N∑
i=m

∫
f̄ρ,p̄m,i log f̄ρ,p̄m,idλ̄

ρ,p̄
m,i ≤ m

2Clsi

N∑
i=m

m−1∑
j=1

∫
1

4fNt

((
Di−jf

N
t

)2

+
(
D̃i−jf

N
t

)2
)
dλN . (3.179)

The last step is noting that, when summing over i, any of the terms
(
Di−jf

N
t

)2
or
(
D̃i−jf

N
t

)2

appear at most m times. This gives the extra factor m and re-constructs the Dirichlet forms:

N∑
i=m

∫
f̄ρ,p̄m,i log f̄ρ,p̄m,idλ̄

ρ,p̄
m,i ≤ m

3Clsi

N−1∑
i=1

∫
1

4fNt

((
Dif

N
t

)2

+
(
D̃if

N
t

)2
)
dλN

= m3Clsi
(
DN (fNt ) + D̃N (fNt )

)
.

(3.180)

3.3.2 Block Estimates

In this section we prove the three main estimate we have used in proving our main result: the energy,
one-block and two-block estimates. In what follows the expectations E at time t shall be evaluated
in terms of integrals with respect to the measure µNt .

Lemma 3.23 ( Energy estimate). There exists C′e(t) independent of N such that

N∑
i=1

∫ (
p2
i

2
+ V (ri)

)
dµNt ≤ C′e(t)N. (3.181)

Proof. Let α > 0. By the entropy inequality we have

α

∫ N∑
i=1

(
p2
i

2
+ V (ri)

)
dµNt ≤ HN (fNt ) + log

∫
exp

(
α

N∑
i=1

(
p2
i

2
+ V (ri)

))
dλN ,

= HN (fNt ) +N log

∫
exp

((
α− 1

2

)
p2
i + (α− 1)V (r)−G(1, 0)

)
dr

dp√
2π

(3.182)
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Since the integral at the right-hand side is convergent for α < 1/2 and H(fNt ) ≤ C(t)N , we have
obtained, after fixing α,

N∑
i=1

∫ (
p2
i

2
+ V (ri)

)
dµNt ≤ C′e(t)N, (3.183)

for some C′e(t) independent of N .

Corollary 3.24. There exists Ce(t) independent of N such that

N∑
i=1

∫ (
p2
i + r2

i

)
dµNt ≤ Ce(t)N. (3.184)

Proof. It easily follows from Lemma 3.23 and the fact that V ′′(r) ≥ c1, for some c1 > 0 and large
enough r.

We denote, for 1 ≤ l ≤ i ≤ N ,

r̄l,i :=
1

l

l−1∑
j=0

ri−j , p̄l,i :=
1

l

l−1∑
j=0

pi−j , V̄ ′l,i :=
1

l

l−1∑
j=0

V ′(ri−j). (3.185)

Lemma 3.25 (One-block estimate). There exists l0 ∈ N and C′1(t) independent of N such that

N∑
i=l

∫ t

0

∫ (
V̄ ′l,i − τ (r̄l,i)

)2
dµNs ds ≤ C′1(t)

(
N

l
+
l2

σ

)
, (3.186)

whenever N ≥ l > l0.

Proof. Fix α > 0. By the entropy inequality and Lemma 3.22:

N∑
i=l

α

∫ t

0

∫ (
V̄ ′l,i − τ (r̄l,i)

)2
dµNs

≤ l3Clsi
∫ t

0

(DN (s) + D̃N (s))ds+ t

N∑
i=l

log

∫
exp

(
α
(
V̄ ′l,i − τ(r̄l,i)

)2)
dλ̄ρ,p̄l,i

≤ C(t)
l3

σ
+ t

N∑
i=l

log

∫
exp

(
α
(
V̄ ′l,i − τ(ρ)

)2)
dλ̄ρ,p̄l,i ,

(3.187)

where we have used the bound on the time integral of the Dirichlet form and the fact that r̄l,i = ρ
when integrating with respect to λ̄ρ,p̄l,i . It is a standard result (cf [11], corollary 5.5). that there
exists a universal constant C′ and l0 depending on V only such that∫

eϕdλ̄ρ,p̄l,i ≤ C
′
∫
eϕdλN1,p̄,τ(ρ) (3.188)

for any integrable function ϕ and whenever l > l0. Hence, we obtain

N∑
i=l

α

∫ t

0

∫ (
V̄ ′l,i − τ (r̄l,i)

)2
dµNs ds ≤ t

N∑
i=l

log

∫
C′ exp

(
α
(
V̄ ′l,i − τ(ρ)

)2)
dλN1,p̄,τ(ρ) + C(t)

l3

σ
,

(3.189)
We are left to estimate the expectation with respect to λNβ,p̄,τ(ρ). In order to do so we introduce a
normally distributed random variable ξ and write∫

exp
(
α
(
V̄ ′l,i − τ(ρ)

)2)
dλN1,p̄,τ(ρ) = Eξ

[∫
exp

(
ξ
√

2α
(
V̄ ′l,i − τ(ρ)

))
dλN1,p̄,τ(ρ)

]
= Eξ

[
e−τ(ρ)ξ

√
2α

(∫
exp

(
ξ
√

2α

l
V ′(r1)

)
dλN1,p̄,τ(ρ)

)l]
,

(3.190)
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Since, by Lemma A.2,∫
exp

(
ξ
√

2α

l
V ′(r1)

)
dλNβ,p̄,τ(ρ) ≤ exp

(
c2α

l2
ξ2 +

τ(ρ)
√

2α

l
ξ

)
, (3.191)

we obtain ∫
exp

(
α
(
V̄ ′l,i − τ(ρ)

)2)
dλN1,p̄,τ(ρ) ≤ Eξ

[
exp

(c2α
l
ξ2
)]
, (3.192)

and the right hand side is independent of ρ and p̄. Putting everything together yields

α

N∑
i=l

∫ t

0

∫ (
V̄ ′l,i − τ (r̄l,i)

)2
dµNs ≤

C(t)l3

σ
+ (N − l + 1)t log

(
C′Eξ

[
exp

(c2α
l
ξ2
)])

. (3.193)

and the conclusion follows taking α = l/(4c2).

Lemma 3.26 (Two-block estimate). Let l0 as in Lemma 3.25. There exists C′2(t) independent of
N such that, for l0 < l ≤ m < N ,

N−m∑
i=l

∫ t

0

∫
(η̄l,i+m − η̄l,i)2 dµNs ds ≤ C′2(t)

(
N

l
+
m2

σ

)
, (3.194)

whenever η̄l,i ∈ {p̄l,i, V̄ ′l,i, τ(r̄l,i), r̄l,i}.

Proof. We start with η̄l,i = V̄ ′l,i. Denote by V ′i := V ′(ri). The integration by parts formula∫ (
V ′i+m − V ′i

)
ϕfNs dλ

N =

∫ (
∂ri+mϕ− ∂riϕ

)
fNs dλ

N +

∫
ϕ
(
∂ri+mf

N
s − ∂rif

N
s

)
dλN , (3.195)

gives ∫ (
V̄ ′l,i+m − V̄ ′l,i

)2
dµNs =

1

l

l−1∑
j=0

∫ (
V ′i+m−j − V ′i−j

) (
V̄ ′l,i+m − V̄ ′l,i

)
fNs dλ

N

=
1

l

l−1∑
j=0

∫ (
∂ri+m−j

(
V̄ ′l,i+m − V̄ ′l,i

)
− ∂ri−j

(
V̄ ′l,i+m − V̄ ′l,i

))
dµNs +

+
1

l

l−1∑
j=0

∫ (
V̄ ′l,i+m − V̄ ′l,i

) (
∂ri+m−jf

N
s − ∂ri−jf

N
s

)
dλN .

(3.196)

We evaluate

∂ri+m−j
(
V̄ ′l,i+m − V̄ ′l,i

)
− ∂ri−j

(
V̄ ′l,i+m − V̄ ′l,i

)
=

1

l

(
V ′′i+m−j + V ′′i−j

)
, (3.197)

Moreover, by the Cauchy-Schwarz inequality:

1

l

l−1∑
j=0

∫ (
V̄ ′l,i+m − V̄ ′l,i

) (
∂ri+m−jf

N
s − ∂ri−jf

N
s

)
dλN

≤ 1

2

∫
(V̄ ′l,i+m − V̄ ′l,i)2dµNs +

2

l

l−1∑
j=0

∫
1

fNs

(
∂ri+m−jf

N
s − ∂ri−jf

N
s

)2

dλN .

(3.198)
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Finally, we estimate

2

l

l−1∑
j=0

∫
1

fNs

(
∂ri+m−jf

N
s − ∂ri−jf

N
s

)2

dλN

=
2

l

l−1∑
j=0

∫
1

fNs

i+m−j−1∑
k=i−j

(
∂rk+1f

N
s − ∂rkf

N
s

)2

dλN

≤ 2m

l

l−1∑
j=0

i+m−j−1∑
k=i−j

∫
1

fNs

(
∂rk+1f

N
s − ∂rkf

N
s

)2

dλN

≤ 2m

i+m−1∑
k=i−l+1

∫
1

fNs

(
∂rk+1f

N
s − ∂rkf

N
s

)2

dλN

(3.199)

Putting everything together we obtain

N−m∑
i=l

∫ t

0

(
V̄ ′l,i+m − V̄ ′l,i

)2
dµNs ds ≤ 2t

N − l −m+ 1

l

∥∥V ′′∥∥
L∞

+
1

2

N−m∑
i=l

∫ t

0

(
V̄ ′l,i+m − V̄ ′l,i

)2
dµNs ds+

+2m

N−m∑
i=l

i+m−1∑
k=i−l+1

∫ t

0

∫
1

fNs

(
∂rk+1f

N
s − ∂rkf

N
s

)2

dλNds,

(3.200)
which leads to the conclusion, since we gain an extra factor m + l − 1 in the last term order to
rebuild the Dirichlet form D̃(fNs ) as in the proof of the Lemma 3.22.

Thanks to the integration by parts formula∫
(pi+m − pi)ϕfNs dλN =

∫ (
∂pi+mϕ− ∂piϕ

)
ϕfNs dλ

N +

∫
ϕ
(
∂pi+mϕf

N
s − ∂piϕf

N
s

)
dλN ,

(3.201)
the case η̄l,i = p̄l,i is analogous. Finally. we treat the cases η̄l,i = r̄l,i and η̄l,i = τ(r̄l,i) simultane-
ously. Since, by Appendix A, τ ′ is bounded from below, we have, for some constant C,

C2 (r̄l,i+m − r̄l,i)2 ≤ (τ(r̄l,i+m)− τ(r̄l,i))
2

≤ 3
(
V̄ ′l,i+m − V̄ ′l,i

)2
+ 3

(
τ(r̄l,i)− V̄ ′l,i

)2
+ 3

(
τ(r̄l,i+m)− V̄ ′l,i+m

)2
,

(3.202)

which imply the conclusion by the first part of the proof and the one block estimate.

The two-block estimates can be written in terms of the averages η̂l,i thanks to the following
Lemma.

Lemma 3.27.

η̂l,i+1 − η̂l,i =
1

l
(η̄l,i+l − η̄l,i) . (3.203)

Proof. We prove the statement by induction over l, for each fixed k. The statement for l = 1 is
obvious, since both η̂1,i+1 − η̂1,i and η̄1,i+1 − η̄1,i are equal to ηi+1 − ηi.

Assume now the statement is true for some l ≥ 1, that is

η̂l,i+1 − η̂l,i =
1

l
(η̄l,i+l − η̄l,i) . (3.204)

We prove it holds for l + 1 as well. We have, in fact

η̂l+1,i+1 − η̂l+1,i =
1

l + 1

∑
|j|<l+1

l + 1− |j|
l + 1

ηi+1−j −
1

l + 1

∑
|j|<l+1

l + 1− |j|
l + 1

ηi−j

=
1

(l + 1)2

∑
|j|<l+1

(l + 1− |j|)(ηi+1−j − ηi−j)

=
l2

(l + 1)2

1

l

∑
|j|<l

l − |j|
l

(ηi+1−j − ηi−j) +
1

(l + 1)2

∑
|j|<l+1

(ηi+1−j − ηi−j).

(3.205)
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For the first summation we can use our inductive hypothesis, while the second summation is a
telescopic one. Therefore we obtain

η̂l+1,i+1 − η̂l+1,i =
1

(l + 1)2

l−1∑
j=0

(ηi+l−j − ηi−j) +
1

(l + 1)2
(ηi+l+1 − ηk−l)

=
1

(l + 1)2

(
l∑

j=1

ηi+l+1−j + ηi+l+1 −
l−1∑
j=0

ηi−j − ηk−l

)

=
1

(l + 1)2

l∑
j=0

(ηi+l+1−j − ηi−j)

=
1

l + 1
(η̄l+1,i+l+1 − η̄l+1,i).

(3.206)

From the previous lemma and the two-block estimate it follows:

Corollary 3.28. Let N ≥ l > l0 and η̂l,i ∈ {p̂l,i, V̂ ′l,i, τ(r̂l,i), r̂l,i}. There is C′2(t) independent of N
such that

N−l∑
i=l

∫ t

0

∫
(η̂l,i+1 − η̂l,i)2dµNs ds ≤ C2(t)

(
N

l3
+

1

σ

)
. (3.207)

Proof. Let η̂l,i ∈ {p̂l,i, V̂ ′l,i, r̂l,i}. Then, from

η̂l,i+1 − η̂l,i =
1

l
(η̄l,i+l − η̄l,i), (3.208)

where η̄l,i is defined as in the previous lemma, we have

(η̂l,i+1 − η̂l,i)2 =
1

l2
(η̄l,i+l − η̄l,i)2, (3.209)

and the conclusion follows from Lemma 3.26 with m = l.
For η̂l,i = τ(r̂l,i) the conclusion follow once more from the lemma, since

(τ(r̂l,i+1)− τ(r̂l,i))
2 ≤ C(r̂l,i+1 − r̂l,i)2. (3.210)

Finally, we compare the averages η̄l,i and η̂l,i. This allows us to write the one-block estimate in
terms of the averages η̂l,i.

Lemma 3.29. Let l0 be as in Lemma 3.25. There is C3(t) independent of N such that

N−l+1∑
i=l

∫ t

0

∫
(η̂l,i − η̄l,i)2 dµNs ≤ C3(t)

(
N

l
+
l2

σ

)
, (3.211)

for ηj ∈ {rj , pj , V ′(rj)} and whenever N ≥ l > l0.

Proof. We prove the statement for ηj = V ′(rj), first. Define

∂̄l,i :=
1

l

l−1∑
j=0

∂ri−j , ∂̂l,i :=
1

l

∑
|j|<l

l − |j|
l

∂ri−j . (3.212)

Integrating by parts we have∫ (
V̂ ′l,i − V̄ ′l,i

)2

dµNs =

∫ (
V̂ ′l,i − V̄ ′l,i

)(
V̂ ′l,i − V̄ ′l,i

)
fNs dλ

N

=

∫ (
∂̂l,i − ∂̄l,i

)(
V̂ ′l,i − V̄ ′l,i

)
dµNs +

∫ (
V̂ ′l,i − V̄ ′l,i

)(
∂̂l,if

N
s − ∂̄l,ifNs

)
dλN .

(3.213)

30



We can write

∂̂l,i − ∂̄l,i =
1

l

∑
|j|<l

cj∂ri−j , V̂ ′l,i − V̄ ′l,i =
1

l

∑
|j|<l

cjV
′
i−j (3.214)

where the numbers cj have the following properties: c2j ≤ 1, and
∑
|j|<l

cj = 0. This allows us to

estimate (
∂̂l,i − ∂̄l,i

)(
V̂ ′l,i − V̄ ′l,i

)
=

1

l2

∑
|i|<l

c2iV
′′(ri−j) ≤

2 ‖V ′′‖L∞
l

. (3.215)

For the remaining term in (3.213) we use Cauchy-Schwarz:∫ (
V̂ ′l,i − V̄ ′l,i

)(
∂̂l,if

N
s − ∂̄l,ifNs

)
dλN ≤ 1

2

∫ (
V̂ ′l,i − V̄ ′l,i

)2

dµNs +
1

2

∫
1

fNs

(
∂̂l,if

N
s − ∂̄l,ifNs

)2

dλN .

(3.216)
The last term at the right-hand side evaluates as

∂̂l,if
N
s − ∂̄l,ifNs =

1

l

l∑
j=1

j

l

(
∂ri−j+lf

N
s − ∂ri−jf

N
s

)
. (3.217)

Therefore∫
1

fNs

(
∂̂l,if

N
s − ∂̄l,ifNs

)2

dλN =
4

l2

∫
1

fNs

(
l∑

j=1

j

l

(
∂ri−j+lf

N
s − ∂ri−jf

N
s

))2

dλN (3.218)

is estimated by the Dirichlet form as in the proof of the two block estimate, since j/l < 1, leading
to the conclusion.

The proof of the statement for ηj = pj is analogous. We are left with the case ηj = rj . Since we
do not have an integration by parts formula involving rj alone, we follow the proof of Lemma 3.25:
for any α > 0,

N∑
i=l

α

∫ t

0

∫
(r̂l,i − r̄l,i)2 dµNs ≤ t

N∑
i=l

log

∫
eα(r̂l,i−r̄l,i)

2

dλ̄ρ,p̄2l−1,i+l−1 + C(t)
(2l − 1)3

σ
, (3.219)

We write ∫
exp

(
α(r̂l,i − r̄l,i)2) dλ̄ρ,p̄2l−1,i+l−1 ≤ C

′
∫

exp
(
α(r̂l,i − r̄l,i)2) dλN1,p̄,τ(ρ) (3.220)

= C′Eξ
[∫

exp
(√

2αξ(r̂l,i − r̄l,i)
)
dλN1,p̄,τ(ρ)

]
, (3.221)

where ξ is a normally distributed random. In order to calculate the last integral, we define G(τ) :=
G(1, τ). Recalling that G is smooth and G′′ is bounded (see Lemma A.3), we write

∫
exp

(√
2αξ(r̂l,i − r̄l,i)

)
dλN1,p̄,τ(ρ) =

∫
exp

√2αξ

l

∑
|j|<l

cjri−j

 dλN1,p̄,τ(ρ)

=
∏
|j|<l

∫
exp

(√
2αξ

l
cjri−j + τ(ρ)ri−j − V (ri−j)−G(τ(ρ))

)
dri−j

=
∏
|j|<l

exp

(
G

(
τ(ρ) +

√
2αξ

l
cj

)
−G(τ(ρ))

)

= exp
∑
|j|<l

(
G′(τ(ρ))

√
2αξ

l
cj +G′′(τ̃)

αξ2

l2
c2j

)
,

(3.222)
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for some intermediate value τ̃ . Since
∑
j cj = 0, c2j ≤ 1 we have

exp
∑
|j|<l

(
G′(τ(ρ))

√
2αξ

l
cj +G′′(τ̃)

αξ2

l2
c2j

)
≤ exp

(
2α(2l + 1)‖G′′‖L∞

l2
ξ2

)
. (3.223)

Therefore we have obtained∫
exp

(
α(r̂l,i − r̄l,i)2) dλ̄ρ,p̄2l−1,i+l−1 ≤ C

′Eξ
[
exp

(
6α‖G′′‖L∞

l
ξ2

)]
, (3.224)

and again the right hand side is independent of ρ and p̄. The conclusion then follows as in the proof
of the one block estimate.

We end this section by stating the one block estimate in terms of the averages η̂l,i.

Corollary 3.30. Let l0 be as in Lemma 3.25. There is C1(t) independent of N such that

N−l+1∑
i=l

∫ t

0

∫
(V̂ ′l,i − τ(r̂l,i))

2dµNs ds ≤ C1(t)

(
N

l
+
l2

σ

)
, (3.225)

whenever N ≥ l > l0.

Proof. It follows immediately from the first one block estimate and the average comparison, since

(V̂ ′l,i − τ(r̂l,i))
2 ≤ 3(V̂ ′l,i − V̄ ′l,i)2 + 3(V̄ ′l,i − τ(r̄l,i))

2 + 3(τ(r̄l,i)− τ(r̂l,i))
2 (3.226)

and
(τ(r̄l,i)− τ(r̂l,i))

2 ≤ C(r̄l,i − r̂l,i)2. (3.227)

4 Thermodynamic Consequences

In this final section we want to prove that any limit distribution Q of QN satisfy the thermodynamic
principles applied to isothermal transformations. Throughout this section, we shall restore β.

In order to perform a isothermal thermodynamic transformation we fix τ0, τ1, t1 ∈ R and take
the external tension τ̄ to be a smooth function such that τ̄(0) = τ0 and τ̃(t) = τ1 for all t ≥ t1.
This corresponds to the following physical situation: at time 0 the system is at equilibrium, and
the equilibrium state is determined by (β, τ0). Then we vary the external tension and we eventually
bring the system to another equilibrium state (reached asymptotically as t → ∞), identified by
(β, τ1) (we are performing isothermal transformations, so the temperature does not change). This
is the way we define a a thermodynamic isothermal transformation between two equilibrium states
(β, τ0) and (β, τ1).

Recall the definition of the Gibbs potential:

G(β, τ) = log

∫ ∞
−∞

exp(−βV (r) + βτr)dr. (4.1)

Moreover, the free energy F is defined as

F (β, ρ) = sup
τ∈R
{τρ− β−1G(β, τ)} (4.2)

and the tension τβ is given by
τβ(ρ) = ∂ρF (β, ρ). (4.3)

Finally, the internal energy U is defined by

U(β, τ) = Eλβ,0,τ

[
p2

2
+ V (r)

]
. (4.4)

Throughout this section we need the following assumption on the convergence of the energy:
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Assumption A. For

EN (t) :=
1

N

N∑
i=1

(
pi(t)

2

2
+ V (ri(t))

)
, (4.5)

assume

lim
N→∞

E
[
EN (t)−

∫ 1

0

U(β, τβ(rN (t, x))dx

]
= 0, (4.6)

and
lim
N→∞

EN (0) = U(β, τ0). (4.7)

Furthermore, under the proper convergent subsequence,

lim
N→∞

∫ 1

0

∫ ∞
0

ψ(t, x)EQN [f(ûN (t, x))] dxdt =

∫ 1

0

∫ ∞
0

ψ(t, x)EQ [f(ũ(t, x))] dxdt. (4.8)

for all test functions ψ and all continuous f with quadratic growth.

Remark. Assumption A is necessary because all our bounds rely on relative entropy that is not
sufficient to give the uniform integrability for the convergence of second moments.

We also need some assumptions on the weak solutions considered:

• When tension is held at the constant value τ1,

lim
t→∞

τβ(r̃(t, x)) = τ1, lim
t→∞

p̃(t, x) = 0 (4.9)

for almost all x ∈ [0, 1].

•
L(t) :=

∫ 1

0

r(t, y) dy. (4.10)

is a bounded variation function of t. This is necessary in order to define the macroscopic work
W (t) below.

The first law of thermodynamics is an energy balance which takes into account energy loss (or
gain) via heat exchange. It reads as follows.

∆U = W +Q, (4.11)

where ∆U is the difference of internal energy between two equilibrium states, W is the work done
on the system (which depends on the external force τ̄) and Q is the heat exchanged (which depends
on the noise, i.e. on σ). In order to deduce the first principle, we use the equations (2.11) to obtain,
from a direct calculation,

EN (t)− EN (0) =

∫ t

0

dEN (s) = WN (t) +QN (t), (4.12)

where

WN (t) =

∫ t

0

τ̄(s)pN (s) ds (4.13)

and

QN (t) = −σ
∫ t

0

N−1∑
i=1

(
(∇pi(s))2 − 2β−1) ds+

√
2σ

βN

N−1∑
i=1

∫ t

0

(∇pi(s))dwi(s). (4.14)

WN can be rewritten in the more expressive form

WN (t) =

∫ t

0

τ̄(s)d

(
qN (s)

N

)
=

∫ t

0

τ̄(s)d

(
1

N

N∑
i=1

ri(s)

)
, (4.15)

so that we have

W (t) = lim
N→∞

WN (t) =

∫ t

0

τ̄(s)dL(s), (4.16)
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W (t) is the macroscopic work done by the external tension up to time t.
By our Assumption A about the convergence of the energy, we obtain that EN (t) − EN (0)

converges to the difference of internal energy, and so QN (t) converges, as N →∞ to the quantity

Q(t) =

∫ 1

0

(U(β, τβ(r̃(t, x)))− U(β, τ0))dx−W (t). (4.17)

Therefore, taking the limit t→∞ we obtain the first principle of thermodynamics

U(β, τ1)− U(β, τ0) = W +Q. (4.18)

Let us move now to the second principle. It states that, during a isothermal thermodynamic trans-
formation,

∆S ≥ βQ, (4.19)

where ∆S is the difference of entropy and Q is the heat. The equality holds only for reversible (or
quasistatic) transformations. The entropy S is defined by

S = β(U − F ). (4.20)

where F is the free energy and U is the internal energy. We can combine the first principle (4.18) and
(4.20) to have an equivalent formulation of the second principle for an isothermal transformation.
In fact, we have

∆F = ∆U − T∆S = W +Q− β−1∆S.

Therefore, since β is positive, the second principle is equivalent to the following inequality of Clausius

∆F ≤W. (4.21)

We show that (4.21) for our system is a consequence of the above assumptions and the assumption
that the hydrodynamic limit concentrates on the the vanishing viscosity solutions.

Define the free energy at time t by

F(t) =

∫ 1

0

(
p̃(t, x)2

2
+ F (β, r̃(t, x))

)
dx. (4.22)

Notice the presence of the macroscopic kinetic term in (4.22), that eventually disappears when the
system reach global equilibrium. It follows from the initial and asymptotic conditions on r̃ and p̃
that

F(0) = F (β, τ−1
β (τ0)), lim

t→∞
F(t) = F (β, τ−1

β (τ1)). (4.23)

In Appendix B we show that the vanishing viscous solutions satisfy F(t) − F(0) ≤ W (t), and
consequently

F (β, τ−1
β (τ1))− F (β, τ−1

β (τ0)) ≤W, (4.24)

where W is defined in (4.18).

A Properties of the Tension

In this section we shall give some technical properties about the tension τ . In order to simplify the
notation we set β = 1 once again. Thus, we define

F (ρ) = sup
τ∈R
{τρ−G(τ)}, τ(ρ) = F ′(ρ), (A.1)

where

G(τ) = log

∫ ∞
−∞

eτr−V (r)dr. (A.2)

We will prove the following
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Proposition A.1. Let the potential V ∈ C2(R) be uniformly convex with quadratic growth, in the
sense that there exist c1, c2 ∈ R such that

0 < c1 ≤ V ′′(r) ≤ c2, ∀r ∈ R. (A.3)

Moreover, assume there exist some positive constants V ′′+ , V
′′
− , α,R such that∣∣V ′′(r)− V ′′+ ∣∣ < e−αr, ∀r > R∣∣V ′′(r)− V ′′− ∣∣ < eαr, ∀r < −R

. (A.4)

Then the following properties hold true.

i) The p-system (2.26) is strictly hyperbolic, meaning τ ′(ρ) ≥ c1 > 0 for all ρ ∈ R;

ii) τ ′′(ρ)(τ ′(ρ))−5/4 and τ ′′′(ρ)(τ ′(ρ))−7/4 are in L2(R), while τ ′′(ρ)(τ ′(ρ))−3/4 and τ ′′′(ρ)(τ ′(ρ))−2

are in L∞(R).

iii) τ ′(ρ) ≤ c2 for all ρ ∈ R. Moreover, τ(ρ)/F (ρ)→ 0 as |ρ| → ∞.

Finally, we let V be a mollification of the function

r 7−→ 1

2
(1− κ)r2 +

1

2
κr|r|+, (A.5)

where |r|+ = max{r, 0} and 0 < κ < 1/3.

iv) τ ′′(ρ) > 0 for all ρ ∈ R. In particular, the p-system (2.26) is genuinely nonlinear.

We prove the previous propositions through a series of lemmas.
Fix p̄, τ ∈ R. We denote by λp̄,τ the probability measure on R2 defined by∫

R2

f(r, p)dλp̄,τ (r, p) =

∫
R2

f(r, p)e−
(p−p̄)2

2
+τr−V (r)−G(τ)dr

dp√
2π
, (A.6)

for any measurable f : R2 → R.
The first lemma we state is used in the proof of the one block estimate.

Lemma A.2. Let α ∈ R. Then∫
eαV

′(r)dλp̄,τ ≤ exp
(
ατ +

c2
2
α2
)
. (A.7)

Proof. Let

A(α, τ) = log

∫
eαV

′(r)dλp̄,τ . (A.8)

Then, integrating by parts, we have

∂αA(α, τ) =

∫ ∞
−∞

V ′(r) exp
(
αV ′(r) + τr − V (r)−G(τ)−A(α, τ)

)
dr

=

∫ ∞
−∞

(αV ′′(r) + τ) exp
(
αV ′(r) + τr − V (r)−G(τ)−A(α, τ)

)
dr.

(A.9)

Since
c1 ≤ V ′′(r) ≤ c2, ∀r ∈ R, (A.10)

if α > 0 we obtain
∂αA(α, τ) ≤ c2α+ τ, (A.11)

while, if α ≤ 0
∂αA(α, τ) ≥ c2α+ τ. (A.12)

(A.11), together with (A.12) and A(0, τ) = 0 imply

A(α, τ) ≤ ατ +
c2
2
α2, (A.13)

for all α ∈ R, from which the claim follows.
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Lemma A.3. Let τ and G as in (A.1) and (A.2). Moreover, let c1 and c2 be as in (A.3). Then
c−1
2 ≤ G′′(τ) ≤ c−1

1 for all τ ∈ R. Moreover, c1 ≤ τ ′(ρ) ≤ c2 for all ρ ∈ R.

Proof. Let ρ(τ) be the expectation value of r with respect to λp̄,τ . We have

ρ(τ) =

∫
r exp (τr − V (r)−G(τ)) dr = G′(τ) (A.14)

and so

G′′(τ) =

∫
r2 exp (τr − V (r)−G(τ)) dr −

∫
rG′(τ) exp (τr − V (r)−G(τ)) dr

=

∫
r2dλp̄,τ −

(∫
rdλp̄,τ

)2

=

∫
(r2 − ρ(τ)2)dλp̄,τ

=

∫
(r − ρ(τ))2dλp̄,τ + 2ρ

∫
(r − ρ(τ))dλp̄,τ

=

∫
(r − ρ(τ))2dλp̄,τ > 0.

(A.15)

Therefore G is smooth and convex on R, and so is its Legendre transform F . Then, integrating by
parts yields

1 =

∫
(r − ρ(τ))

(
V ′(r)− τ

)
dλp̄,τ

=

∫
(r − ρ(τ))

(
V ′(r)− V ′(ρ(τ))

)
dλp̄,τ =

∫
(r − ρ(τ))2V ′′(r̃)dλp̄,τ ,

(A.16)

where r̃ is between r and ρ(τ). Recalling that c1 ≤ V ′′(r) ≤ c2, this implies

c−1
2 ≤

∫
(r − ρ(τ))2dλp̄,τ ≤ c−1

1 , (A.17)

that is
c−1
2 ≤ G′′(τ) ≤ c−1

1 . (A.18)

Finally, since G is smooth, the supremum in (A.1) is attained when G′(τ) = ρ. But since we have
proven that G′ is invertible (G′′ is strictly positive), the equation G′(τ) = ρ has exactly one solution
for any ρ ∈ R. We claim that this solution is precisely τ(ρ), as defined in (A.1). In fact, let ρ ∈ R
and let τ = τ(ρ) solve G′(τ) = ρ. We have

F (ρ) = ρτ −G(τ). (A.19)

This implies
τ(ρ) = F ′(ρ) = τ + ρτ ′(ρ)−G′(τ)τ ′(ρ) = τ (A.20)

and, in turn,

τ ′(ρ) = τ ′(ρ) =
1

G′′(τ)
. (A.21)

Therefore we have the desired bound on τ ′ and the proof is complete.

Remark. Since there is a 1:1 correspondence between τ and ρ via the equation ρ = G′(τ), we can
always express τ as a function of ρ and viceversa. For this reason, we shall adopt the following
notation. When writing a chain of equalities or inequalities, the object at the far left tells us which,
between τ and ρ is the independent variable. To be precise, the writing

f(τ) = g(τ, ρ)
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stands for
f(τ) = g(τ,G′(τ))

while
f(ρ) = g(τ, ρ)

stands for
f(ρ) = g(τ(ρ), ρ).

Corollary A.4. Let τ and F be defined by (A.1). Moreover, let c2 be as in (A.3). Then τ ′(ρ) ≤ c2
for all ρ ∈ R and τ(ρ)/F (ρ)→ 0 as |ρ| → ∞.

Proof. τ ′ is bounded from above thanks to (A.3). Since τ = F ′, it is enough to show that F (ρ)
grows at least quadratically and F ′(ρ) grows at most linearly in ρ. We consider ρ→∞, as ρ→ −∞
will be analogous. Since τ = F ′, we have c1 ≤ F ′′(ρ) ≤ c2. Integrating this twice we obtain

F ′(0) + c1ρ ≤ F ′(ρ) ≤ F ′(0) + c2ρ. (A.22)

and
F (0) + F ′(0)ρ+

c1
2
ρ2 ≤ F (ρ) ≤ F (0) + F ′(0)ρ+

c2
2
ρ2. (A.23)

Therefore, since c1, c2 > 0, F grows at least quadratically and F ′ at most linearly, and the conclusion
follows.

Since we have shown that τ ′ is bounded from below, the L∞ bounds in part iii) of Proposition
A.1 follow from the following

Lemma A.5. Let τ be as in A.1. Then both τ ′′ and τ ′′′ are bounded.

Proof. First of all let us note that

τ ′′(ρ) = −G
′′′(τ)τ ′(ρ)

G′′(τ)2
= −G′′′(τ)τ ′(ρ)3 (A.24)

and
τ ′′′(ρ) = −G(iv)(τ)τ ′(ρ)4 − 3G′′′(τ)τ ′(ρ)2τ ′′(ρ)

= 3
τ ′′(ρ)2

τ ′(ρ)
−G(iv)(τ)τ ′(ρ)4.

(A.25)

Therefore it is enough to prove that G′′′ and G(iv) are bounded. We have

G′′′(τ) =
d

dτ

∫
(r − ρ)2dλp̄,τ

=

∫
(r − ρ)2(r −G′(τ))dλp̄,τ − 2ρ′(τ)

∫
(r − ρ)dλp̄,τ

=

∫
(r − ρ)3dλp̄,τ

(A.26)

and

G(iv)(τ) =

∫
(r − ρ)4dλp̄,τ − 3ρ′(τ)

∫
(r − ρ)2dλp̄,τ

=

∫
(r − ρ)4dλp̄,τ − 3

(∫
(r − ρ)2dλp̄,τ

)2

=

∫
(r − ρ)4dλp̄,τ − 3G′′(τ)2

(A.27)

Moreover, since ∫
|r − ρ|3dλp̄,τ ≤

1

2

∫
(r − ρ)2dλp̄,τ +

1

2

∫
(r − ρ)4dλp̄,τ , (A.28)

it is sufficient to show that
∫

(r−ρ)4dλp̄,τ is a bounded function of τ . In order to do so, let δ = δ(τ)
be the point at which the function r 7→ τr − V (r) attains its maximum. Since V is strictly convex,
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δ is the unique root of the equation V ′(δ) = τ . We claim that
∫

(r − ρ)4dλp̄,τ is bounded provided∫
(r − δ)2dλp̄,τ and |ρ− δ| are. In fact, from∫

(r − ρ)4dλp̄,τ ≤ 8

∫
(r − δ)4dλp̄,τ + 8

∫
(ρ− δ)4dλp̄,τ (A.29)

and

3

∫
(r − δ)2dλp̄,τ =

∫
(r − δ)3 (V ′(r)− τ) dλp̄,τ

=

∫
(r − δ)3(V ′(r)− V ′(δ))dλp̄,τ =

∫
V ′′(r̃)(r − δ)4dλp̄,τ ≥ c1

∫
(r − δ)4dλp̄,τ ,

(A.30)

for some r̃ between r and δ, we obtain∫
(r − ρ)4dλp̄,τ ≤

24

c1

∫
(r − δ)2dλp̄,τ + 8(ρ− δ)4. (A.31)

The boundedness of
∫

(r − δ)2dλp̄,τ is in turn given by

1 =

∫
(r − δ)(V ′(r)− τ)dλp̄,τ =

∫
V ′′(r̃)(r − δ)2dλp̄,τ . (A.32)

Finally, a bound for |ρ− δ| follows from∫
(r − δ)2dλp̄,τ =

∫
(r − ρ)2dλp̄,τ + (ρ− δ)2 + 2(ρ− δ)

∫
(r − ρ)dλp̄,τ

= G′′(τ) + (ρ− δ)2.

(A.33)

Let us now prove the L2 bounds in part iii) of Proposition A.1. By

τ ′′(ρ) = −τ ′(ρ)3G′′′(τ), (A.34)

τ ′′′(ρ) =
3

τ ′(ρ)
τ ′′(ρ)2 − τ ′(ρ)4G(iv)(τ), (A.35)

and the fact that τ ′ is bounded away from zero, τ ′′ is in L2 if and only if G′′′(τ) is. Moreover τ ′′′

is in L2 provided both (τ ′′)2 and G(iv)(τ) are. But τ ′′ ∈ L∞ ∩ L2 implies τ ′′ ∈ Lp for all p ≥ 2:
in particular τ ′′ ∈ L4, and so (τ ′′)2 ∈ L2 Finally, via the substitution τ = τ(ρ) (or, equivalently,
ρ = G′(τ)), for f ∈ {G′′′, G(iv)} we have∫ ∞

−∞
f(τ(ρ))2dρ =

∫ ∞
−∞

f(τ)2

τ ′(G′(τ))
dτ, (A.36)

Therefore using once more the boundedness from below of τ ′, the L2 bounds in part iii) of Propo-
sition A.1 follow from the next lemma.

Lemma A.6. Let G be defined by A.2. Then both G′′′ and G(iv) are in L2(R).

Proof. We observe that, since G′′′ and G(iv) are bounded, it is enough to prove that they vanish
quickly enough at infinity. We shall prove that they indeed vanish and the decay rate is exponential.
Since

G′′′(τ) =

∫
(r − ρ)3dλp̄,τ (A.37)

and

G(iv)(τ) =

∫
(r − ρ)4dλp̄,τ − 3

(∫
(r − ρ)2dλp̄,τ

)2

, (A.38)
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we need to estimate the quantities∫
(r − ρ)mdλp̄,τ =

∫ ∞
−∞

(r − ρ)m exp(τr − V (r)−G(τ))dr (A.39)

for integers 2 ≤ m ≤ 4, as well as

ρ =

∫
rdλp̄,τ =

∫ ∞
−∞

r exp(τr − V (r)−G(τ))dr, (A.40)

as |τ | → ∞. We will deal with τ →∞, as the case τ → −∞ is analogous. Recalling that δ is such
that τ = V ′(δ), we can write

exp(τr − V (r)−G(τ)) = exp

(
τδ − V (δ)−G(τ)− V ′′(r̃)

2
(r − δ)2

)
, (A.41)

for some r̃ between r and δ. Also, integrating c1 ≤ V ′′(r) ≤ c2 between 0 and δ gives

c−1
2 τ − c−1

2 V ′(0) ≤ δ ≤ c−1
1 τ − c−1

1 V ′(0), (A.42)

and so δ →∞ as τ →∞.
Next, we show the following:∣∣∣∣∫ ∞

−∞
(r − δ)m exp

(
−V

′′(r̃)

2
(r − δ)2

)
dr −

∫ ∞
−∞

rm exp

(
−V

′′
+

2
r2

)
dr

∣∣∣∣ ≤ e−α̃τ (A.43)

for integers 0 ≤ m ≤ 4, some 0 < α̃ ≤ α and τ large enough. The constant V ′′+ is defined
in (A.4). Let a ∈ (0, τ) be a multiple of τ . We divide the domain of integration as follows:
(−∞,∞) = (−∞, δ − a) ∪ (δ − a, δ + a) ∪ (δ + a,∞). The integrals over the unbounded domains
vanish exponentially fast as τ → ∞. In fact, since there exists 0 < γ < c1 such that, for τ large
enough,

|r − δ|m exp

(
−V

′′(r̃)

2
(r − δ)2

)
≤ exp

(
−γ

2
(r − δ)2

)
, (A.44)

we have ∫ ∞
δ+a

|r − δ|m exp

(
−V

′′(r̃)

2
(r − δ)2

)
dr ≤

∫ ∞
δ+a

exp
(
−γ

2
(r − δ)2

)
dr

=

∫ ∞
0

exp
(
−γ

2
(r + a)2

)
dr ≤ exp

(
−γ

2
a2
)∫ ∞

0

exp
(
−γ

2
r2
)
dr,

(A.45)

which vanishes exponentially fast since a is a multiple of τ . The case of (−∞, δ − a) is analogous.
From similar calculations we obtain also that∫ ∞

−∞
rm exp

(
−V

′′
+

2
r2

)
dr =

∫ ∞
−∞

(r − δ)m exp

(
−V

′′
+

2
(r − δ)2

)
dr

=

∫ δ+a

δ−a
(r − δ)m exp

(
−V

′′
+

2
(r − δ)2

)
dr +R(τ),

(A.46)

with R(τ) vanishing exponentially fast in τ . Therefore (A.43) follows provided∣∣∣∣∫ δ+a

δ−a
(r − δ)m

(
exp

(
−V

′′(r̃)

2
(r − δ)2

)
− exp

(
−V

′′
+

2
(r − δ)2

))
dr

∣∣∣∣ ≤ e−α̃τ . (A.47)

Recall that r̃ is between r and δ, and therefore is in (δ−a, δ+a). Recall also that δ →∞ as τ →∞.
Moreover, δ−a goes to∞ as well, provided a < c−1

2 τ . For such a choice of a, r̃ goes to∞ as τ →∞
and so, thanks to (A.4), for τ large enough we have

1

2
|V ′′(r̃)− V ′′+ |(r − δ)2 ≤ e−α̃τ , (A.48)
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for some positive α̃. This implies∣∣∣∣∫ δ+a

δ−a
(r − δ)m exp

(
−V

′′(r̃)

2
(r − δ)2

)
dr −

∫ δ+a

δ−a
(r − δ)m exp

(
−V

′′
+

2
(r − δ)2

)
dr

∣∣∣∣
≤
∫ δ+a

δ−a
|r − δ|m exp

(
−V

′′
+

2
(r − δ)2

) ∣∣∣∣exp

(
−1

2
(V ′′(r̃)− V ′′+ )(r − δ)2

)
− 1

∣∣∣∣ dr
≤ 2ame−α̃τ

∫ δ+a

δ−a
exp

(
−V

′′
+

2
(r − δ)2

)
dr

≤ 2

√
2π

V ′′+
ame−α̃τ ≤ e−α̃τ

(A.49)

for τ large enough and a possibly different choice of α̃. This proves (A.43).
We have now all we need to prove the actual lemma.

1 =

∫ ∞
−∞

exp(τr − V (r)−G(τ))dr

=

∫ ∞
−∞

exp

(
τδ − V (δ)−G(τ)− V ′′(r̃)

2
(r − δ)2

)
dr,

(A.50)

implies

exp(G(τ)− τδ + V (δ)) =

∫ ∞
−∞

exp

(
−V

′′(r̃)

2
(r − δ)2

)
dr, (A.51)

and the left hand side is bounded away from zero, as the right hand side is. In particular,
exp(τδ − V (δ)−G(τ)) is bounded.

Next, we show that ρ− δ → 0 exponentially fast. We write

ρ− δ =

∫ ∞
−∞

(r − δ) exp

(
τδ − V (δ)−G(τ)− V ′′(r̃)

2
(r − δ)2

)
dr

= exp (τδ − V (δ)−G(τ))

∫ ∞
−∞

(r − δ) exp

(
−V

′′(r̃)

2
(r − δ)2

)
dr,

(A.52)

which converges to zero exponentially fast, as exp (τδ − V (δ)−G(τ)) is bounded and the integral
converges to ∫ ∞

−∞
r exp

(
−V

′′
+

2
r2

)
dr = 0 (A.53)

exponentially fast. Next, we write

G′′(τ) =

∫
(r − ρ)2dλp̄,τ =

∫
(r2 − ρ2)dλp̄,τ

=

∫ ∞
−∞

(r − δ)2 exp

(
τδ − V (δ)−G(τ)− V ′′(r̃)

2
(r − δ)2

)
dr − (ρ− δ)2.

(A.54)

The term (ρ− δ)2 goes to zero, while the integral, and so G′′(τ), converges to√
V ′′+
2π

∫ ∞
−∞

r2 exp

(
−V

′′
+

2
r2

)
dr =

1

V ′′+
(A.55)

exponentially fast. G′′′(τ) goes to zero exponentially fast. In fact from

(r − ρ)3 = (r − δ)3 + (δ − ρ)
(
(r − ρ)2 + (r − ρ)(r − δ) + (r − δ)2) (A.56)

and after integration, the first term vanishes, in the limit, by symmetry. Moreover, all the other
terms vanish, after integration, as they are bounded terms multiplied by δ − ρ.
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Finally G(iv) vanishes exponentially fast as well. This time, though, we have the difference of
two non-vanishing terms, so we do need to pay some extra attention. The quadratic term −3G′′(τ)2

converges to −3/(V ′′+ )2. On the other hand, the quartic term decomposes as

(r − ρ)4 = (r − δ)4 + (δ − ρ)(2r − ρ− δ)
(
(r − ρ)2 + (r − δ)2)

= (r − δ)4 + (δ − ρ)
(
2(r − ρ)3 + 2(r − δ)3 + (ρ− δ)(r − ρ)2 + (δ − ρ)(r − δ)2) . (A.57)

Again, all the terms that multiply δ−ρ are, after integration, bounded, and therefore the only term
which survives is (r − δ)4, whose integral converges to√

V ′′+
2π

∫ ∞
−∞

r4 exp

(
−V

′′
+

2
r2

)
dr =

3

(V ′′+ )2
. (A.58)

Putting everything together we obtain that G(iv)(τ) converges exponentially fast to zero, and the
proof is complete.

We now prove that τ is strictly convex. First of all we make the following remark.

Remark. Suppose V (r) = r2/2 + U(r). Then, if U is an even function, τ ′′ vanishes at the origin.
In particular we can never have genuine nonlinearity.

In order to see this, it is enough to show that F is even: in fact in this case its third derivative,
τ ′′, is odd and so τ ′′(0) = 0. F is indeed even:

F (−ρ) = sup
τ∈R
{−τρ−G(τ)} = sup

τ∈R
{τρ−G(−τ)} = F (ρ), (A.59)

since

G(−τ) = log

∫ ∞
−∞

exp (−τr − V (r)) dr

= log

∫ ∞
−∞

exp (τr − V (−r)) dr = G(τ).

(A.60)

Remark. In order to get the LSI (3.177) we may relax the assumption of uniform convexity of the
potential. In this case, V is a compactly supported perturbation of the harmonic interaction. With
such a potential, however, the tension fails to be strictly convex. In fact, setting V (r) = r2/2+U(r),

τ(ρ) = ρ+ ζ(ρ), (A.61)

where

ζ(ρ) =

∫
U ′(r)dλp̄,τ (A.62)

is bounded (U is smooth and bounded). But τ is strictly convex if and only if ζ is, and this is
impossible, as the latter is bounded.

Thanks to the remarks, in order to have genuine nonlinearity we must look among non-symmetric
interactions. Even if we only consider unbounded perturbations of the harmonic potential, it is not
known which features a potential must possess in order to ensure τ ′′ > 0. Therefore, we shall only
give one family of functions which work.

Proposition A.7. Let V be a mollification of the function

r 7−→ 1

2
(1− κ)r2 +

1

2
κr|r|+, (A.63)

where |r|+ = max{r, 0} and 0 < κ < 1/3. Then, τ ′′(ρ) > 0 for all ρ ∈ R.

Proof. Since
τ ′′(ρ) = −τ ′(ρ)G′′′(τ), (A.64)

with τ ′ > 0, the sign of τ ′′ is the same as the sign of −G′′′. Therefore we need to study

−G′′′(τ) = −
∫

(r − ρ)3dλp̄,τ , (A.65)
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with τ ∈ R. Let |r|+ = max{r, 0}. In order to make things slightly less technical, we take directly
V (r) = 1/2(1−κ)r2+1/2κr|r|+ instead of its mollification (note that V is already twice differentiable
except at the origin). Write

V (r) =
a

2
r2 +W (r), (A.66)

where a = 1−κ and W (r) = κr|r|+/2. Then we notice that, by the usual integration by parts trick,
we have ∫

(r − ρ)2(V ′(r)− τ)dλp̄,τ = 2

∫
(r − ρ)dλp̄,τ = 0. (A.67)

Therefore we write

a

∫
(r − ρ)3dλp̄,τ =

∫
(r − ρ)2(ar − aρ− V ′(r) + τ)dλp̄,τ

=

∫
(r − ρ)2(τ − aρ−W ′(r))dλp̄,τ ,

(A.68)

from which, together with W ′(r) = κ|r|+, it follows

−aG′′′(τ) =

∫
(r − ρ)2W ′(r)dλp̄,τ − (τ − aρ)G′′(τ)

= κ

∫
|r|+(r − ρ)2dλp̄,τ + (aρ− τ)G′′(τ).

(A.69)

We evaluate ∫
|r|+(r − ρ)2dλp̄,τ = e−G(τ)

∫ ∞
0

r(r − ρ)2eτr−
r2

2 dr = (A.70)

= e−G(τ)

∫ ∞
0

r3eτr−
r2

2 dr − 2ρe−G(τ)

∫ ∞
0

r2eτr−
r2

2 dr + ρ2e−G(τ)

∫ ∞
0

reτr−
r2

2 dr. (A.71)

Now, for m ∈ N, m ≥ 1, ∫ ∞
0

rmeτr−
r2

2 dr =
d

dτ

∫ ∞
0

rm−1eτr−
r2

2 dr, (A.72)

with ∫ ∞
0

eτr−
r2

2 dr = e
τ2

2

∫ ∞
−τ

e−
r2

2 dr. (A.73)

Therefore, setting Φ(τ) :=
∫∞
−τ e

− r
2

2 dr and noting that Φ′(τ) = e−
τ2

2 yields∫ ∞
0

reτr−
r2

2 dr =
d

dτ

(
e
τ2

2 Φ(τ)

)
= τe

τ2

2 Φ(τ) + 1,∫ ∞
0

r2eτr−
r2

2 dr =
d

dτ

∫ ∞
0

reτr−
r2

2 dr = τ2e
τ2

2 Φ(τ) + e
τ2

2 Φ(τ) + τ∫ ∞
0

r3eτr−
r2

2 dr =
d

dτ

∫ ∞
0

r2eτr−
r2

2 dr

= τe
τ2

2 Φ(τ) + 1 + 2τe
τ2

2 Φ(τ) + τ3e
τ2

2 Φ(τ) + τ2 + 1

= τ3e
τ2

2 Φ(τ) + 3τe
τ2

2 Φ(τ) + τ2 + 2.

(A.74)

Putting everything together we obtain

eG(τ)

∫
|r|+(r − ρ)2dλp̄,τ = τ3e

τ2

2 Φ(τ) + 3τe
τ2

2 Φ(τ) + 2+

−2ρ(τ2e
τ2

2 Φ(τ) + e
τ2

2 Φ(τ) + τ) + ρ2(τe
τ2

2 Φ(τ) + 1)

= (2 + τ2 − 2ρτ + ρ2) + (τ3 − 2ρτ2 + (3 + ρ2)τ − 2ρ)e
τ2

2 Φ(τ)

= (2 + (τ − ρ)2) +
(
3τ − 2ρ+ τ(τ − ρ)2) e τ2

2 Φ(τ).

(A.75)
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Next, we have to evaluate the term proportional to G′′(τ) in (A.69), which can be written as follows

aρ− τ = aρ−
∫
V ′(r)dλp̄,τ

= aρ−
∫

(ar +W ′(r))dλp̄,τ

= −
∫
W ′(r)dλp̄,τ

= −κe−G(τ)

∫ ∞
0

reτr−
r2

2 dr

= −κe−G(τ)(1 + τe
τ2

2 Φ(τ)).

(A.76)

Note that 1 + τe
τ2

2 Φ(τ) > 0 for τ ≥ 0. On the other hand, for τ < 0,∫ ∞
−τ

e−
r2

2 dr <
e−

τ2

2

−τ , (A.77)

which implies

τΦ(τ) > −e−
τ2

2 . (A.78)

Therefore we have 1 + τe
τ2

2 Φ(τ) > 0 also for τ < 0 and, as a consequence

τ > aρ = (1− κ)ρ, ∀τ ∈ R. (A.79)

Putting everything together we obtain

−ae
G(τ)

κ
G′′′(τ) =

(
2−G′′(τ) + (τ − ρ)2)+

+
(
τ(3−G′′(τ))− 2ρ+ τ(τ − ρ)2) e τ2

2 Φ(τ).

(A.80)

We show that −G′′′ (and therefore τ ′′) is positive fo τ ≤ 0. Since 1− κ ≤ V ′′(r) ≤ 1 and κ < 1/2,
Lemma A.3 implies

1 ≤ G′′(τ) ≤ 1

1− κ < 2. (A.81)

This gives

−ae
G(τ)

κ
G′′′(τ) > (2τ − 2ρ+ τ(τ − ρ)2)e

τ2

2 Φ(τ). (A.82)

Moreover, using τ > (1− κ)ρ and τΦ(τ) > −e−
τ2

2 yields

−ae
G(τ)

κ
G′′′(τ) > − 2κ

1− κτe
τ2

2 Φ(τ) + (τ − ρ)2τe
τ2

2 Φ(τ)

> − 2κ

1− κτe
τ2

2 Φ(τ) ≥ 0.

(A.83)

Therefore τ ′′(ρ) > 0 if τ ≤ 0.
For τ > 0 we have to be more careful. First of all we note that

aρ− τ = −κe−G(τ)

(
1 + τe

τ2

2 Φ(τ)

)
(A.84)

implies

τ − ρ =
κ

1− κe
−G(τ)

(
τ

(
e
τ2

2 Φ(τ)− eG(τ)

)
+ 1

)
. (A.85)
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This, together with

eG(τ) =

∫ ∞
−∞

eτr−V (r)dr

=

∫ ∞
0

eτr−
r2

2 dr +

∫ 0

−∞
eτr−

1−κ
2
r2dr

= e
τ2

2 Φ(τ) +
1√

1− κ
e

τ2

2(1−κ) Φ

(
− τ√

1− κ

) (A.86)

and τ > 0 gives

τ − ρ =
κ

1− κe
−G(τ)

(
1 +

−τ√
1− κ

e
τ2

2(1−κ) Φ

(
− τ√

1− κ

))
> e−G(τ) κ

1− κ

(
1− e

τ2

2(1−κ) e
− τ2

2(1−κ)

)
= 0.

(A.87)

Therefore τ − ρ > 0 if τ > 0 (note here that τ − ρ is trivially positive for τ ≤ 0, too). From this we
get

−ae
G(τ)

κ
G′′′(τ) = (2−G′′(τ) + (τ − ρ)2) + (τ(1−G′′(τ)) + 2(τ − ρ)+

+τ(τ − ρ)2)e
τ2

2 Φ(τ)

> (2−G′′(τ)) + (1−G′′(τ))τe
τ2

2 Φ(τ).

(A.88)

2 − G′′(τ) is positive, while 1 − G′′(τ) is negative, so we need to perform a careful estimate. First
of all, the estimate G′′(τ) < 2 is too blunt, and will be replaced by G′′(τ) ≤ 1/(1− κ), so that

2−G′′(τ) ≥ 2− 1

1− κ = 1− κ

1− κ , (A.89)

which is positive, since κ < 1/2. In order to estimate 1−G′′(τ) we calculate

aG′′(τ) = 1 + κρe−G(τ)(1− τe
τ2

2 Φ(τ))− κe−G(τ)(e
τ2

2 Φ(τ) + τ2e
τ2

2 Φ(τ) + τ)

= 1 + ρ(τ − aρ)− κe−G(τ)e
τ2

2 Φ(τ)− τ(τ − aρ)

= 1− (τ − aρ)(τ − ρ)− κe−G(τ)e
τ2

2 Φ(τ).

(A.90)

Therefore

1−G′′(τ) = 1− 1

a
+

1

a
(τ − aρ)(τ − ρ) +

κ

a
e−G(τ)e

τ2

2 Φ(τ) (A.91)

> − κ

1− κ +
κ

1− κe
−G(τ)e

τ2

2 Φ(τ), (A.92)

which implies

(1−G′′(τ))τe
τ2

2 Φ(τ) >
κ

1− κ
e
τ2

2 Φ(τ)

eG(τ)
τ

(
e
τ2

2 Φ(τ)− eG(τ)

)

=
κ

1− κ
e
τ2

2 Φ(τ)

eG(τ)

−τ√
1− κ

e
τ2

2(1−κ) Φ

(
− τ√

1− κ

)

> − κ

1− κ
e
τ2

2 Φ(τ)

eG(τ)
> − κ

1− κ ,

(A.93)

since e
τ2

2 Φ(τ) < eG(τ). Putting everything together we obtain

−ae
G(τ)

κ
G′′′(τ) >

1− 3κ

1− κ , (A.94)

and the right hand side is positive, since κ < 1/3.
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B On the viscous approximation

If in the dynamics (2.11) we choose σN = Nδ, for fixed δ̄ = (δ1, δ2), δj > 0, j = 1, 2, the macroscopic
equation will be given by the diffusive system:{

∂tr(t, x)− ∂xp(t, x) = δ1∂xxτβ(r(t, x)) x ∈ (0, 1)

∂tp(t, x)− ∂xτβ(r(t, x)) = δ2∂xxp(t, x),
(B.1)

with the boundary conditions:

p(t, 0) = 0, τ(r(t, 1)) = τ̄(t), ∂xp(t, 1) = 0, ∂xr(t, 0) = 0,

Assume the existence of a strong solution of (B.1). For the infinite volume case, we refer to [3], but
we could not find an explicit reference for these particular boundary conditions.

The derivative of the total length is given by

d

dt
L(t) =

d

dt

∫ 1

0

r(t, x) dx = p(t, 1) + δ1∂xτβ(r(t, x))
∣∣∣
x=1

(B.2)

and the macroscopic work up to time t is given by

W (t) =

∫ t

0

τ̄(s)dL(s) =

∫ t

0

τ̄(s)
(
p(s, 1) + δ1∂xτβ(r(t, x))

∣∣∣
x=1

)
ds (B.3)

Then a direct calculation of the free energy time change gives:

F(t)−F(0) = W (t)−
∫ t

0

ds

∫ 1

0

[
δ1 (∂xτβ(r(s, x)))2 + δ2 (∂xp(s, x))2] (B.4)

Letting t→∞, this gives the Clausius relation

F (β, τ1)− F (β, τ0) = W −
∫ ∞

0

dt

∫ 1

0

[
δ1 (∂xτβ(r(t, x)))2 + δ2 (∂xp(t, x))2] ≤W. (B.5)

Let rδ̄(t, x), pδ̄(t, x) the solution of (B.1). We cannot prove the uniqueness of the limit an δ̄ → 0,
but any limit point should satisfy the inequality of Clausius

F(t)−F(0) ≤W (t), (B.6)

where W (t) is defined as the limit of (B.3). Any such limit point r(t, x), p(t, x) with the correspond-
ing boundary layers are natural candidates for being the thermodynamic entropy solution of the
equation (B.1) and one can conjecture that such limit is unique.
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