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Abstract: Dynamic optical networking has promising potential to support the rapidly 
changing traffic demands in metro and long-haul networks. However, the improvement in 
dynamicity is hindered by wavelength-dependent power excursions in gain-controlled erbium 
doped fiber amplifiers (EDFA) when channels change rapidly. We introduce a general 
approach that leverages machine learning (ML) to characterize and mitigate the power 
excursions of EDFA systems with different equipment and scales. An ML engine is 
developed and experimentally validated to show accurate predictions of the power dynamics 
in cascaded EDFAs. Recommended channel provisioning based on the ML predictions 
achieves within 1% error of the lowest possible power excursion over 94% of the time. We 
also showcase significant mitigation of EDFA power excursions in super-channel 
provisioning when compared to the first-fit wavelength assignment algorithm. 
© 2017 Optical Society of America 
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1. Introduction

Dynamic workloads such as video streaming, Internet of Things (IoT), and cloud computing 
require optical networks to handle growing traffic demands with agility and resilience to 
faults [1,2]. As a result, traditional quasi-static networks must be reconfigured in real-time to 
deliver network resources and the required quality of service (QoS) [3]. Advances in network 
control planes have demonstrated dynamic adaptability of network configurations to changing 
traffic demands [2,4,5], but strategic operations of optical equipment that improve physical 
layer stability in dynamic networking have been largely overlooked. In particular, broadband 
optical amplifiers such as erbium doped fiber amplifiers (EDFA) are designed to operate with 
slow-varying channel usage [6]. Despite EDFAs’ ability to achieve economic regeneration of 
dense wavelength-division multiplexing (DWDM) channels, they face an unsolved challenge 
of wavelength-dependent power excursions during rapidly changing channel configurations 
[1]. The fast power transients in EDFAs occur on the time scale of 10-100μs [7], and have 
been largely addressed by localized feedback and feedforward controls of individual EDFA 
instruments [8]. However, steady-state power excursions that occur across multiple EDFAs 
still demand a reliable and efficient solution. We focus the scope of this paper on the 
mitigation of steady-state power excursions due to dynamic channel add/drop operations in 
cascaded EDFAs. Resolving the critical issue of power excursion in EDFA systems would 
eradicate a major obstacle to achieving power stability in dynamic optical networking. 

The cause of steady-state EDFA power excursions is the interaction between the non-flat 
gain tilt and the gain control mechanism of the amplifier [1]. Modern EDFA systems employ 
automatic gain control (AGC) to maintain the post-EDFA power levels within a tolerance 
window [9], with additional controls also in place to reduce power transients in response to 
changing input power [10]. If a channel with high gain is added, AGC responds to an increase 
in the mean gain by reducing the gain on all channels. This response leads to the high-gain 
channel effectively stealing power from lower-gain channels [11]. Conversely, adding a low-
gain channel feeds power to higher-gain channels [1]. Excursions up to 2dB have been 
demonstrated experimentally in as few as three cascaded EDFAs through haphazard channel 
additions [1]. Power excursion is undesirable because it increases the discrepancy among 
post-EDFA channel power levels, which may be further exacerbated by downstream 
amplifiers. 

Power excursions are also a critical challenge to the power stability in emergent flexgrid 
networks, in which the bandwidth of each channel is unfixed. The added variability of 
channel bandwidth in flexgrid networks means that EDFA systems need to respond to a 
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variety of spectral power changes [6]. In particular, adding, dropping, and shuffling flexgrid 
super-channels often involve provisioning multiple WDM channels at the same time [12], and 
therefore require more robust strategies to mitigate power impacts. 

To further complicate the matter, the exact power excursion response of an EDFA 
depends on its specific gain tilt and gain control mechanisms. While there are analytical 
studies mitigating EDFA power excursions [11,13,14], these approaches cannot be 
generalized to other systems (see Section 2). It is critical for EDFA power excursion solutions 
to be transferrable among heterogeneous systems. One promising approach is to employ the 
concept of cognitive networks – systems that can autonomously monitor, optimize, and adapt 
from their historical operation performance [15]. It is especially beneficial to design a 
generalized cognitive workflow that applies to unique systems. The learning process of the 
cognitive workflow allows each system to characterize its power responses from historical 
data and offer tailored best practices that mitigate power excursions. 

In [16] we introduced a machine learning (ML) engine to statistically characterize EDFA 
systems and predict best practices in fixgrid channel addition and removal. In contrast to a 
fixed, closed-form analytical model of the system, the ML approach flexibly adapts to the 
historical responses of the amplifiers by performing regression on the selection of channels 
and the discrepancy of their post-EDFA power levels. We showed that the ML techniques can 
accurately predict the system’s power response to channel changes and avoid channel 
configurations that would trigger significant power excursions. We also demonstrated that the 
ML approach is directly transferrable among EDFA systems with different equipment and 
scales. 

In this paper, we extend the work in [16] and present (i) two ML models supported by the 
ML engine that characterize EDFA power responses, (ii) an extension of the ML-based 
approach to provision WDM channels with variable spectral bandwidth to support flexgrid 
networks, and (iii) a thorough analysis of the performance of our proposed models in single- 
and super-channel provisioning scenarios. By associating the channel selection process with 
the knowledge of the system’s overall power response, our approach shows more optimal 
heuristics for fast channel provisioning decisions. We experimentally show that the ML 
engine can recommend channels to add/drop and stay within 1% error of the lowest possible 
power discrepancy over 94% of the time. When performing super-channel provisioning, the 
ML approach shows significant mitigation of power excursions when compared to the 
conventional first-fit algorithm. 

In Section 2, we discuss previously proposed solutions to EDFA power excursions and 
their limitations. Section 3 describes the experimental EDFA system constructed to validate 
the ML approach. Section 4 introduces the ML models and the implementation of the ML-
based solution on the experimental system. Section 5 describes the recommendation 
capability and accuracy of the ML engine for optimized channel provisioning in single- and 
super-channel scenarios. Section 6 discusses the scalability of the ML engine. We discuss our 
conclusions in Section 7. 

2. Related works

The characteristics of a power excursion depend on the specific gain-tilt of the EDFAs, 
EDFA gain-control mechanisms, and the number of EDFAs in a light path. Because the 
variability of these aspects among amplifiers makes it difficult to derive an analytical 
description that applies to all systems, previous work focuses on fully characterizing a 
specific EDFA system and reducing its excursions. In [11], different pre-emphasized power 
levels are set for the channels to compensate for the excursion in gains. In [1], pairs of time-
division multiplexed channels are added through fast tunable lasers to achieve a balanced 
average power, preventing the EDFA controls from adjusting gain levels on existing 
channels. In [9], the pumping level of the Raman/EDFA hybrid amplifier is adjusted to reduce 
the power transient variations and steady-state excursions. These techniques, while effective 
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for the specific systems analyzed, are not necessarily transferrable to different networks. 
These techniques rely on deterministic models and full knowledge of the gain profile, details 
difficult to obtain for live-network equipment that cannot be disrupted. 

Optimized wavelength assignment has been shown experimentally to reduce the 
excursions, but is limited to 5-15% reduction of gain deviations [14]. Case-based reasoning 
(CBR) has also been applied to make heuristic guesses on EDFA tuning [17], but is limited in 
its prediction capability for unknown network scenarios. 

We present an efficient, low-overhead ML engine to characterize the channel dependence 
of power excursions in a link containing multiple EDFAs. Once the ML engine is trained on 
historical snapshots of the system, we show that it can predict best practices of channel 
add/drop to mitigate undesired excursions. Our approach is non-disruptive and applies to 
EDFA systems of different designs. 

3. Experiment design

To emulate the complexity of a multi-span EDFA system, we developed an experimental 
testbed consisting of multiple cascaded EDFAs of different brands and models. The multi-
span AGC-enabled EDFA system constructed is shown in Fig. 1. We vary the number of 
EDFAs between experiments to examine the transferability of the ML approach among 
different system scales. Each EDFA demonstrates a different gain tilt and responds differently 
to input power changes when channels are added or dropped. The channel dependence of the 
system’s power excursion is determined by training a regression model that determines the 
contribution of ON/OFF channels to the overall discrepancy among the channel power levels 
after the final EDFA. 

The WDM sources transmit 24 WDM channels from ITU-T grid 194.40THz to 
192.10THz with 100 GHz spacing at a uniform laser launch power level of 13dBm per 
channel, which are combined via a wavelength-selective switch (WSS). Variable optical 
attenuators (VOA) are placed before each span’s EDFA to emulate a 20dB per-span 
transmission loss of single-mode fibers (SMF). We adjust the EDFA pumping levels to 
achieve an overall gain tilt with a maximum disparity of 10dB between the highest and lowest 
gains; this is to ensure the receiver dynamic range is sufficient to identify channels after the 
EDFA cascade. Figure 2 shows the post-EDFA channel power spectra of the 2-span and 3-
span systems. While the gain tilt is exaggerated compared to telecom conventions, it presents 
an extreme case that produces sufficient EDFA power excursions to examine the ML engine’s 
capabilities. To ensure an adequate number of available channels for add/drop, we maintain 
10-20 ON channels at any given time, which corresponds to a spectral utilization between 
42% and 83%. The post-EDFA power levels are recorded with a C-band optical performance 
monitor (OPM), and stored in a database for analysis. The ML engine is trained on the post-
EDFA power levels and channel ON/OFF states, and constructs a regression model for future 
predictions. 

Fig. 1. Setup of the multi-span EDFA system; the additional EDFA and VOA in the dashed 
box are included for the 3-span system. 
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Fig. 2. Measured post-EDFA power spectra with 24 ON channels for both systems. Channels 1 
to 24 correspond to ITU-T C-band 194.40THz to 192.10THz with 100GHz spacing. Channels 
are launched with uniform power. 

4. Machine learning models and analysis

We define a regression problem with supervised ML to statistically model the channel 
dependence of EDFA power excursions. The predictor variable of the regression model is a 
24-bit array, with each bit indicating an ON channel as 1, or an OFF channel as 0. This can be 
scaled up to longer arrays to accommodate more DWDM channels. The response variable of 
the regression model is a measurement of the post-EDFA power discrepancy. In the following 
analysis, we use the standard deviation (STDEV) of the channel power levels as the 
measurement of discrepancy. We select STDEV of post-EDFA power levels as the optimized 
metric instead of other figures of merit (FoM), such as the optical signal-to-noise ratio 
(OSNR), because STDEV directly infers the extent of undesired power excursions induced by 
cascaded EDFAs. STDEV is also industrially practical because it necessitates the 
transceivers’ dynamic range, which impacts system complexity and cost. Alternatively, the 
power excursion measured for each ON channel can be aggregated to reflect the overall 
impact on the system; this has the ability to reflect the channels’ power stability instead of 
power discrepancy. To accentuate the mitigation of the power discrepancy among channels 
due to EDFA power excursions, we focus on the power STDEV metric in the following 
analysis. 

We collect 870 historical channel ON/OFF states and power STDEV values from each 
experimental system, which are split into a training set of size 600 and a testing set of size 
270. During training with a system’s training set, the ML model’s parameter values are 
optimized for that specific system in order to achieve accurate prediction capability. We 
design the ML engine to streamline the training process by using historical channel ON/OFF 
states and post-EDFA power levels, which are operation data that can be easily collected. 
Because existing operation data of the system can also be used to train, the ML engine can 
continue to improve its accuracy with increasing size of available training data. For a larger 
system with complex effects, the ML engine can implement an online, continuously evolving 
training process to gradually capture the system’s power dynamics. The ML model is 
evaluated with the testing set by two metrics: A) the mean square error (MSE) between the 
predicted and the measured STDEV of the testing set, and B) the correctness of the best 
channel provisioning recommended based on the predictions. 

The predictor and response variable values are preprocessed before training and testing 
according to Eqs. (1) and (2). The per-dimension mean is removed from the predictor variable 
x and the response variable y. Each predictor dimension is also standardized with a variance 
of 1. When used for prediction, the model takes in standardized inputs and returns offset 
outputs. These commonly practiced preprocessing techniques prevent dimensions with large 
variances or means from masking the contribution of other dimensions. 
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Fig. 3. Associated weights assigned to each channel by RR for the 2-span and 3-span EDFA 
systems, indicating each channel’s contribution to the post-EDFA power discrepancy in 
respective systems. 

4.2 Kernelized Bayesian regression model 

KBR relies on mapping the training inputs to a kernel, which is equivalent to an expansion in 
the input feature dimensions. The regression model is trained using the kernel to determine 
the posterior probability distribution of the response variable. Specifically, we construct a 
kernel called the Radial Basis Function (RBF) shown in Eq. (5): 

21
( , ') exp ' ,K x x x x

b
α  = − − 

 
(5)

where a and b are parameters that adjust the strength of the kernel, which we set as 0.0001 
and 3.5 respectively for our analysis using cross-validation, consistent for both the 2-span and 
3-span systems. The variables x and 'x  are two 24-dimensional predictor values; the value of 
the kernel function decreases exponentially with the magnitude square of their difference. The 
RBF kernel indicates that two network scenarios with similar ON/OFF channels are assumed 
to have similar extents of power excursions [17], which is leveraged to efficiently emulate the 
use of a database in CBR. Given a new network scenario, we can infer its predicted power 
STDEV based on the individual contribution of each channel, as well as how similar it is to 
the known network scenarios. The predictions are obtained from the linear combinations of 
the training outputs weighted by the kernel function values [18]. In contrary to learning the 
linear weights of each channel’s contribution, KBR with RBF models the system as a 
Gaussian process by learning the mean and variance of the power STDEV given the ON/OFF 
channels. One advantage of KBR is its ability to pinch the variance of the Gaussian process 
near known data points. Hence, for a future scenario that has appeared in the training set, our 
KBR model can accurately recall the associated post-EDFA power STDEV, thus achieving 
the functionality of CBR. 

4.3 Performance of the ML models 

We characterize the adaptability of the models on two different systems – with two and three 
EDFA amplified spans respectively. Figure 4 compares the prediction MSE between KBR 
and RR as a function of the training set size for both systems. For each training size, the 
models are trained 5 times with random subsamples of the training set, and the prediction 
MSEs of the testing set are averaged. In both EDFA systems, RR outperforms KBR between 
the training sizes of 30 and 600. In addition, the ML models perform better on the 2-span 
system than the 3-span system. It is also noticeable that KBR’s performance improves more 
significantly than RR with increasing training set size, despite its poorer performance when 
trained with a small data set. For RR on both systems, there is no significant performance 
improvement beyond 120 training data points. 
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Fig. 4. Reduction of the ML models’ prediction MSEs of power STDEV with 
increasing training data size. 

RR and KBR demonstrate different training and prediction mechanisms. For RR, the 
training data is used to determine a set of weights associated with the input dimensions. After 
training, the training data can be discarded; only the set of weights is necessary to make 
predictions. For KBR, the training process involves building the RBF kernel; the kernel and 
the training data are both used when making predictions. RR has a training computation 
complexity of 2( )O N M  and single-scenario prediction computation complexity of ( )O N , 

while KBR with RBF kernel is 2( )O N M  for training and 2( )O M  for single-scenario 

prediction, where N  is the number of predictor values (number of channels + 1) and M  is 
the number of training samples. Consequently, RR scales more optimally with increasing 
number of training samples, and KBR scales more optimally with increasing number of 
channels. If M N , RR would be more efficient in both training and prediction. Both 
models are implemented in Python 3.5 and executed on a personal computer. An example of 
their respective training and prediction times are shown in Table 1. 

Table 1. Time consumption of training and prediction for RR and KBR. 

Model RR KBR

Time to train with 600 data points [ms] 82.2 2300 

Time to predict for a single scenario [ms] 0.068 467 

5. Channel provisioning recommendations

5.1 Single-channel add/drop 

We demonstrate the ML engine’s capability to reduce undesired post-EDFA power 
excursions in Fig. 5 for adding and dropping fixgrid single channels. The examples are 
retrieved from 3-span EDFA system with the ML engine employing KBR and trained with 
600 training data points. In both cases shown in Fig. 5, we start with a randomly initialized 
scenario of ON/OFF channels. For adding a channel, as shown in Figs. 5(a), 5(c), and 5(e), 
the model predicts the power STDEV if a hypothetical channel is added to each available slot. 
Then the model recommends the best slots to add a channel that will result in the lowest 
power STDEV and the least undesired power excursions. Recommending up to four slot 
options provides flexibility for network operators. We perform the actual channel additions 
over the span of a week to verify the accuracy of the predictions and their tolerance to system 
variations over time. This test is repeated for dropping a channel, shown in Figs. 5(b), 5(d), 
and 5(f). In the two tests shown, the slots recommended by the ML engine correctly align 
with the best slots from the actual measurements. 

In Fig. 6, we examine the recommendation accuracy of the ML engine with 100 tests of 
single-channel addition and 100 tests of single-channel removal on both EDFA systems with 
randomly initialized starting conditions. We report the ML engine’s ability to identify the top 
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one and top four channels to add/drop after training with various training sizes between 30 to 
600, as well as the corresponding prediction MSE at these training sizes. Overall, the ML 
engine achieves a recommendation accuracy of 81% and 84% respectively, for identifying the 
correct top one and top four candidates on the 2-span system, and 75% and 89% respectively 
on the 3-span system. Both RR and KBR demonstrate strong correlation between the 
prediction MSE and the recommendation accuracy. Despite showing higher prediction MSE 
on both systems, KBR demonstrates better recommendation accuracy in identifying the best 
channels to add/drop in general. 

Fig. 5. Comparisons between predictions and measurements of post-EDFA power discrepancy 
for single-channel add (a) and drop (b). The top four slot options with the lowest predicted 
power STDEV are circled. (c) and (d) illustrate the good channels to add/drop, and the worst 
channels to avoid. (e) and (f) compare the post-EDFA power spectra of ON channels between 
the best and worst cases in channel add and drop, respectively. 
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Fig. 6. Correlation between the prediction MSE (horizontal axis) and the percentage of 
accurate recommendations (vertical axis) for KBR and RR for the (a) 2-span and (b) 3-span 
EDFA systems. The percentage of accurate recommendations reflects the number of tests in 
which the ML engine correctly recommends the top channels, out of the 200 tests performed. 

Even when the ML engine does not recommend the actual best channel, the 
recommendations would still result in post-EDFA power discrepancy comparable to the 
lowest achievable power discrepancy, known as the “ground truth”. This makes it feasible to 
provision channels solely based on the ML engine’s recommendations. Figure 7 shows the 
cumulative distribution of the difference between the ML recommendations’ power 
discrepancy and the ground truths. Each cumulative distribution function (CDF) plot is 
generated from 200 single-channel add/drop cases with randomly initialized ON/OFF 
channels. The vertical axis represents the fraction of the channel recommendations in the 200 
tests that fall within a certain percent error from the lowest possible post-EDFA power 
discrepancy. In the 2-span system, over 95% of the ML recommendations are within 1% error 
of the lowest achievable power discrepancy for both RR and KBR. In the 3-span system, over 
94% of the ML recommendations are within 1% error for both RR and KBR. This means that 
even if the ML engine does not give the exact best channel for add/drop, its recommendation 
would still be almost as good as the best outcome. If we were to randomly pick a channel to 
add/drop, the choice would be within 1% error of the best provisioning only 16% of the time. 
Figure 8 shows a systematic analysis of the training set size and recommendation accuracy for 
RR and KBR on the 2-span and 3-span systems. KBR shows monotonic improvement in 
recommendation accuracy with larger training set, while RR shows less correlation between 
recommendation accuracy and different training set sizes from 100 to 600, with the best result 
given by a training set size of 200. 
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Fig. 7. CDF of the percent error between the power discrepancy of recommended options and 
the actual lowest power discrepancy, plotted for single channel candidates based on KBR, RR, 
and random selections of channels for the (a) 2-span and (b) 3-span EDFA systems. Compared 
to random selections, ML recommendations with KBR and RR show significant improvement 
in approaching the lowest possible post-EDFA power discrepancy. 

Fig. 8. CDF of the percent error between the power discrepancy of recommended options and 
the actual lowest power discrepancy, at different training data sizes. (a) and (b) illustrate for 
the KBR model on the 2-span and 3-span EDFA systems respectively. (c) and (d) illustrate for 
the RR model on the 2-span and 3-span EDFA systems respectively. 
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5.2 Super-channel provisioning 

In order to further support the dynamicity of traffic demands, flexgrid optical networks 
employ variable channel bandwidth to accommodate diverse modulation formats and data 
rates [19]. One implementation of flexgrid networks employs super-channels consisting of 
multiple contiguous sub-channels to enable higher data bandwidth and greater spectral 
efficiency [3]. In the context of EDFA-induced power excursions, the addition of a super-
channel results in a greater input power change than the addition of a regular channel. 
Applying the ML engine to predict and avoid undesired power excursion induced by a super-
channel would improve the power stability of the EDFA system. 

We experimentally demonstrate that the ML engine can assign two to three contiguous 
sub-channels to form an optimal super-channel while mitigating undesired power excursions. 
Figure 9 illustrates the workflow of the ML engine for super-channel provisioning. Figure 10 
shows two examples of ML recommendations for super-channel addition on the 3-span 
EDFA system. Figures 10(a) and 10(b) demonstrate the close fit between the predicted and 
measured post-EDFA power STDEV values of the super-channel at all available locations. 
Figures 10(c) and 10(d) illustrate the recommendation view for the best and worst locations. 
The ML engine is trained with KBR and the same 600 training data sets used in the previous 
single-channel provisioning. 

Fig. 9. Functional workflow of the ML engine that enables super-channel addition with the 
least induced power excursions and post-EDFA power discrepancies. 

Fig. 10. Comparisons between predictions and measurements of post-EDFA power 
discrepancy for super-channel addition consisting of (a) two contiguous sub-channels and (b) 
three contiguous sub-channels. The top two super-channel candidates with the lowest predicted 
power STDEV are circled. (c) and (d) illustrate the best, good, and worst super-channel 
candidates. 

We see a significant mitigation in post-EDFA power discrepancy when using the ML 
engine to determine the optimal locations for the super-channels. Figure 11 shows a 
comparison of the post-EDFA power STDEV among the best provisioning options, the ML 
engine recommendations, and super-channel allocation based on the first-fit algorithm [20], 
with which the first available location starting from the lower end of the spectrum is selected. 
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Overall, the ML engine recommendations agree closely with the best provisioning options 
based on actual measurements. For cases where the first-fit algorithm results deviate from the 
best options, the ML recommendations demonstrate clear improvements over the first-fit 
algorithm results for mitigating the post-EDFA power discrepancy. 

Fig. 11. Twenty randomly initialized scenarios to compare the resultant power STDEV values 
among super-channel additions based on actual measurements, ML predictions, and the first-fit 
allocation algorithm for (a) two-channel-wide and (b) three-channel-wide super-channels in the 
3-span EDFA system. 

6. Scalability of the ML engine

While the ML engine’s efficacy in mitigating post-EDFA power discrepancy is demonstrated 
experimentally for single- and super-channel provisioning, it is important to discuss how the 
ML engine would scale with increasing dimensions and complexity in an optical network. For 
a greater number of amplifiers and spans of fibers in a light path, the ML engine’s training 
and prediction processes are unaltered. This is because the ML models are trained on the 
overall channel ON/OFF states, as well as the power discrepancy after all cascaded 
amplifiers, which are independent from the number of EDFAs and fiber spans in a light path. 

A more complex optical network may employ wavelength add/drop capability at 
intermediate nodes along a light path, as shown in Fig. 12. In this case, the set of channels 
entering the first EDFA, labeled A, are different from the set of channels exiting an 
intermediate EDFA, labeled B. To operate the ML engine in this scenario, the predictor 
variable to the ML models would capture the ON/OFF states of all 4 channels. The response 
variable of the ML models is determined as the post-EDFA power STDEV calculated from 
the power levels of Channels 1 and 2 after EDFA C, and the power levels of Channels 3 and 4 
after EDFA B. The recommendation process of the ML engine would take into account the 
channel assignment constraint – only Channels 1 and 2 are available from EDFA A to EDFA 
C, and Channels 3 and 4 are available for add/drop at EDFA B. This represents a limited 
search space for the ML engine to make the channel add/drop recommendations. 

Fig. 12. Illustration of channel add/drop operations at the intermediate EDFA node. 
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For more complex networks implementing Reconfigurable Optical Add/Drop 
Multiplexers (ROADM), network edges that connect pairs of ROADMs may carry different 
wavelength channels. Each edge may also contain multiple EDFAs for optical power 
regeneration. In this case, multiple ML engines can be deployed to individual edges and 
operate in a distributed fashion. This allows individual ML engines to mitigate the power 
excursions in each edge of the network – consistency of channel power levels on one edge 
would be optimized before handing off to the next edge. However, the distributed ML engines 
will need to coordinate for light paths that traverse multiple network edges to take into 
account wavelength continuity and system-wide QoS. These additional functionalities are out 
of the scope of this paper and would be suitable for future explorations to augment the ML 
engine’s capabilities. 

7. Conclusion

Channel dependent power excursions in gain controlled EDFAs present critical challenges to 
system performance and agility in dynamic optical networking. The strong dependence of the 
excursion on the gain profile of an EDFA makes it infeasible to transfer analytical solutions 
to different systems. We introduce an ML engine based on a regression approach that 
characterizes the channel dependence of power excursions in a WDM network with multiple 
cascaded EDFAs. Two machine learning models – RR and KBR with RBF kernel – are 
trained with 600 historical network usage data points and the discrepancy of post-EDFA 
channel power levels. Channel provisioning options recommended by the trained ML engine 
achieve within 1% error of the lowest possible post-EDFA power discrepancy in over 94% of 
randomized network scenarios. We also demonstrate that the ML engine’s workflow can be 
transferred to systems of different EDFAs and achieve similar performance, and is applicable 
to both single- and super-channel provisioning to support flexgrid optical networking. By 
using ML to accurately predict the power excursions in WDM channel provisioning, network 
operators can make quick and precise decisions to address network demands and optimize 
EDFA power dynamics. For future explorations, the capabilities of the proposed ML engine 
can be further augmented with optimizations of OSNR and additional QoS metrics. For larger 
networks, distributed and coordinated operations of multiple ML engines can be explored to 
optimize power consistency for individual network edges, while ensuring wavelength 
continuity and overall system level QoS. 
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