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Abstract — Dissolution and mass transfer at gas liquid interfaces are central to many industrial and
environmental issues. All these applications aim at predicting the transfer velocities between the two
phases, and the dependency of these velocities on several factors such as pressure, temperature, flow
regime and so on. The goal of the present study is to understand the physical phenomena acting in
the liquid phase during the dissolution and transfer of a gas at a flat two-phase interface; and to
measure the influence of these phenomena on mass exchanges. To that end, an oscillating grid
apparatus is used to generate a controlled liquid side turbulence. The dissolution of an atmospheric
sparingly soluble gas, carbon dioxide, is considered. Optical measurement techniques are used
simultaneously in order to gain further insight on the hydrodynamics influence on dissolved gas
mixing. The phenomena responsible for mass transfer acceleration are found to happen in thin
characteristic depth scales under the interface. In those regions, a complex combination of dissolved
gas injection and diffusion layers renewing events is observed. The analysis of velocity fields
highlights their strongly three dimensional aspects, and simultaneous measurements, lead to the
conclusion that these three-dimensional effects have an impact on dissolved scalar concentration
structures, and consequently on mass transfer.

Résumé — Etude du transfert de masse gas-liquide dans une cuve agitée par grille oscillante —
La dissolution et le transfert de masse au niveau des interfaces gaz-liquide sont au cceur de
nombreuses problématiques tant industrielles qu’environnementales. Toutes ces applications
nécessitent de prédire les vitesses d’échanges de matiére entre les deux phases, et la dépendance de
ces vitesses d’échanges aux différentes conditions de température, pression, écoulement, etc.
L’objectif de la présente étude est de comprendre les phénomeénes physiques intervenant en phase
liquide lors de la dissolution et du transfert d’un gaz au niveau d’une interface diphasique plane, et
de quantifier I’influence de ces phénomeénes sur les échanges de masse. Pour ce faire, un dispositif de
grille oscillante permettant de générer une turbulence contrélée coté liquide est utilisé. La dissolution
dun gaz atmosphérique faiblement soluble dans 1’eau, a savoir le dioxyde de carbone, est
considérée. Des techniques de diagnostic optique faiblement intrusives sont employées de manicre
simultanée pour pouvoir étudier directement I’influence de ’hydrodynamique sur le mélange du gaz.
11 est observé que I’essentiel des phénomeénes déterminant la vitesse de transfert de masse a lieu dans
des sous-couches caractéristiques de trés faible épaisseur sous I’interface. Dans ces régions, un
ensemble complexe d’événements d’injection de gaz dissout et de renouvellement des zones de
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diffusion est observé. L’analyse des champs de vitesse met en évidence leur caractére fortement
tridimensionnel et les mesures couplées permettent de constater que ces effets tridimensionnels ont
un impact sur les structures de scalaire dissout observées, et donc sur le transfert de masse.

NOMENCLATURE

Symbol Quantity (Unit)

Sc Schmidt number

R Ideal gas constant (J K~' mol™")
Ty Gas temperature (K)

C Instantaneous concentration (mol m™>)
C Average concentration (mol m ™)

c Fluctuation concentration (mol m ™)
Instantaneous velocity field (m s~ )
Average velocity field (m s™')

v = (u, u/, u.) Fluctuating velocity field (m s™")

§= 0w J2) Mass flux (mol m > s )

D Diffusion coefficient (m? s~ ")

vC Concentration gradient (mol m™*)

(c’iuj) A Turbulent mass flux (mol m™2s™")

Ky Mass transfer coefficient (m s~ ')

ke Liquid side mass transfer coefficient
(ms™)

kg Gas side mass transfer coefficient (ms™")

H. Henry’s constant (mol m— Pa™")

Caat Scalar saturation concentration (mol Lfl)

Cp Scalar bulk/initial concentration
(mol L")

dp Apparent scalar sub-layer (m)

Or Batchelor sub-layer (m)

dop Outer diffusive sub-layer (m)

0y Kolmogorov sub-layer (m)

dy Viscous sub-layer (m)

Oo Surface-influenced layer (m)

v Kinematic viscosity (m? s~")

T Characteristic renewal time (s)

r Stochastic renewal rate (s~ ")

u'y LEM velocity scale (m s~ ")

Integral lengthscale (m)
Undisturbed integral lengthscale (m)
Kolmogorov lengthscale (m)
Turbulent dissipation rate (m? s )
Surface divergence (s~ ")
Oscillating grid frequency (Hz)
Oscillation amplitude (m)
Grid’s mesh size (m)
Grid’s bar size (m)

H Distances from the grid (m)

@ &gm\mmsghh

o Grid’s solidity

u'yr HT velocity scale (m s~ ")
Ciir Coy HT constants

Crr TT constant

Reg Grid Reynolds number
Rer HT Reynolds number
INTRODUCTION

The study of mass transfer at the interface between a gas and
a liquid is of great interest in many environmental phenom-
ena and industrial processes. In the industry, the physics of
mass transfer defines the efficiency of diphasic mixing and
degassing in stirred tanks, bubble columns, or even more
complex mixing tank geometries.

As an example, in photobioreactors for micro-alga pro-
duction, gaseous carbon dioxide CO, has to be dissolved
into the culture waters to be then consumed through photo-
synthesis. Optimizing micro-alga production requires a bet-
ter understanding and modelling of this CO, dissolution so
that the mass transfer rate from gaseous to aqueous phase
could be predicted and maximized [1].

From an environmental point of view, the same mecha-
nisms also control the dissolution of atmospheric gases into
the oceans, rivers and lakes, and have therefore a huge
impact on climate and biodiversity.

Even though this issue has already been studied for sev-
eral decades, its understanding is still not good enough to
create realistic models suitable for implementation in Mul-
tiphase Computational Fluid Dynamics (MCFD) codes.
The complexity in depicting such phenomena lies in the fact
that they depend on numerous factors, among which:

— the transported species’ Schmidt numbers in each phase

Scg = L‘;—gg and S¢; = %s [21;

— the shape and dynamics of the interface [3];
— the turbulence characteristics (intensity, size of structures,
time scales, . ..) in each phase'.

Several investigations have been made using numerical
simulations, channel flows, or stirred tank experiments to
study the influence of these parameters [3-13].

! For clarity purposes and if not mentioned, all non dimensional number and
quantities used in the following are those in the liquid phase, and the sub-
script 1 is removed.
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All studies involving large Reynolds numbers on the liquid-
side with respect to the one on the gas side agree on the fact
that the influence of the interface on liquid-side turbulence is
significant at very small depth in the order of 1 to 10 cm
(depending on the turbulence characteristics). For high
Schmidt number gases, the noticeable scalar transport events
happen at even smaller depths, between around 50 pm and
200 pum.

The focus of the present study is made on the dissolution
and mixing of carbon dioxide into water, with a gaseous
phase at rest and a liquid phase agitated by a bottom-shear
turbulence (see Fig. 1). This turbulence is generated by an
oscillating grid apparatus (see Sect. 1). It is assumed that
water’s flow characteristics are such that the interface
remains flat. The observation area is a rectangle of about
2 cm width and 1.5 cm height underneath the surface, that
is to say a “zoom inside” the surface influenced region, in
awill to resolve at best the scalar sub-layers. Here, the results
are given for one single set of stirring parameters, corre-
sponding to a given Reynolds number of the flow as defined
in Section 1.

1 BACKGROUND

1.1 Diffusion and Advection

In any mass transfer study, molecular diffusion is always the
ultimate mechanism achieving mixing. Its expression is
given by Fick’s law:

j=-DVC (1)

with D the molecular diffusion coefficient and C the scalar
field. The concentration transport equation can be written
at any point as:

66—C+ch V(DVC) = —Vj (2)

with U the three dimensional velocity field.
Applying a Reynolds decomposition to concentration and
velocity field, and averaging Equation (2), it comes

j= —Dvé+ch_uz- 3)

The terms v/, c'v/y, v, are called turbulent mass
fluxes. They are reachable only through spatially and tempo-
rally synchronised concentration and velocity measurements
[14, 15], which is precisely the aim of this study.

In most of the mass transfer studies with a vertical normal
interface, the mass flux is assumed to be unidirectional and
Equation (3) becomes
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Figure 1

Principle of the experimental study.

oC ——
J, = —D§+c’u’z 4)

Under this assumption, mass transfer is often expressed in
terms of mass transfer velocity K defined by

j J.
Ki=—=—">— 5
FTACT Cau— Gy ®)

Lewis and Whitman [2] show that this mass transfer coef-
ficient may be decomposed as a series association of two
mass transfer velocities, one on the liquid side 4 and one
on the gas side k,:

Lo
L L g

with R=9.314 TK " mol ' the ideal gas constant and T, o the
gas temperature. For poorly soluble gases such as oxygen,
nitrogen, or in this case carbon dioxide, Henry’s law con-
stant H, is equal to 3. 3 x 107* mol m™> Pa~' and
kg > ki . This implies that 222%¢ hence the liquid side resistance
is weak and that K; ~ k. Moreover for carbon dioxide, the
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diffusion coefficient in water is about Dco,water = 1.91 %
1072 m?s™! against Dco, .air = 0.142 x 107 m?s~! in
air. These two properties show that the liquid side resistance
to mass transfer and therefore the hydrodynamics of the lig-
uid phase dominate mass transfers, which is why it is neces-
sary to understand turbulence effects in the liquid phase.

1.2 Mass Transfer Models

In order to predict mass transfer velocities/coefficients based
on hydrodynamics of this liquid phase, several 1D models
have been developed throughout history. What follows con-
sist in a non-exhaustive brief review of the milestones mod-
els necessary to understand the concepts of mass transfer
under the interface. Further details are provided by literature
review in Herlina’s work [16].

Historically, the first assumption made was that turbulent
structures could not penetrate the diffusion layer [2] and that
two distinct regions could be distinguished: a pure diffusion
sublayer of depth Jp, and a turbulent mixing region beneath
this sub-layer. The mass transfer coefficient K can thus be
expressed by Lewis and Whitman’s film model (Fig. 2) as

D
KL =— 7
— ™
where dp may be written as
Csat - Cb
5 = —=""""" 8
P 9C 0z ®)

Further studies introduced the idea that turbulent eddies
could break inside this diffusion layer and replace it with
“fresh”, accelerating mass transfer in doing so. This gave
birth to Higbie’s “film penetration” model [17]

D

K ~/—
L nT )

where T corresponds to a characteristic “renewal time” that
would correspond to a typical turbulent eddy turnover
time-scale.

This model was upgraded by Danckwerts [18] by includ-
ing a stochastic surface renewal rate  instead of the constant
time-scale 7. This is called the surface renewal model:

Ky ~ VDr (10)

To that point, the fact that turbulence interacts with the
diffusion layer was well established. Yet, the eddies were
still assumed too large to deform this layer, and only a full
or partial renewal was assumed possible.

Following studies focused on including the turbulence
characteristics inside what could be called “hydrodynamic
models”, in comparison to the first conceptual models based
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Figure 2

Diagram of liquid and gas concentration films adapted from
Herlina [16].

on conceptual parameters to be measured or estimated. Ideas
still diverged though on which of large eddies or small
eddies contributed the most to mass transfer. This was
expressed by the competition between the following models:

1. Fortescue and Pearson’s Large Eddy Model (LEM)
[19]

Du’L

Kp ~ 7

(11)

where ;. and L are characteristic velocity scale and integral
large-scale of turbulence. This leads to a Re™""? dependency
for K; .

2. Banerjee et al. or Lamont and Scott’s [20, 21] Small
Eddy Model (SEM)

v

(12)

where ¢ is the turbulence dissipation rate, which gives a
Re™"* dependency for K.

Theofanous [22] reconciled these theories by showing that
LEM behaviour is dominant for low Reynolds number and
SEM behaviour for high Reynolds number, and proposed:

Kp = 0.73u/Sc" Re; %3, forRer < 500

13
Ki = 0.25u/Sc" Re; ", forRer > 500 (13)
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More recent studies tend to confirm this double beha-
viour, but also present new interesting points that could lead
to a better understanding of the physical phenomena.

A new range of models called Surface Divergence Models
(SDM) based on the works of McCready et al. [23], Brumley
and Jirka [24], Chu and Jirka [25], Hasegawa and Kasagi [9],
Turney and Banerjee [3], and Banerjee et al. [26] show that
the global and local mass transfer coefficients may be linked
with the surface divergence f5, that is to say the horizontal
divergence of the velocity field at the air water interface.
The generic expression of these models is

Ky ~+/pD

The main benefit of such models is that they allow to
account for surface deformations. Since it is not in the scope
of this study, they will not be detailed here.

Back to vertical phenomenon considerations, it has been
observed by Herlina and Jirka [5, 8] and Janzen et al. [10],
and confirmed by Variano and Cowen [6, 12] that surface
renewal is not the only mechanism responsible for turbulent
mass transfer.

Contrary to what was previously assumed by Danckwerts
[18], turbulent structures can indeed deform the diffusion
layer and tend to “peel” high concentration patches and
bring them down to the bulk fluid where they can be quickly
mixed. This smaller scale convection like phenomena, also
called “injection” events, were found to be not only observ-
able [10, 16] but also quantitatively non negligible in the
total mass flux exchanged [12]. Mass transfer seems there-
fore to be enhanced by a combination of injection and
renewal events at different scales.

(14)

1.3 Subsurface Hydrodynamics

The previous conclusions on mass transfer lead to interroga-
tions on the characteristics of turbulence and the induced
effects close to the interface.

The first observation that can be made is that the presence
of'the interface tends to deform the upcoming turbulent struc-
tures by reducing their vertical dimension and increasing
their horizontal scales [10, 12], as schemed on Figure 1. This
implies that the bulk turbulence is different from the one
impinging on the diffusion layers at the interface. A better
description of this sub-surface turbulence is therefore needed.

Indeed, the model of Hunt and Graham for a turbulence
near a solid surface [27], traditionally used to estimate inter-
facial turbulence in the mass transfer studies [24] is no
longer valid for air water interface, at least when it comes
to horizontal velocity fluctuations, as shown in Figure 5 of
Janzen et al.’s work [10]. This figure shows that Hunt and
Graham’s so called blocking theory lead to a good approxi-
mation of the behaviour of the Root Mean Square (RMS) of
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Figure 3

Characteristics sub-layers according to Brumley and Jirka [24]
extracted from Herlina [16]. 7 is the Kolmogorov length-scale
of turbulence, Sc the Schmidt number, and L., and Rer the inte-
gral length-scale and Reynolds number defined in Section 2.1.

vertical velocity fluctuations near the interface. Yet, the mea-

sured profiles of RMS of horizontal velocity fluctuations do

not correspond to the theory’s prediction: Hunt and Graham

[27] predict that the maximum of this RMS is at the interface

whereas measurements by Janzen et al. [10] and Magnaudet

and Calmet [28] show a peak at a depth of a few hundred
micrometers beneath the interface.

According to Brumley and Jirka [24] from passive scalar
turbulent fluctuating energy spectrum analogy, it is possible
to define a priori several characteristic sub-layers sketched
in Figure 3:

— surface-influenced layer: It is the area in which turbulence
characteristics are modified by the presence of the inter-
face, of depth equal to the undisturbed integral length
scale of turbulence. That corresponds to the region where
large eddies begin to “see” the interface;

— viscous sub-layer: It is the region where the viscous forces
are supposed to be dominant;

— Kolmogorov sub-layer: By analogy with the surface-
influenced layer, this is the depth at which the small
eddies “see” the interface and are supposed to start
deforming, hence the vertical velocity fluctuations are
supposed to decrease linearly there.

Based on those hydrodynamics sub-layers, characteristic
depths for concentrations can be deducted:

— outter diffusive sub-layer: dop corresponds to the “char-
acteristic lengthscale of diffusion resulting from the
blocking of large eddies” [24]. It was found by
Magnaudet and Calmet [28] that the RMS of concentra-
tion fluctuations reaches its maximum value at z = dgp;



Page 6 of 16

— batchelor sub-layer: In this region, mass transfer is
assumed purely diffusive, providing that even the smallest
eddies should not be able to impact it.

One of the aim of the following work will be precisely to
check for the existence of these conceptual sub-layers and to
see in which way they influence mass transfer. A better
insight into characteristic turbulent structures should be
given by the use of a three-component velocimetry tech-
nique presented in Section 2.2.

2 EXPERIMENTAL SETUP

2.1 Oscillating Grid Turbulence

Oscillating Grid Turbulence (OGT) is a mean of producing
turbulence in a liquid initially at rest, by making a grid oscil-
late at a given frequency and a given amplitude. The periodic
jets and wakes generated by the grid displacement interact and
generate turbulence, which then diffuses away from the grid.

This principle was first designed in a goal of creating
homogeneous and isotropic turbulence with zero mean flow
[29]. Studies have yet shown that turbulence in such tanks is
not fully homogeneous and isotropic [30] and that more or
less strong mean flow still exist [31]. Anyway, the fact that
turbulence characteristics can be well controlled by grid-
oscillation parameters (as shown in what follows) and that
the recirculation velocities remain at most of the same order
of magnitude than the turbulence fluctuations, makes it an
interesting device to study turbulence influence on dissolu-
tion at a gas liquid interface. Furthermore, this offers the
advantage to set the interface’s location during all experi-
mental trials whatever the used regime is.

For this study, the grid is placed in a prismatic tank of
inner dimension 277-277-550 mm. The walls and the lid
of the tank are made of transparent plexiglass to allow flow
visualisation from various angles.

The grid has square section bars of side d =7 mm and its

mesh size is M = 35 mm so that its solidity is
o =1 (2 — &) = 0.36 which is below the maximum value

of 0 max = 0.4 recommended by Thompson and Turner [29]
for optimal homogeneity of such turbulence. The motion
of the grid is produced by a motor driving the motion of a
crankshaft type system, the eccentricity of which being
adjustable. This allows to vary the amplitude of the grid
oscillations, or stroke, between S = 2.5 cm and S = 7.3 cm
The frequency is set by the motor’s rotation speed and
may vary between f= 0.1 Hz and /= 2 Hz.

It is possible to define a Reynolds number based on the grid
parameters only, as it has been done by Janzen et al. [10]:

2
RCG :f% (15)
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The parameters chosen for this study are f= 1 Hz and
S = 4.9 cm which corresponds to a grid Reynolds number
of Reg = 2384.

Hopfinger and Toly [32] have established that the RMS of
horizontal and vertical velocity fluctuations «’ and V' are only
a function of the grid £, M, S and the distance z, to the
average position of the grid such that:

/ _ 1.5340.5_—1
Upms = Clif S7M Zg

/ _ /
Wims = CZHTurms

(16)

where Cy,; >~ 0.25 and Cy,, ~ 1.25.
Moreover, Thompson and Turner [29] state that the inte-
gral length scale of turbulence depends linearly on z,:

Loc = CTTZg (17)

where Ctt ~ 0.1.

These relationships have been verified by a number of
studies using grid stirred tanks [24, 25, 33-38] up to the val-
ues of the different constants which vary among the works
(Crref0.1...0.4], C;,,€ [0.2...0.3],Cy, € [1.1...1.3]).
Validation of Hopfinger and Toly’s relationship (hereinafter
called HT) have been made on the oscillating grid device
used for this study and are presented in Section 3.

When studying the influence of oscillating grid turbulence
on an interface, the distance z, = H between this interface
and the mean position of the grid is of great importance.
As one can see from HT, velocity fluctuations’ intensity is
an hyperbolic function of the distance to the grid, hence they
tend to a zero asymptote far from the grid. Moreover, the
horizontal homogeneity of turbulence is no longer ensured
when too close to the grid, but typically reached at i—; >k
with k= [2.5...4] depending on the study.

For these reasons, the interface between the fluids should
be positioned:

— far enough from the interface, in order to free oneself from
unwanted, non turbulent features and strong variations of
turbulent intensity along the vertical direction;

— close enough for the velocity fluctuations to be suffi-
ciently energetic, and easily measurable.

The choice made here is to take % ~ 7.

Based on this interface position, it is possible to compute
the theoretical HT velocity scales based on HT relationships
of Equation (16), and the undisturbed length-scale L;,y, that
is to say the integral length-scale of turbulence at z, = H if
there were no interface. For the present configuration, it

- — -1
comes that L, = 24 mm, u  =21mms"' and
wo o =25mms .

Whith these turbulent scales, it can be checked using
Chiapponi et al.’s experiments of surface fluctuations in grid
stirred tanks [39], and Brocchini and Peregrine’s diagram of



Oil & Gas Science and Technology — Rev. IFP Energies nouvelles (2017) 72,7

Page 7 of 16

Beam blocker

Flat interface

Vertical
positionning
mirors

0 Gas

Water bottle

Helium-Neon
Laser

Photodiode

>— Divergent spherical lens
>—— Divergent cylindrical lens

«'- Convergent spherical lens

a)
PLIF sCMOS Camera
. =120 mm lens Pulse generator .
Top view 515nm Bandpass filter = Acuisition
Trigger input controls
Lenses and mirors .
for laser sheet creation Tank Lgser N Ph.OtOdIOde
Optical table ./grld detection system Outputs
O
Water Q
N Scheimpflung point [ -
v X Oscilloscope
P
7 B Z ==
/ N -
/ Y 7
/
o - l @
/ / °
——— 520nm Lowpass
5 Q Newport motorised & fiiters
b < translation system . .
= - S Lenses LaVision DaVis
g § (For laser sheet posmonnlng?/f \ Software and PTU(s)
Z s /" sPivceD SPIV CCD X
- g / Camera1 Camera2  8=4"\
/
7 N\
/'/ R
b)
Figure 4

Experimental set-up: a) side view, b) top view.

free surface deformation by liquid-side turbulence [40], that
the shape of the interface remains in the “flat” domain.

At a given distance from the grid, it is possible to define a
Reynolds number based on a velocity scale uj;; predicted by
HT relationships of Equation (16) for z, = H and on the
undisturbed integral length scale L., as done by Brumley
and Jirka [24]:

(18)

with Rer ~ 100 in these experiments.

2.2 Velocity Field Measurements

Velocity fields are measured using a Stereoscopic Particle
Image Velocimetry (SPIV) arrangement. In addition to the
planar two dimensional velocity information given by tradi-
tional PIV measurements, SPIV also provides the third
dimensional velocity component, and is therefore considered
as a two dimensional three components velocimetry tech-
nique. The configuration chosen here is that of angular SPIV,
in which the optical axis of each camera is shifted from the
normal to the laser plane by an angle of o = 20° (Fig. 4).
This value was found to be the best compromise between
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e
e laser sheet thickness
d=(dx,dy,dz) true particle displacement
in absolute space
Sensor 1 Sensor 2 di=(dxi,dzi) particle displacement on
sensoriin spacei
o stereo angle

Figure 5

Principle of SPIV measurements for a single particle.

the maximum precision angle of 45° as stated by Prasad

[41], and the camera adjustments. The principle of SPIV

displacement measurement applied to a single particle is

presented in Figure 5.

From a practical point of view, two hardships are inherent
to SPIV measurements in liquid media:

— depending on camera and lens’ adjustments, the depth of
focus of each camera may not be sufficient to see dis-
tinctly the whole observation field from the SPIV slanted
point of view. A solution to that problem is to shift the
lens’ axis from the camera’s axis introducing a so called
“Scheimpflug angle”. This misalignment distorts the
depth of focus and adapts it to the measurement zone so
that the full field becomes clear. The optimal Scheimpflug
angle is found when the observation plane, the lens’
plane and the camera’s plane are colinear. This is the
Scheimpflug condition detailed in Prasad’s state of art
on SPIV techniques [41];

— when using SPIV to measure liquid phase velocities, the
inclination between camera’s axis and the normal to the
tank’s walls leads to refraction phenomena at the wall
and blurs the visualisation. To avoid refraction, the cam-
era or lens’ axis has to be collinear with the normal to the
wall. That is achieved by the addition of a liquid prism as
explained in Prasad and Jensen [42].

For these experiments, the optimal Scheimpflug angle
was found to be ag = 4°. The cameras used are double frame
PCO CCD sensors of 1280 by 1024 pixels. A pulsed Quantel
Nd:YAG laser emitting at Ang.yag = 532 nm is used to illu-
minate Hollow Glass Spheres (HGS) particles of nominal
diameter dpaiicies = 10 pm. The interval between two succes-
sive laser pulses is set at dftspry = 12 ms to optimise the dis-
placement of particles in the 32 by 32 pixels interrogation

windows. The spatial resolution of wvelocity field is
0.34 x 0.34 mm.

2.3 Concentration Field Measurement

The optical technique used to measure dissolved CO, con-
centration fields is a variant of Planar Laser Induced Fluores-
cence (PLIF) methods that we call Blocked PLIF (BPLIF).
Unlike what is done with traditional PLIF methods, the flu-
orescent dye is here previously homogeneously mixed into
the liquid. Fluorescence of this dye under monochromatic
light excitation is then inhibited (i.e. blocked) by the pres-
ence of a flow-passive scalar (temperature, viscosity, con-
centration of a chemical species, . ..). Thanks to a previous
calibration operation, the observation of the fluorescence
intensity map leads to the knowledge of the scalar value at
any point of the recorded field.

In this study, fluorescein sodium (CAS number: 518-47-8)
is used as a fluorescent tracer. When excited by an
Argon-lon monochromatic continuous laser emitting at
Aar = 488 nm, it emits a fluorescence spectrum of wave-
lengths between Ains = 490 nm and /g, = 600 nm with an
intense peak at Ay = 515 nm. The pH dependency of its
extinction coefficient ¢ and hence of its fluorescence inten-
sity Ir (see Fig. 6), highlighted by Martin and Lindqvist
[43] makes it a suitable dye to study [CO,] variations in
water [44].

The principle of BPLIF using fluorescein sodium as a flu-
orescent dye has been developed by Valiorgue et al. [1, 45]
and is briefly summarized below.

It relies on the fact that after its dissolution into water,
aqueous carbon dioxide interacts with water to form car-
bonic acid through the reaction
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Figure 6

Relative fluorescence intensity or extinction coefficient varia-
tions as a function of pH with data from Martin and Lindqvist
[43], Walker [44] and the present study.

COz(aq) + H,O 2 H,COs (19)

Carbonic acid then dissociates into hydrogen carbonate
HCO;, and hydrogen carbonate into carbonate CO3~
through the successive acid-base equilibria:

H,CO; + H,0 2 HCO; + H30™ (20)
HCO; + H,0=C0O3™ +H;0" (21)

A quantity often considered is the Dissolved Inorganic
Carbon degree or DIC, which defines as

DIC = [CO;],, + [H,COs] + [HCO3 ] + [CO3|  (22)

As these reactions show, the presence of dissolved carbon
dioxide somewhere inside the water locally produces H;O"
ions and as a result decreases the pH, leading to a local
blocking of fluorescence intensity when the water is seeded
with fluorescein.

The operations necessary to measure dissolved carbon
dioxide fields are the following:

1. record fluorescence intensity field and apply correction
taking into account non homogeneous excitation light
intensity, and variations of extinction coefficient [45, 46];

2. convert intensity field to pH field using previously estab-
lished calibration curves similar to the one shown in
Figure 6;

3. convert pH field to [CO,],q field using either theoretical
solving of acid-base equilibria (Egs. 19-21) as done in
Figure 7, or an experimental [CO,].q = f{pH) calibration
curve previously established.
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It can be checked that the intensity of fluorescence
responds linearly to other factors such as laser intensity,
concentration of dye or temperature [44].

For the following measurements, room temperature is
fixed at T,;; = 20 °C and a thermometer is used to check that
water temperature is also 7., = 20 °C before and just after the
experiment. The Continuous-Wave (CW) laser power is set
at P = 1 W. Fluorescein concentration is chosen to be
Cr = 5x1077 based on Valiorgue’s experiments [1] and
calibrations and trials are done sufficiently rapidly to avoid
any time intensity variations.

Fluorescence fields are recorded by a LaVision sCMOS
camera equiped with a 120 mm focal length lens. The sensor
is a 2560 by 2160 pixels grid. PLIF techniques being spa-
tially resolved up to the pixel size, this gives a spatial reso-
lution for concentration fields of 0.008 x 0.008 mm.

The camera is used in its single frame configuration with
an opening time of d¢;= 10 ms, This time is chosen to be far
greater than the time needed by dissolved CO, to react and
decrease the pH. This kinetic condition is a requirement
for the technique’s ability to measure fluctuating concentra-
tion, as explained by Asher and Litchendorf [7].

Collecting light on a long opening time is also a way to
ensure good signal over noise ratio and better precision
for measurements. The limitation is that it has to be conse-
quently lower than the fastest scalar transport time scale if
one wants to be able to fix a recording rate fast enough to
resolve scalar structures temporally. In this case two succes-
sive trials with two different lens aperture could be used to
improve recorded intensity dynamical range [47]. Luckily,
the scalar structures are relatively slow and its time scale
range is estimated by Janzen ef al. to be of about Tgcajar =
[1—10] s for the considered turbulent velocity scales [10].

In order to use the full dynamics of the pH-intensity curve
(Fig. 6), the pH of the water is initially fixed at pHy = 10 by
addition of sodium hydroxide (NaOH). With this initial con-
dition, the fluorescence intensity of regions with zero dis-
solved CO, concentration fluoresce at the higher intensity
as possible, which increases the signal over noise ratio up
to about 8 dB.

2.4 Coupling of Techniques

In order to study the influence of turbulence on scalar trans-
port, it is of great interest to achieve simultaneous and spa-
tially matched SPIV and BPLIF measurements.

2.4.1 Temporal Synchronisation

To ensure temporal synchronisation, the opening of both
cameras are timed by a LaVision Programmable Time Unit
(PTU), synchronised on the oscillating grid position if
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Numerical solution of chemical equilibria from Equations (19)
to (21) for initially fixed pH of 7 and 10. Dashed lines are DIC
concentrations and full lines aqueous CO, concentrations. Hor-
izontal lines show the equilibrium concentration for water
under atmospheric partial pressure and 1 atm total pressure of
gaseous carbon dioxide.

needed. The recording on the BPLIF image corresponds to
the first SPIV laser pulse.

2.4.2 Laser Sheet

For coupled measurements, the Nd:YAG and Argon-Ion
laser sheets have to be superimposed. This is achieved using
a dichroic beam-splitter placed just after the two laser out-
puts as shown in Figure 4. Its cut-off wavelength of
Ae = 505 nm allows the Ang.yag = 532 nm wavelength to
go through whereas it reflects the 4, = 488 nm wavelength
with yields up to 99% for 488 nm and 90% for 532 nm. The
merged beams then go through the same optical arrangement
details given in Figure 4.

2.4.3 Light Filtering

The BPLIF camera is equipped with a bandpass filter centred
around /g = 515 nm so that the sensor collects only fluores-
cence signal and not Argon-Ion excitation light nor 532 nm
light reflected on our HGS particles used as seeding for SPIV.
In a similar way, low-pass filters of cut-off wavelength
A = 520 nm are placed in front of each SPIV camera to
ensure that the fluorescence peak is not captured on their sen-
sor and that the particle images remain bright enough with
respect to the unwanted fluorescence background signal.

2.4.4 Spatial Resolution and Binning

As explained before, the spatial resolution of BPLIF tech-
nique is intrinsically better than SPIV or any PIV techniques
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providing that BPLIF is resolved up to the pixel size and

SPIV up to the interrogation window’s size. With the aim

of expressing turbulent correlation terms u/c’ as expressed

in Section 1, it is necessary to spatially couple the informa-
tion, hence reduce the scalar field resolution to that of the
velocity field. This process is called binning. Two choices

can be made as sketched in Figure 8:

— pair each velocity vector with the scalar value at the center
of the SPIV interrogation window projected on the scalar
field, or an average on a N x N pixel square centred
around this center, as in Variano and Cowen [12]. This
may be called binning at center,

— compute the average scalar value on each SPIV window
projected on the scalar field and pair it with the corre-
sponding vector. This would be called fill binning.
Binning at center is a faster processing technique but it

needs the velocity field’s resolution to be high enough not

to artificially sharpen scalar structures as in Figure 8. Full
binning is slower but is physically closer to the principle of

PIV algorithms where the velocity information is averaged

over the interrogation window. It also tends to smooth local

noise of scalar images. This is the option that has been
selected here. For the used set-up, it is found that 32 by

32 pixels interrogation windows on SPIV cameras’ sensors

correspond to 43 by 43 pixels squares on the BPLIF camera’s

Sensor.

3 RESULTS AND DISCUSSION

3.1 Validation of the Grid Stirred Experiment

Validation of the grid stirred tank device used for this study
has been made by Morge [48] using a classic PIV setup.

HT-type behaviour for RMS of velocity fluctuations is
checked. The model constants are found to be C,yt = 0.27
and Coyt = 1.26. Figure 9 shows that the profiles move apart
from HT model when approaching the interface and that the
vertical velocity fluctuations become lower than the horizon-
tal one in this region.

It is checked that for the chosen H/M (see Sect. 2.1),
an horizontally quasi homogeneous turbulent region of
10 cm by 10 cm exist at the center of the tank. The region
of interest should therefore be included inside this homo-
geneity region.

A series of measurements synchronised with the grid’s
position, as what is done by Escudié and Liné with a Rush-
ton turbine impeller blade [49] are performed. This allows to
account for oscillatory fluctuations induced by the grid’s
motion. These measurements show no harmonic/oscillatory
tendency on any of the velocity components, and the phased
oscillating fluctuations are negligible with respect to the
turbulent fluctuations in the region of interest. It is therefore



Oil & Gas Science and Technology — Rev. IFP Energies nouvelles (2017) 72, 7

Page 11 of 16

-

Scalar intensity

b)

<«
PIV interrogation window
a)

Figure 8

Binning options: a) no binning, b) full binning, ¢) binning at center.

assumed that velocity fluctuations at this distance of the grid
are completely decorrelated from the stirring motion of the
grid and are only due to turbulence.

3.2 Concentration Fields

3.2.1 Scalar Structures

BPLIF measurements are performed as explained in Sec-
tion 2 for the grid stirring conditions presented before and
with a gas phase composed of 100% of CO, at atmospheric
pressure. In these conditions, the theoretical saturation con-
centration is Cg, = 1478.8 mg L~'. The initial bulk concen-
tration is Cyo = 0.5 mg L™". The following results show the

_ CM)-Cy(M.1)

scaled concentration field C(M, t) EeeN T

The recording of instantaneous concentration fields show
several features:

— ahigly concentrated layer is visible just beneath the inter-
face. Nonetheless, the estimation of it’s size based on
instantaneous fields is not easy, due to the fact that it is
constantly deformed by the fluid’s motion, and sometimes
even totally swept (Fig. 10);

— surface renewal and injections events can clearly be seen,
and it appears that they are often coupled, as in Figure 10.
The apparent saturated concentration Cg, is computed

from a temporal average of concentration values of the

10 pixel lines just under the interface (corresponding to a

80 pm depth). It is found that Cg, = 1.5 mg L~" which is

far from the theoretical saturation concentration value of

Cearo = 1478.8 mg L.

Several explanations are possible:

— the purely diffusive layer in which the fluid is supposed to
reach saturation concentration is in reality smaller that
previous work’s observations (about 30-500 pm accord-
ing to Herlina [16]). In these experiments, the theoretical
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Figure 9

Profiles of rms of horizontal and vertical velocity components
u' and w' and their prediction by Hopfinger and Toly’s relation-
ships for /=2 Hz, = 2.9 cm i.e. Reg = 1670.

Batchelor sub-layer as defined in Figure 3 is dg = 130 pm,
which is supposed to be larger that the depth on which
is averaged Cg,. It should therefore be observable
anyway;

pollution by PIV particles and laser reflections at the
interface are non negligible and lead to an overestimation
of fluorescence intensity, hence and underestimation of
saturation concentration;

the hypothesis that a purely diffusive layer undisturbed by
turbulence exists may be wrong. If so, renewal events
may happen even directly at the interface, and this
renewal may be too frequent for any the few sub-surface
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Instantaneous concentration fields. Red arrows show injection events and blue arrow renewal events.
micrometers to have time to reach saturation. Such Finally, complementary BPLIF trials in horizontal planes

concentrations would therefore never be observable  at different depth under the interface have been made by
within the first instants of dissolutions as considered here. =~ Morge [48]. The fluorescence intensity images from these
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Figure 11

Horizontal fluorescence intensity recorded in a plane 5 mm
under the interface by Morge [48].

measurements show clear scalar structures in horizontal
planes, like in Figure 11.

This suggests that the velocity structures responsible for
injections events are strongly three dimensional, and con-
firms the interest of SPIV application in this study.

3.2.2 Concentration Profile

Providing that the bulk concentration does not change
significantly during a given recording time, it is possible to
compute an image width averaged and time averaged
concentration profile as a function of depth. An example
of the computed profiles is drawn in Figure 12.

As a first approach, an estimate of the transfer velocity
K; using a Lewis and Whitman type model, but taking
turbulence into account can be derived from this profile.
One may define the apparent concentration characteristic
depth Op as the intersection between the tangent to the
concentration profile at the interface, and the C = 0 vertical
line, as in Figure 2. This depth scale takes into account for
turbulent events, because the profile it is based on is itself
averaged on a range of turbulent injections and renewal
events.

Using this measured dp = 0.54 mm as the characteristic
depth scale in Lewis and Whitman’s model (Eq. 7), it comes
that K, = % = 1.68 x 107°m s~!, which is coherent with
mass transfer velocities found in grid stirred tank experi-
ments of the literature for low grid Reynolds number [3].

3.3 Velocity Fields

3.3.1 Instantanous Velocity Fields

The acquisition of three component velocity fields makes it
possible to complete the classical planar observation of
velocity structures with the out-of-plane velocity informa-
tion. An example of SPIV acquired instantaneous velocity
field is shown in Figure 13.
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Width and time averaged concentration profile and estimation
of scalar characteristic depth Jp.

This velocity feature, clearly seen on the 2D view,
proves to be highly three dimensional when looking at the
three component field. One may especially notice an
horizontal swirling along a slanted direction on almost all
the measurement region, its intensity being higher at the
interface.

This is precisely the type of structure that could be at the
origin of horizontal scalar eddies as seen in Figure 11.

3.3.2 Statistics

As the measurement area is located within the surface-
influenced layer, the vertical velocity fluctuation scale
is, as expected, lower than that of horizontal velocities
[10, 12].

The RMS of each velocity component is plotted on
Figure 14 as a function of depth scaled by the viscous
sub-layer’s size 6, = 3.8 mm computed according to
Brumley and Jirka. Each velocity component is scaled by
its value at z = 4.

The RMS profiles for the two horizontal velocity compo-
nents appear to be very similar. In particular, they both
show a maximum value at z = J, and superimposed for
z < 0y. This tendency would tend to confirm the existence
of a statistically meaningful viscous sub-layer: even if some
structures may be observed even inside this sub-layer, all
velocity fluctuations components are globally decreasing
in this region.

3.4 Simultaneous Measurements

The conditions for both BPLIF and SPIV measurements are
reproduced and simultaneous measurements are recorded.
This allows the visualisation of coupled scalar and velocity
structures, as represented in Figure 15.
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Figure 13

Instantaneous velocity field in a vertical plane under the interface (black line): a) 2D projection and b) three component field.

Figure 14

RMS profiles of velocity fluctuations. z is scaled by the viscous
sub-layer’s depth computed according to Brumley and Jirka.
Velocities are scaled by their values at z = J,.

With this kind of synchronised measurement, it is easier
to see the causal link between scalar structures and velocity
patterns in the vertical plane. Injections events as of course
associated with downward velocities and renewal events
with upward velocities.

Moreover, three dimensional velocity fields confirm what
was previously assumed: the planar scalar structures
observed can also be explained by out-of-plane velocity
component, as in Figure 15. For the injection event depicted
by this figure, it is found that most of the high-concentration
patch is brought downwards at the same time as the 3D struc-
ture visible on Figure 15b crosses the measurement area.

Figure 15

Coupled concentration and velocity fields. a) Projected 2D
view, b) 3D view.

CONCLUSION AND PERSPECTIVES

In this study an experimental set-up for the study of mass
transfer was characterised and used to acquire simultaneous
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measurements of velocity and dissolved CO, concentration
in thin sub-layer under at a flat air water interface. A com-
plex combination of injection and renewal events was
observed on the instantaneous concentration fields. These
events are explained by the corresponding instantaneous
velocity field in an horizontal plane, but also by the third
velocity component, which raises question about the impact
of three dimensional velocity structures on mass transfer.

Such measurements are done to obtain quantitative
results. In doing so we obtain statistical quantities such as
mean velocity and concentration, the RMS of their fluctua-
tions and ultimately their cross correlation, that is to say
the turbulent mass flux for several independent samples.

The next interpretation step for coupled measurements
will be an octant analysis of turbulent mass fluxes. Variano
and Cowen [12] have already performed a quadrant analysis
of mass transfer events in the vertical direction by sorting
them into four categories according to the sign of w' and
c’. This allows them to quantify the relative impact of injec-
tion and renewal events, but not to determine the full charac-
teristics of the mass flux in all direction. To account for
horizontal transport that could be important to renewal pro-
cesses, an octant sorting as proposed by Vincont et al. [50]
has to be considered, based on the signs of ¢/, w' and «/'.

A future objective of this study is to apply the same
methodology to the analysis of mass transfer at an interface
between a gas and a non-Newtonian fluid. In particular, stud-
ies have shown that the addition of a small quantity of poly-
mer inside a Newtonian fluid tends to change significantly its
hydrodynamic behaviour, especially in boundary layers, the
most famous example being the drag reduction effect [51]. It
would be therefore of great interest to study how these
effects on hydrodynamics have an impact on mass transfer
and dissolution phenomena at interfaces.
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