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ABSTRACT
We present AMHUSE (A Multimodal dataset for HUmour SEnsing)
along with a novel web-based annotation tool named DANTE (Di-
mensional ANnotation Tool for Emotions). The dataset is the result
of an experiment concerning amusement elicitation, involving 36
subjects in order to record the reactions in presence of 3 amusing
and 1 neutral video stimuli. Gathered data include RGB video and
depth sequences along with physiological responses (electrodermal
activity, blood volume pulse, temperature). The videos were later
annotated by 4 experts in terms of valence and arousal continuous
dimensions. Both the dataset and the annotation tool are made
publicly available for research purposes.
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• Human-centered computing → Human computer interac-
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1 INTRODUCTION
Emotions lie behind human-human and human-computer interac-
tion [34, 38, 42] and the resulting behavioural landscape is com-
plex and hardly decomposable into its affect and cognition dimen-
sions [37]. However, to bring affective computing [38] into the
interaction game, the issue of gathering good affective data is cru-
cial for learning models and subsequent benchmarking [39].

Early research in affective computing was mostly focused on fa-
cial expression recognition and, by and large, datasets were built on
a single modality, namely images or videos [6, 47]. To truly capture
the multidimensionality of emotion, in the last fifteen years the
number of public repositories has grown larger, where behavioral

, ,

data gathered in realistic and natural setting experiments have been
recorded by multiple modalities [6, 12, 20, 32, 39, 41].

In such perspective, the main contributions of this study can be
summarised as follows. First, we present a novel public multimodal
dataset focusing on a positive emotion, namely amusement, which
has not been covered in other datasets; signals have been gath-
ered from multiple signal sources: RGB image sequences; depth
sequences from a Kinect 3D scanner system; physiological sig-
nals, namely, temperature, electrodermal activity and blood volume
pulse.

Second, we provide DANTE (Dimensional ANnotation Tool for
Emotions), a simple and efficient web-based tool for annotating
emotions in the arousal (relaxed vs. aroused) and valence (pleasant
vs. unpleasant) dimensions [46].

Data and annotation tool are freely available at http://phuselab.
di.unimi.it/resources.php.

In this study, we use the term “amusement” for referring to the
affective state evoked by humorous material [21]. The rationale
behind the choice of amusement is that a large body of research has
investigated negative emotions, but, surprisingly enough, much
less is known about positive emotions, markedly their autonomic
response. As Shiota et al. [49] put it , “this lack of attention is con-
sistent with the historical underrepresentation of positive emotions in
psychological research, and with the still common perception among
theorists that positive emotions have fewer implications for evolu-
tionary fitness, are less differentiated, and have less distinct impact
on motivation and behaviour than is true of the negative emotions.”
However, positive emotions have broad implications for cognition,
physiology, behaviour, and more generally for human well-being
[17, 21, 49, 51]. Further, they serve important social interactions,
facilitating approach behaviour, motivating social engagement, pro-
moting new social connections, and reversing the physiological
activation caused by negative emotions. They represent a hard task,
since inducing more subtle autonomic responses, as opposed to
negative emotions that are usually characterized by greater phys-
iological activation. Apart from these theoretical points, positive
emotions are likely to play a key role for a number of human-
computer applications (e.g, videogames [22], HCI [9]), gaining a
great interest for a range of fields, notably the gaming industry and
advertisement.

https://doi.org/
http://phuselab.di.unimi.it/resources.php
http://phuselab.di.unimi.it/resources.php


, , G. Boccignone et al.

To the best of our knowledge, this is the first multimodal dataset
focusing on this specific emotion.

Note that the dataset is the result of an experiment concerning
amusement elicitation using italian spoken video clips. A previous
effort adopting italian language was described in [15], though in
a different setting and without considering physiological signals.
Indeed, multimodal datasets, such as the one presented here, al-
low to explore human emotional experience more in depth, but
leave some problems open. Among them, cogently when analysing
the continuous dimensions of emotion, there is the necessity of
continuous annotations. As summarized in [47]: “Labelling data
is a challenging and laborious task, particularly for spontaneously
displayed expressions and emotions.” Moreover, combining multiple
annotations is even harder [30]. In this respect the DANTE tool
is friendly and intuitive, allowing the user to seamlessly annotate
valence and arousal separately, during the video reproduction of
either the stimuli and the subject’s recorded behaviour.

2 RELATEDWORKS
In the last decade, several benchmarks for emotions detection have
been presented. Yet, new datasets are proposed to cope with novel
challenges: multiple data sources, spontaneous facial expressions,
continuous emotional space, and so on.

The Kanade et al. dataset was put forward in 2000 [23] and
subsequently extended in 2010 [28]. It is widely known with the
acronym CK (CK+ for the extended version). Its main characteristic
is the annotation of images by means of FACS [14]. CK+ includes
593 images sequences from 123 subjects. The image sequences vary
in duration and incorporate the onset to peak formation of the facial
expressions. Full FACS coding of peak frames is provided. These
frames are also labeled with subject’s impression of each of the 7
basic emotion categories: Anger, Contempt, Disgust, Fear, Happy,
Sadness and Surprise. Therefore, this benchmark is used for testing
emotion recognition methods measuring their accuracies. The main
problem of this dataset is that the images contain unnatural and
exaggerated expressions.

A first step towards a more realistic dataset was taken by Pantic
et al. [36] in 2005 with the MMI benchmark. It is composed by 2900
videos for 79 subjects. As well as CK+, MMI is annotated in terms
of Facial Action Coding System by FACS experts. MMI shows more
naturalistic view of faces and subjects are captured in frontal and in
profile views. Similarly to CK, images are annotated with emotion
labels, and algorithms on this dataset are evaluated with respect to
detection accuracy.

In CK+ the actors were expected to mime a requested affective
expression, while in MMI the expression was triggered by asking
the subjects to watch a video that was supposed to activate the
desired emotion. Research in psychology and social sciences has
shown that presence or absence of motor mimicry behaviour can
serve as an indicator for emotion inference [1, 53]. Thus, Bilakhia
et al. [3] proposed a database (MAHNOB mimicry database) suit-
able for investigation of mimicry and negotiation behaviour. The
dataset consists of 54 recordings of face-to-face interactions. It is a
multimodal dataset capturing audio and visual data, from different
points of view. The data have been fully annotated for 15 out of 54
sessions, in terms of gestures (hand gestures, head movements, etc.).

The evaluation of this database is done in terms of cross-correlation
between the annotated and the detected gestures.

All videos of the previous benchmarks were produced in a “lab-
controlled” recording environment. In [11] the authors proposed a
new facial expression database (AFEW, Acted Facial Expressions in
the Wild) consisting in clips of videos obtained from movies (SFEW,
Dhall et al. [10], is the static subset of AFEW). By extracting data
from public movies, the authors were able to annotate them with
dense information about the subjects (theme of the scene, emotion
of the actors, information about the context, etc.).

OPEN EmoRec II [45] is an open multimodal corpus as the result
of an HCI-experiment, concerning the solving of 6 sequences of a
mental trainer designed to induce different emotions. The corpus
contains sensory signal of video, audio, physiology (SCL, respira-
tion, BVP, EMG Corrugator supercilii and Zygomaticus Major) and
facial reaction annotations.

Soleymani et al. [50] proposed a database, namedMAHNOB-HCI,
of multimodal recordings of participant responses to affectively
stimulating movie excerpts, images and videos. The recordings
of this database are precisely synchronized and multimodality al-
lows to study the simultaneous emotional responses using different
channels. The videos are annotated by each participant, by means
of a self annotation form. In particular annotations concern an
emotional label (neutral, anxiety, amusement, sadness, joy, disgust,
anger, surprise, and fear), and a measure (on a nine point scale) for
arousal, valence, dominance, and predictability ([16]).

Nowadays, we are moving more and more towards a continuous
emotional space [16] and the measure of emotion is often shaped
in terms of arousal and valence. The Audio Visual Emotion Recog-
nition Challenge (AVEC [43]) has been proposed, focusing on affect
analysis as a regression problem. The RECOLA database deployed
for this challenge [44] addresses multimodal data recordings in the
context of remote collaborative work. Emotion has to be detected in
terms of continuous time and continuous valued dimensional affect
in the two dimensions of arousal and valence; the Concordance
Correlation Coefficient (CCC) [27] has been chosen as evaluation
measure.

In the same vein, our multimodal AMHUSE dataset is conceived
following such research trend, but focusing on the positive emo-
tion of amusement. We also cope with the labelling problem, by
exploiting DANTE to produce video annotations continuously and
not on a frame-by-frame basis. The goal is to provide a suitable tool
for continuous affect state modelling and benchmarking.

3 PROPOSED DATASET
Participants. AMHUSE collects the data of 36 different subjects,
who agreed with the scientific use of the recorded material. The
participants were 9 females and 27 males, with an age varying from
18 to 54 years old (µ = 26.7 and σ = 8.8). All participants were
Italian speaking and did not receive any monetary contribution for
the experiment.

Procedure. The experiment was conducted on different days,
with the same acquisition protocol and in the same room, namely
the PHuSe Laboratory at the department of Computer Science of
the Università degli Studi di Milano, Italy. Each participant was
welcomed and did receive instructions on the experiment without
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Dataset Subjects Audio RGB Depth EEG ECG BVP EDA EMG R T G FP Pose AU
MAHNOB-HCI [50] 30 ✓ ✓ - ✓ ✓ - ✓ - ✓ ✓ ✓ - - -

RECOLA [44] 46(18) ✓ ✓ - - ✓ - ✓ - - - - - ✓ ✓

OPEN_EmoRec_II [45] 30 ✓ ✓ - - - ✓ ✓ ✓ ✓ - - - - -
AMHUSE 36 - ✓ ✓ - - ✓ ✓ - - ✓ - ✓ - ✓

Table 1: Recorded signals in each dataset. In brackets the number of complete data. EEG = electroencephalography, ECG =
electrocardiogram, BVP = blood volume pulse, EDA = electrodermal activity, R = respiration, T = temperature, G = eye gaze
tracking. Extracted visual features in each dataset. FP = Fiducial Points, AU = Action Units

Dataset Annotator Type Emotion space
MAHNOB-HCI [50] S D PAD + 9 tags

RECOLA [44] E(6) + S C VA + 5 tags
OPEN_EmoRec_II [45] E(4) + S D VA + 6 tags

AMHUSE E(4) + S C VA
Table 2: Emotional annotations provided in each corpus. S =
Self report, E = External. In brackets the number of external
annotators. C = Continuous, D = Discrete. PAD = Pleasure,
Arousal, Dominance, VA = Valence, Arousal

specific details on the purpose of the study, in order to avoid biased
reactions. In particular, they were told that they would have to
watch four videos, for the total duration of about 10 minutes. At the
end of each video, they were asked to annotate the emotional state
they felt when watching the movie. Each participant was asked to
sit in front of a screen equipped with stereo speakers and with their
backs toward a neutral background, as shown on the left of Fig. 1.

Figure 1: Experimental setup (left) and detail of the physio-
logical sensors used during the acquisition process (right).

Physiological data were acquired via e-Health Sensor Platform
together with an Arduino UNO, connected to three wired sensors
worn by participants. Sensors were placed all on the left hand, leav-
ing the option to annotate the videos with the right hand. Specifi-
cally the sensors are: 1) a body temperature sensor, placed on the
little finger; 2) a Galvanic Skin Response sensor (GSR), recording
the electrical resistance between the medial phalanges of the mid-
dle and index fingers; 3) a pulse oximeter sensor, placed on the
ring finger. A detail of such setting is shown in Fig. 1, on the right.
We encountered artefacts, especially for the GSR signal, in some
subjects affected by “cold hands”: hence, we waited for the subject’s

adaptation. A few subjects were excluded since post-analysis re-
vealed artefacts due to excessive movement or adjustment of the
device.

In addition to the physiological sensors, a Microsoft Kinect v2
camera, was placed on top of the screen to record the participant
reactions in terms of color and depth streams, together with fa-
cial landmarks both in two and three dimensional spaces. Once
inserted anonymous information such as sex, age and nationality,
the stimulus video started playing together with the data recording.

Stimuli. The stimuli (video clips) have been chosen being aware
that people have different sense of humour. Thus, aiming at stimu-
lating amusement in each subject at least once, each clip features a
different kind of comicality. All videos were in Italian language, all
participants were Italian speaking, and no one had never seen the
stimuli before.

The four videos chosen as stimuli and shown consecutively are:
(1) A fragment of a documentary1 made by an Italian TV pro-

gram on the topic of Hammond organ instruments. This
video was chosen to induce in the subjects a neutral state
and to create a baseline for the following measurements
(duration: 56 seconds).

(2) A fake movie trailer2 by the Italian comedian Marcello Mac-
chia. This video is a parody of "The Sixth Sense" dramamovie.
Marcello Macchia’s parodies are always very biting and are
mostly appreciated among a younger audience. For this rea-
son, the target of this clip are people between 18 and 30 years
old (duration: 87 seconds).

(3) A satirical gag of Maurizio Crozza3, one of the most appreci-
ated comedians in Italy, specialized in political satire. The
target of this video are people who enjoy political satire
(duration: 25 seconds).

(4) A snippet of a sketch of Aldo, Giovanni & Giacomo4. This
trio of comedians exploits a quite classical type of comicality,
and they are appreciated by people of all ages. For this reason,
the target of this video is the widest of all three (duration:
117 seconds).

Gathered data. As mentioned earlier, several spontaneous re-
sponses of the participants were gathered during the experiment.
One is their facial expressions. For this purpose we adopted a low
cost Microsoft Kinect Sensor for Xbox One, equipped with the
Kinect Adapter for Windows. This sensor presents a color camera
with a full HD resolution of 1920×1080 pixels, a frequency of 30 fps
1https://youtu.be/-CZWXgPFj6A (from 1:17 to 2:13).
2https://youtu.be/Nwc1kRJdtYw (full length).
3https://youtu.be/C7xZYfxC8k4 (from 0:29 to end).
4https://youtu.be/tb_2TJjsq4g (from 4:53 to 6:50).



, , G. Boccignone et al.

and a FOV of 84.1 × 53.8 degrees resulting in an average of about
22× 20 pixels per degree (Fig 2a). The depth camera, instead, is able
to record images with a resolution of 512 × 424 pixels, a frequency
of 30 fps and a field of view (FOV) of 70.6 × 60 degrees, resulting
in about 7 × 7 pixels per degree. Depth frames are stored in binary
format, each value is a 16-bit unsigned integer (distance in mm).
Nevertheless, also a grayscale version of each frame is provided
(cfr. Fig. 2b).

Even if the camera captures only the frontal view of the par-
ticipant, the depth stream permits the extraction of 3D head and
body movements. Moreover, the wide angle lens of the color cam-
era captures part of the body, arms and hands, which also carry
important cues about the affective state of the participant. Further-
more, the Microsoft Kinect SDK extracts in real-time and for each
frame a pool of 1347 face points. Such points rely on the camera’s
3D space, as shown in Fig. 2c, resulting in a very dense mesh of
participant’s face. The landmarks are translated in color and depth
camera space, making it easy to work with such spaces. As to data
compression, we aggregated all the color frames in a video for each
session, varying the frame rate and the video duration to pair the
stimulus within an AVI container using MPEG-2 codec. The videos
were cropped based on the white background, in order to give more
focus on subject’s reactions, eventually resulting in a resolution
of 1024 × 768 pixels. We also extracted Action Units (AU) activa-
tions, relying on a freely available AU detector [2]. The AU detector
provides, at each frame, the activation level of the following AUs
AUk ,k = 1, 2, 4, 5, 6, 7, 9, 10, 12, 14, 15, 17, 20, 23, 25, 26, 45, plus the
binary presence of AU 28.

Along with the visible cues, a set of physiological signals was
acquired during the experiment. Electrodermal activity (EDA) was
measured via a Galvanic Skin Response (GSR) sensor, gauging con-
ductance between two points. The level of conductivity is provided
in terms of microSiemens (µS) and Volts (V), as well as its reciprocal
resistance, expressed in Ohms (Ω). Put simple, a GSR sensor mea-
sures the electrical skin resistance in presence of sweat produced by
the body: when a high condition of sweating occurs, the electrical
skin resistance drops down. Emotions with a prominent presence of
positive or negative arousal, such as excitement, stress or fear can
induce fluctuations of skin conductivity [26, 31]. Skin temperature
(in Celsius degrees) was also recorded since it changes in different
emotional states [40]. Eventually, a blood volume pulse (BVP) sen-
sor was used as a non invasive mean to obtain an indirect measure
of the heart rate, via the arterial oxygen saturation of hemoglobin.
This signal is strictly correlated with the heart rate measured via
ECG and increases in presence of pleasant stimuli [48]. Heart rate
values are provided as the number of contractions of the heart per
minute (bpm). For completeness, values of blood oxygenation are
also included in the dataset, though there is not a direct relationship
between this kind of signal and emotional states.

All the physiological signals (Fig. 3) were recorded at 40 Hz
during each session, and provided in CSV format. Acquisition soft-
ware was developed adopting MATLAB Parallel Computing Tool-
box. Each worker is responsible for a task: video playback, Kinect
recording and physio recording. All workers are kept in sync and
share messages by relying on theMATLAB built-in synchronization
mechanism.

Annotations. At the end of each stimulus, all subjects were
asked to evaluate their levels of pleasure, arousal and dominance
(controlling vs controlled feeling, e.g. anger vs. fear). The annota-
tions were made by using the AffectButton [5]. The latter was cho-
sen for its intuitive usage: an emoticon representation of emotion,
as shown in Fig. 4, where no prior training is required. The Affect
Button measures the emotional states in three dimensions: pleasure,
arousal and dominance, following the PAD emotional state model
[29]. To employ AffectButton, the user moves the mouse cursor
over the button and the emoticon-like face changes expression ac-
cordingly. Every position over the button maps to a corresponding
point in the PAD space, with values ranging from −1 to 1, for each
dimension. The user clicks when the face expression corresponds to
his/her emotional state and the chosen value is saved in the dataset.

Along with self reports, a team of four annotators (3 males and
1 female, with previous experience) was engaged to annotate in
the continuous valence/arousal space the reactions of all subjects
to each stimulus. The annotators first performed the annotation
of a couple of sequences to become familiar with the annotation
interface, then started with the real data, observing the participant
expressions only. Given the amount of data to be annotated, the an-
notation process was performed remotely via web browser, in order
to split the workload in time. The subject videos were annotated
along the arousal and valence dimensions, separately and time-
continuously by using the annotation tool ‘DANTE’, developed for
this purpose and presented in the next section. The frequency of
annotations is 25 Hz, provided in CSV format, with values ranging
from −1 to 1 and a step of 0.001.

DANTE -DimensionalANnotationTool for Emotions. Sev-
eral emotional annotation tools were taken into account and tested.
Some of these, such as ‘Feeltrace’ [13] and its successor ‘Gtrace’
were excluded since the beginning because they rely on software
intended to be installed locally and do not allow remote annota-
tions. Aiming at web-based annotation, we considered the ‘Va-
lence/Arousal Online Annotation Tool’ released together with the
AFEW-VA dataset [24] and the ‘ANNEMO’ [44] annotation tool.

The first requires people to annotate video clips frame by frame,
providing continuous annotations for valence and arousal within
the range [−10, 10]. We find that this tool could be adopted ex-
clusively for very short videos, as occurs in the dataset AFEW-VA
(average length of 50 frames). Moreover, we noticed that the process
of per-frame annotation, even if it overcomes the problems related
to the delays between the annotation and the video, introduces a
bias resulting in sharp annotation signals that hardly follow the
dynamics of an expression. In AFEW-VA it has been pointed out
another drawback concerning continuous annotation tools: anno-
tators could have a lapse of concentration and inaccuracy due to
the sensitivity of the slider. However, we observe that this concern
decreases as the annotator training increases.

The ‘ANNEMO’ tool, instead, is the one which best matches the
desired features: separated annotations while playing video, and
remote web-based framework. Nevertheless, we experienced some
limitations, which may interfere with the annotation process and
the usability of the platform. Some of the drawbacks are: i) the
absence of indication for the videos already annotated and those
to be done; ii) lack of recording with fixed rate; iii) possibility to
save the annotations only on text files; iv) missing administration
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(a) (b) (c)

Figure 2: Examples of video-based acquired data: color camera frame, depth camera frame and 3D facial landmarks.

Figure 3: Visualization of raw data of the considered physiological signals (one session)

Figure 4: The self-report annotation tool showing 3 differ-
ent emotional states. From left to right: neutral (PAD=0,0,0),
amused (0.87,0.57,0.76) and happy (1,1,1).

interface to manage annotators and videos; v) unable to differentiate
annotators in groups, providing different videos.

For these and other minor UI-related reasons, we decided to
develop DANTE (Dimensional ANnotation Tool for Emotions), by
taking advantage of widely adopted programming languages such
as PHP, JavaScript and HTML, backed with a mySQL database.

DANTE allows to create a new annotator account via a dedi-
cated administration page and to assign him/her a random unique
identifier corresponding to a private URL for accessing the personal
annotation page. The web interface (Fig.5) presents two main parts:
a sidebar on the left, which lists all the videos assigned to the spe-
cific annotator, marked with an icon to distinguish between the
already annotated videos and those to be done. The center of the
page is dedicated to annotation itself. Besides showing the video to
be annotated and a sliding bar (with values ranging from −1 to +1
and a step of 0.001), we included a SAM (Self Assessment Manikin)

Figure 5: An annotation session using DANTE tool.

visualization specific for the selected affective dimension (arousal
or valence), to help annotators. The actual recording of annotations
occurs when the video reaches the end, with a fixed rate specified
in the configuration file (default is 25) and saved in CSV format
files or directly in the database.

4 BASELINE RESULTS
Self reports As to the self-report annotations of the AMHUSE
dataset, we collected discrete PAD annotations from all the 36
subjects over the four stimuli, as previously described. Table 3
summarises the mean and standard deviation of the annotations, for
each stimulus and each emotional dimension. The ICC(3,k) figure
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Figure 6: Distribution of the self-annotations in terms of
pleasure, arousal and dominance for each of the four stimu-
lus. The red filled points represent the mean value for each
of the three dimensions.

of merit (intraclass correlation coefficient, two-way randomized)
was used to calculate the agreement between the subjects, where
k = 36 is the number of the only raters of interest. The coefficient
leads to ICC = 0.844, obtained as the mean of the ICC for pleasure
(= 0.664), arousal (= 0.921) and dominance (= 0.948). This shows
that on average, all the subjects had remarkable agreement on their
ratings, validating stimulus’ effectiveness. The visualization in Fig.
6 shows, as expected, a neutral state with very low arousal for the
first stimulus, and a general high amusement state for the other
videos. Interestingly enough, as shown in Fig. 7 and differently
from what expected, the satirical video clip (Stimulus 3) received
most annotations with a value of arousal and pleasure higher than
0.5. We surmise that selected subjects were politically interested
and, on average, on the same wing.

Table 3: Mean and standard deviation of the self report an-
notations for each stimulus and each emotional dimension.

P A D
µ σ µ σ µ σ

Stim 1 0.47 0.40 -0.31 0.80 -0.02 0.44
Stim 2 0.63 0.50 0.49 0.62 0.54 0.53
Stim 3 0.76 0.36 0.50 0.64 0.69 0.36
Stim 4 0.67 0.39 0.47 0.59 0.64 0.43

External annotations. In addition to the time-continuous an-
notations, we derived an aggregated annotation by means of an
estimator that weights the annotations of each rater by his/her
respective agreement with the others, defining an individual evalu-
ator confidence score. Such technique is called Evaluator Weighted
Estimator (EWE) [19]. The individual evaluator score for the anno-
tator k and emotional dimension i ∈ {V ,A} over N annotations is

Figure 7: Histogram of frequencies for the self-annotations,
in terms of pleasure and arousal for each of the four stimuli.

defined as

r ik =

∑N
n=1

(
x in,k − µik

) (
xMLE,i
n − µMLE,i

)
√∑N

n=1

(
x in,k − µik

)2√∑N
n=1

(
xMLE,i
n − µMLE,i

)2 , (1)

where µik is the mean annotation of the evaluator k , µMLE,i is the
mean value considering all the evaluators. This score considers
noise in the individual annotation as well as his/her grade of expe-
rience, with r ik = 0 interpreted as a completely unreliable evaluator.
Using these measures as weights, we obtain for each annotation
x in , the corresponding “gold standard”:

x̂ in =
1∑K

k=1 r
i
k

K∑
k=i

r ikx
i
n,k . (2)

Figure 8 shows an example of annotation together with the weights
for each annotator and the resulting gold standard. In order to show
the temporal dynamics of annotations, in Fig. 9 we visualize the
gold standard of a subject in terms of valence, arousal and time.
Consistently with theoretical predictions, it shows a behaviour
typical of a mean-reverting random walk [25, 35].

Other analyses were performed on the annotations to assess
the agreement between annotators. Namely, the Cronbach’s α [8],
the mean Pearson’s correlation coefficient and the Concordance
Correlation Coefficient (CCC) [27]. Results indicate a good inter-
rater reliability for the valence, whilst, as expected, a poorer value
for arousal is observed. Indeed, it is well known that the level of
arousal is more difficult to distinguish than valence, resulting in a
lower agreement between the annotators.

In particular, the Cronbach’s α is an estimate of the consistency
between annotations. The valence’s value is 0.842 and falls in the
range 0.8 ≤ α < 0.9, which is to be considered a good internal
consistency, while is equal to 0.325 for the arousal. The mean corre-
lation coefficient, instead, is equal to 0.310 for arousal and 0.742 for
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Figure 8: Annotations of valence from 4 annotators and the
corresponding gold standard in dashed green line. In brack-
ets it is shown the evaluator score, namely the inter-rater
agreement.

Figure 9: Visualization of gold standard annotation in terms
of valence, arousal and time, binned with 2 seconds over-
lapped moving windows.

valence. The CCC reflects such trend, giving 0.093 for the arousal
and 0.509 for the valence.

5 CONCLUSIONS AND PERSPECTIVES
Two are the main contributions of this study: i) AMHUSE, a mul-
timodal dataset of induced amusement emotional states, and ii)
DANTE, a novel web-based annotation tool for valence and arousal
continuous values. Both are made available to the research commu-
nity. Recordings include multimodal data (video, depth sequence, fa-
cial landmarks and AUs, EDA, BVP and temperature) gathered from
36 participants who watched and rated their emotional response
to 4 stimuli (videos). The subjects’ reactions were also annotated
by 4 annotators on all recorded sequences in terms of valence and
arousal. Significant correlation were found between the participant
self-reports.

Note that, since there is a gender imbalance (3:1 males to females)
both in terms of participants and annotators this could be a possible
issue to take into account when using the dataset. fMRI studies
suggest that women show greater correlates to humour appreciation
than men; however, Chan’s study [7] more subtly identified gender
differences in amusement that were specific to particular types of
jokes. In this terms, gender differences should be averaged, because
of the different kinds of humour stimuli. More controversial are
physiological measures: men and women respond electrodermally
similarly to pleasant stimuli, except for erotic, where men show
larger SCRs than women [4].

Amusement is important from a theoretical standpoint. Its dis-
tinction with respect to joy [21], the subtle autonomic behaviour
with respect to that of negative emotions, the involvement of key ex-
pressive components such as smiling [33], all make its analysis and
modelling a challenging task. For instance, smiles themselves can
be either simple or complicated things [33]. They can be triggered
by positive emotion, positive social motives, but also exploited to
communicate and maintain social status. Further, coping with such
challenge, might require to go beyond the current paradigm of the
pattern recognition “pipeline” [47] and engage with embodied and
simulation-based accounts [18, 33, 52]. Clearly, in such case, the
availability of multimodal data involving physiological signals is
mandatory. Eventually, positive emotions serve important social
functions [17] and there is evidence that human-computer interac-
tion is natural and social too [42]. We surmise that such emotions
and amusement to a great extent, are likely to play a key role for a
number of human-computer applications.
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