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ABSTRACT 

In virtual reality (VR), spatial awareness is a dominant research 

topic. It plays an essential role in the assessment of human 

operators’ behavior within virtual environments (VE), notably for 

the evaluation of the feasibility of manual maintenance tasks in 

cluttered industrial settings. In such contexts, it is decisive to 

evaluate the spatial and temporal correspondence between the 

operator’s movement kinematics and that of his/her virtual avatar 

in the virtual environment. Often, in a cluttered VE, direct 

kinesthetic (force) feedback is limited or absent. We tested 

whether vibrotactile (cutaneous) feedback would increase visuo-

proprioceptive consistency, spatial awareness, and thus the 

validity of VR studies, by augmenting the perception of the 

operator’s contact(s) with virtual objects. We present preliminary 

experimental results, obtained using a head-mounted display 

(HMD) during a goal-directed task in a cluttered VE. Data suggest 

that spatialized vibrotactile feedback contributes to visuo-

proprioceptive consistency.  

Keywords: Visuo-proprioceptive consistency, Vibrotactile, Goal-
directed movements, Cluttered environments. 

Index Terms: I.3.7 [Computer Graphics]:Three-Dimensional 
Graphics and Realism—Virtual reality; H.5.2 [User Interfaces]: 
Haptic I/O 

1 INTRODUCTION 

In virtual reality (VR), spatial awareness is an important concept. 

It plays an essential role in the human operator’s behavioral 

adaptation to the virtual environment (VE). The operator’s 

behavior in future facilities has to be studied, to guarantee their 

viability, in terms of accessibility and maintenance. The operator 

must often work in a confined environment and has to pay 

attention to the position of his/her whole body relative to the 

position of various elements of the VE. In this context, visuo-

proprioceptive consistency is a key aspect for the validation of 

behavioral data obtained in VE.  

We use the term visuo-proprioceptive consistency to refer to the 

spatio-temporal correspondence between the operator’s and 

avatar’s kinematics. Spatio-temporal correspondence describes a 

bi-directional link of interaction. The avatar must adopt the same 

posture as the operator, being co-localized with the operator. In 

return, the user must integrate the posture limitations imposed on 

the avatar by the virtual environment (VE). 

In this context, the lack of kinesthetic (force) feedback for 

example due to technical constraints, results in incomplete 

sensorial feedback as soon as the subject interacts with virtual 

objects. For example, collisions of the body with virtual objects 

do not typically result in proprioceptive and tactile feedback; 

nothing is actually there to stop the operator’s movement.  

To address these limitations, vibrotactile (cutaneous) 

stimulation appears as a good candidate to substitute for force 

feedback [1], and make operators aware of impending or actual 

collisions in highly constrained spaces. We thus hypothesized that 

vibrotactile feedback, positioned on the operator’s skin, will 

enhance spatial awareness of elements in the VE.  

In this paper, we present preliminary results from an 

experimental study, exploring the contribution of multi-localized 

vibrators to visuo-proprioceptive consistency, during goal-

directed movements in a cluttered virtual environment. 

2 RELATED WORK AND BACKGROUND 

Vibration stimulation has long been used as an informational 

medium in different applications. It can be divided into three main 

application areas [2]: multimedia and entertainment, abstract 

information and physical information. This last area directly 

addresses spatial awareness. 

In simulated tasks, the use of vibrotactile devices has gained a 

lot of attention. For instance, Weber et al. [3] noted firstly that the 

cutaneous information channel is less overloaded than the visual 

and acoustic channels in complex work scenarios and secondly 

that vibrotactile stimulation is unobtrusive and informs the 

operator without disturbing other users. Finally, the stimulation is 

localized on the operator’s skin. It triggers an intuitive form of 

spatialized feedback. Moreover, vibrotactile interfaces are light 

and wearable. Therefore, vibrotactile feedback is a good candidate 

to substitute for kinesthetic stimulation sense and to make users 

aware of impending or actual collisions in highly constrained 

spaces.  

Recent studies, have successfully investigated the effect of 

vibrotactile stimulation while interacting with virtual objects. 

Results suggest that cutaneous stimulation is effective for 

improving the operator’s perception of impending or effective 

collisions between the operator’s body and environmental 

elements within a VE [1, 4–7]. 

A singular aspect of vibrotactile stimulation is the existence of 

several perceptual illusions arising from the spatial configuration 

of vibrators on the operator’s skin. One of these is called the 

“funneling illusion” [8, 9]. It corresponds to “phantom” localized 

sensations between two physical stimulations. Moreover, the 

position of the phantom sensation can be controlled by 

modulating the amplitude of the two stimulations/vibrations (the 

distance between the two actuators/stimuli has to be in a range 

between 40 and 80 mm) [10]. This modulation can be realized 

using a linear, a logarithmic model [8, 11] or the “energy model” 
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proposed by Israr and Poupyrev [12], which allows more precise 

control of the intensity and the localization of the phantom 

sensation. 

3 MATERIAL AND METHODS 

The following experimentation was designed to test the 

hypothesis that vibrotactile feedback enhances spatial awareness 

and visuo-proprioceptive consistency. Furthermore, using multi-

localized vibrators should improve the precision of the operator’s 

perception of impending or effective collisions with 

environmental elements in highly constrained spaces. 

3.1 Experimental Conditions 

The independent variable was the type of vibrotactile feedback, 

with 4 conditions. The information was either only visual or 

augmented with vibrotactile stimulation. The vibrotactile 

feedback was used to represent any contact between the right arm 

and the environmental elements. There were three different 

conditions of vibrotactile feedback: nearest, funneling or single 

(See “Vibration Modes”). These three modes offer different levels 

of collisions rendering accuracy. No visual metaphor (e.g. contact 

arrows) was added to indicate collisions.  

3.2 Procedure 

Twenty-eight subjects (8 female) voluntarily took part in this 

experiment. They were chosen from university students and staff, 

with ages between 20 and 34 years (mean = 23.6; SD = 3.4). 

Three volunteers were left-handed, but no differences were found, 

concerning handedness. All participants were naïve as to the 

purpose of the experiment.  

Participants were first informed about the general procedure, and 

were subsequently equipped with seventeen tracking markers, the 

vibrotactile device, and the head-mounted display (HMD) 

(Figure 1, left).  

Figure 1: Left. A subject in the experimental setup. Top right. Global 
view of the experimental VE: avatar in the initial position and 
targets. Bottom right. First person view inside the HMD. 

A calibration step was required to build a biomechanical model 

of the subject, using the ART-Human® software (Advanced 

Realtime Tracking GmbH). A configuration file with the bone 

lengths was generated and used by the XDE engine (See 

“Apparatus”) to create a morphological avatar of the subject in the 

VE. The virtual avatar was made of simple primitives (cylinders) 

(Figure 1). It has been shown that abstract avatars don’t reduce the 

illusion of virtual body ownership [13] and they are easier to use 

for the physical engine computation.  

The experiment was divided into four sessions, one for each 

experimental condition, the succession order was counterbalanced 

between subjects. Different adjustments and configuration steps 

were made at the beginning of each session. At the end of this 

setup, the avatar was optimally co-localized with the subject’s 
own body, reproducing the subject’s movements in real-time. The 

subject could perceive the avatar’s body as his own body, from a 

first-person subjective view (Figure 1, bottom right).  

Subjects were instructed to reach, with their right hand, targets 

within the VE, then to maintain the reached position for one 

second, to validate it. They were asked to do it with the most fluid 

and natural movement. No specific information was given 

concerning the behavior to be adopted in case of contact with 

VE’s objects. During an initial training phase, they could get 

familiar with the task, with the virtual body and, depending on the 

condition, with the potential vibrotactile feedback. 

One trial consisted of the following sequence: the subject was 

standing with arms along the body, and on the experimenter input, 

a new target appeared. Following a beep, the subject had to reach 

for the target. When a trial was validated, another beep was 

played and the target disappeared. The subject had to take the 

initial position before another trial could start. Participants were 

allowed to have a short rest before starting the next trial, to avoid 

physical exhaustion.  

The experiment was interrupted by a short break between each 

session. Each session consisted of twenty trials (five repetitions of 

four targets). Within a given session, the targets’ succession order 
was randomized across subjects. The subjects were split into four 

groups. Subjects were randomly assigned to one group, each 

group having a different succession order of the four experimental 

conditions, to control for potential order or time effects (fatigue, 

learning, etc.). 

3.3 Virtual Environment 

The experimental environment represents a part of an industrial 

facility. The VE was composed of a platform to access to a 

complex machine made of a support beam, pipes, etc. Four small 

targets (blue spheres 7 cm in diameter) were positioned in this 

environment, in the middle of the pipe forest. These targets were 

positioned within arm’s reach (Figure 1, top right), distributed on 

the top, bottom, right and left sides. 

3.4 Apparatus 

The experiment was conducted in a square area (3 x 3 meters) at 

CRVM (www.crvm.eu). Subjects were equipped with an Oculus 

Rift DK2 device. The tracking system (ArtTrack®), using optical 

trackers with eight cameras, was used to monitor the subject’s 

full-body posture and movements (Figure 1, left). The ART-

Human® software was used to reconstruct the subject’s skeleton 
from the tracked markers’ positions. This body reconstruction was 

used to calculate a real-time and co-localized virtual 

representation of the subject’s body in the Unity application 

(Figure 1, top right). The real-time VR system operated at 60 Hz.  

Figure 2: Vibrotactile suit with the vibrotactile controller and position 

of the ten actuators along the arm. 
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Moreover, visual feedback (virtual environment and self-avatar) 

could be augmented by vibrotactile feedback. The vibrotactile 

device was based on an Arduino-like microcontroller 

communicating via Bluetooth with the PC on which the 

simulation was running. The controller addressed ten vibrators, 

positioned on the subject’s right upper limb (Figure 2); with 

variable amplitude using Pulse-width modulation (PWM). The 

controller activated vibrators (DC motor with an eccentric mass, 

from Parallax Inc. ref. 28822). Due to Bluetooth wireless 

connection and the vibrator activation, there was a delay between 

the instruction decision and when the vibration actually occurred. 

However it was never noticed by the subjects. 

The VR loop (motion capture to sensorial rendering) was 

controlled by a PC. The experimental software was developed 

with Unity3D. It allowed experimental control, data recording and 

all scenario actions. The XDE physical engine developed by CEA 

LIST (http://www-list.cea.fr/), integrated into Unity3D, allowed 

realistic and real-time physical simulation and human control 

from ART-Human data. 

3.5 Vibration Modes 

The XDE physical engine allowed the computation of contact 

points between rigid bodies. The position of the contact, the 

normal and the force applied was computed for each contact 

point. The physical engine did not allow interpenetration between 

rigid bodies (for example, between the avatar and the VE): If a 

subject tried to walk through a wall in the VE, the avatar was 

stopped by the (virtual) wall. In that case, the distance between 

the avatar and the subject’s body was no longer null. It is a case of 

visuo-proprioceptive inconsistency. The contact information 

(position and force) was used to compute which vibrator should 

be activated to represent the contact on the subject’s arm and the 

amplitude of the vibration.  

In this experiment, three different conditions (modes) of 

vibration were used. Each mode had a specific algorithm to select 

the amplitude of vibrators during a contact. 

Single: In this mode, only one actuator (actuator ‘0’ on 

Figure 2, right) was used to represent the existence of a contact 

between the avatar and the VE, regardless of the position of the 

contact on the avatar’s arm. The vibration amplitude was mapped 

according to the contact force. 

Nearest: In this mode we selected the nearest vibrator to the 

contact position on the avatar’s arm. The amplitude was related to 

the force of contact. Several contacts could be represented at the 

same time by different actuators. 

Funneling: We decided to use this effect to create the sensation 

of a contact position that would be closest to the “actual” contact 

point. If possible, a pair of vibrators such that the contact point 

was between the positions of the two vibrators was chosen. We 

applied the energy model [12] to calculate the amplitude of both 

vibrators, according to the contact position and force. If no pair 

could be found, we applied the “Nearest” algorithm. 

3.6 Data Analysis 

During the experiment, several behavioral indicators and events 

were recorded and analyzed. To reduce noise in the data, we 

discarded initial failed attempts to reach the target and we kept 

only the final (and successful) reaching movement for each 

individual trial.  

The main behavioral metric was related to the concept of visuo-

proprioceptive consistency. To analyze that, we computed (for the 

right upper limb segments) the Root Mean Square (RMS) of the 

distance between the real subject’s 3D positions (obtained from 

the tracking system) and the avatar’s positions throughout each 

individual trial. These positions (markers and avatar) had the same 

spatial frame of reference and were measured at the center of 

segments/bones. This integrated value gave us a direct indication 

of the subject’s behavior with respect to physical objects of the 

environment.  

 We next computed the mean contact time with environmental 

objects during a trial. We measured contact time between the 

moment where a contact point was detected along the upper limb 

and the moment when no more contact points could be detected. 

This indicator was meant to analyze how subjects dealt with the 

occurrence of contacts, as a function of experimental conditions.  

The analyses were conducted using repeated measures analysis 

of variance (ANOVA). We then used post-hoc analyses with 

Bonferroni adjustment and Planned Comparison tests. 

4 RESULTS 

We first computed the co-localization Root Mean Square Error 

(RMSE). The error of co-localization refers to the distance 

between the subject’s positions and the corresponding avatar 

positions. We computed RMS for the right (reaching) upper limb. 

The ANOVA with the experimental conditions as the within-

subjects factor revealed a significant effect of conditions (F (3, 

81) = 7.5127; p =.00017). Subsequent post-hoc analyses with

Bonferroni adjustment showed that RMS values in the three 

vibrotactile conditions were significantly lower than in the “visual 

only” condition (p <.005), and that these three conditions were not 

statistically different from one another (see Figure 3).  

This result suggests that visuo-proprioceptive consistency was 

improved by the vibration feedback. Spatialized feedback 

(funneling or nearest conditions) was not shown to have a 

significant effect compared to a single vibrator (located on the 

hand, whatever the contact position). 

Figure 3: Average values (with standard error) of RMS error, as a 
function of experimental conditions. 

The mean contact time during a single trial was analyzed. A 

significant effect of experimental conditions was found (F (3, 81) 

= 7.2249; p < .001). We observed a trend of decreasing contact 

time with increasingly localized vibration conditions (Figure 4). 

Post-hoc analysis (Bonferroni) shows that the “single” condition 

is not statistically different from the “visual” condition (p=.49). 

However, both “funneling” and “nearest” conditions gave 

significantly lower values of mean contact time as compared to 

the “visual” condition (p <.005). The “funneling” and “nearest” 
conditions do not differ statistically (p>.50). Finally, Planned 

Comparisons tests reveals that “Single” is statistically different 
from the group {“nearest”, “funneling”} (p <.05).  

This pattern of results suggests that the “single” non-localized 

vibrator informs the subjects about the occurrence of a contact. 

However, subjects still have to “search” for the contact location, 

as in the “visual” condition. As a consequence, they need a little 

more time to react. In that case, localized vibration (funneling or 

nearest) directly gives an indication about the contact location, 

thus reducing contact time. 
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Figure 4: Average values (with standard error) of the mean contact 
time in a single trial, as a function of experimental conditions. 

5 DISCUSSION 

 These preliminary results show evidence that individuals make 

fewer co-localization errors and react faster to the occurrence of a 

collision when presented with localized vibrotactile feedback. 

First of all, subjects showed a lower co-localization RMSE in 

the presence of vibrotactile stimulation. This positive effect can be 

explained by the fact that vibrotactile feedback increases spatial 

awareness and visuo-proprioceptive consistency, thus helping the 

subjects to maintain the spatio-temporal co-localization between 

their real arm and the virtual arm.  

This result also suggests that, globally, there is no major 

statistical difference between the different conditions of 

vibrotactile feedback. This suggests that, before localized 

information, vibrators deliver a “warning” signal. However, we 

also found evidence that, with the multi-localized vibrotactile 

feedback, subjects made shorter contact times, as compared to a 

single actuator or without vibrotactile feedback. It appears that the 

reaction to a contact is faster with localized information. It can be 

explained by the fact that the multi-localized vibrotactile feedback 

allows faster localization of a contact point without visual search 

and a faster reaction to it. This is supported by subjective data 

(post-hoc open interview). Subjects generally reported that the 

extra information given by the multi-localized vibrotactile device 

was relevant to find the position of contact points. 

Finally, no statistical difference was observed between the two 

multi-localized vibrotactile feedback conditions (funneling and 

nearest). The fact that there is no difference between these two 

algorithms may indicate that an increase in the resolution of the 

spatialized feedback display is not necessary. It could also be due 

to the limits of the vibrotactile device used in this experiment or to 

an insufficient configuration of the funneling algorithm. This 

question requires further investigation and additional data 

processing of the kinematics of reaching movements. 

6 CONCLUSIONS AND FUTURE WORK 

Our approach mixed a dynamic and co-localized visual 

representation (avatar) of the subject’s body and a multi-localized 

vibrotactile feedback as a substitute for force feedback. These 

preliminary results suggest that vibrotactile feedback enhances 

visuo-proprioceptive consistency. Moreover, a localized 

vibrotactile feedback allows faster localization of contact points 

by reducing the need of visual search, also favoring visuo-

proprioceptive consistency. 

It seems that using vibrotactile feedback to enhance the 

perception of collisions with virtual elements is a very promising 

approach to the improvement of spatial awareness of the operator 

in a cluttered environment. As such, it might be an important 

factor for the ecological validity of virtual experiments.  

To finish, a large amount of information can be displayed via 

tactile means, making use of perceptual phenomena such as the 

“funneling illusion”. Nevertheless, preliminary results from the 

experimental study failed to show that this phenomenon had a 

significant effect. Future analysis and work will pursue that line of 

investigation.  
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