N

N

Sequence Covering Similarity for Symbolic Sequence
Comparison

Pierre-Francois Marteau

» To cite this version:

Pierre-Frangois Marteau. Sequence Covering Similarity for Symbolic Sequence Comparison. 2018.
hal-01689286v1

HAL Id: hal-01689286
https://hal.science/hal-01689286v1

Preprint submitted on 21 Jan 2018 (v1), last revised 8 Mar 2018 (v3)

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.science/hal-01689286v1
https://hal.archives-ouvertes.fr

Sequence Covering Similarity for Symbolic
Sequence Comparison

Pierre-Francois Marteau
IRISA, Universite Bretagne Sud

January 22, 2018

Index terms— Sequence Covering Similarity, Symbolic Sequence Match-
ing, Similarity, Sequence Mining.

Abstract

This paper introduces the sequence covering similarity, that we
have formally define for evaluating the similarity between a symbolic
sequence and a set of symbolic sequences. From this covering similar-
ity we derive a pair-wise distance to compare two symbolic sequences.
We show that this covering distance is a metric.

1 Introduction

Estimating efficiently the similarity between symbolic sequences is a recurrent
task in various application domains, in particular in bio-informatics, text
processing or computer or network security. Numerous similarity measures
have been defined to cope with symbolic sequences such the edit distance
and its implementation proposed by Wagner and Fisher [1], BLAST [2], the
Smith and Waterman [3] and the Needleman Wunch [4] distances or the local
sequence kernels [5].

We present in this paper a new approach to characterize similarity be-
tween sequences by introducing the notion of covering. Basically, this sim-
ilarity is based on a set of reference sequences which defines a dictionary
of subsequences that are used to ’optimally’ cover any sequence. Originally
this notion has been introduced in the context of Host Intrusion Detection



[6]. We derive hereinafter a pairwise similarity measure and show that this
measure is a distance metric.

2 The Sequence Covering Similarity
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Figure 1: Example of the covering of a sequence (s) using subsequences of
sequences in a set (5).

The notion of sequence covering is simple and depicted in Fig. 1. The
sequence s is covered by subsequences of the sequences that belong to set
S. On this example, the covering is optimal in the sense that it is composed
with a minimal number of subsequences. It is total in the sense that all the
elements of s are covered.

The sequence covering similarity between s and set S relates the size (in
number of subsequences) of the optimal covering of s using sequences of S,
to the size of s (in number of elements) itself, |s|, such that it is maximum
equal to one if the covering is of size 1, and minimal equal to 1/|s| if the
covering is composed with subsequences of size 1.

We define precisely these notions in the following subsection.

2.1 Definitions and notation

Let ¥ be a finite alphabet and let ¥* be the set of all sequences (or string)
define over X. We note e the empty sequence.

Let S C ¥* be any set of sequences, and let Sy, be the set of all subse-
quences that can be extracted from any element of SUuex {a}. We denote by



M (Ssup) the set of all the multisets! that we can compose from the elements
of Ssub-
c € M (Ssu) is called a partial covering of sequence s € ¥* iif

1. all the subsequences of ¢ are also subsequences of s,

2. indistinguishable copies of a particular element in ¢ correspond to dis-
tinct occurrences of the same subsequence in s.

If ¢ € A (Ssu) entirely covers s, meaning that we can find an arrangement
of the element of ¢ that covers entirely s, then we will call it a full covering
for s.

Finally, we call a S-optimal covering of s any full covering which is com-
posed with a minimal number of subsequences, basically it is composed with
the minimum number of subsequences in S, that are required to compose
a S-maximal covering of s.

Let ¢5(s) be a S-optimal covering of s.

We define the covering similarity measure between any non empty se-
quence s and any set S C ¥* as

sl — lcs(s)| + 1
(5.5 < L1

(1)

where |c(s)| is the number of subsequences composing a S-optimal covering
of s, and |s| is the length of sequence s.

Note that in general ¢§(s) is not unique, but since all such elements have
the same cardinality, |c§(s)|, (s, S) is well defined.
Properties of .7 (s, S):

1. if s is a subsequence element of Sg,;, then .#(s,S) = 1 is maximal.

2. in the worse case, the S-optimal covering of s has a cardinality equal
to |s|, meaning that it is composed only with subsequences of length 1.

In that case, .7 (s, S) = ﬁ is minimal.

LA multiset is a collection of elements in which elements are allowed to repeat; it may
contain a finite number of indistinguishable copies of a particular element.



Furthermore, as € is a subsequence of any sequence in ¥*, we define, for
any set S C X*, S (¢,5) = 1.0
As an example, let us consider the following case:

sy =10,0,0,0,1,1,1,1,0,0,0,0,1,1,1, 1]
55 =1[0,0,0,0,0,0,0,0,1,1,1,1,1,1,1, 1]
S = {s1,82}

s3 =10,0,1,1,0,0,1,1,0,0,1,1,0,0,1, 1]
s =1[0,1,0,1,0,1,0,1,0,1,0,1,0,1,0, 1]

The S-optimal covering of sz 2 is of size 2, hence #(s3,S) = % =
13/16, and the S-optimal covering of s4 3 is of size 8, leading to .¥(s4, S) =

16—8+1 __
LT =9/16.

The main challenge for the SC4ID algorithm is to evaluate efficiently
(s, 5) for sufficiently large S and relatively long sequences s such as to be
able to process common sequences of system calls. This essentially requires
an efficient way to get S-optimal coverings for tuples (s, S) constructed from
general sequence of system calls.

2.2 Finding a S-optimal covering for any tuple (s,.5)

The brute-force approach to find a S-optimal covering for a sequence s is
presented in algorithm 1. It it an incremental algorithm that, first, finds
the longest subsequence of s that is contained in Sy, and that starts at the
beginning of s. This first subsequence is the first element of the S-optimal
covering. Then, it searches for the following longest subsequence that is in
Ssup and that starts at the end of the first element of the covering, adds it to
the covering in construction, and iterate until reaching the end of sequence
s.

Proposition 2.1. Algorithm 1 outputs a S-optimal covering for sequence s.

2(10,0,1,1](0,0,1,1],[0,0,1,1][0,0,1,1]) is a S-optimal covering of s3
3(]0,1],]0,1],[0,1],[0,1],[0,1],[0,1],[0,1],[0,1]) is a S-optimal covering for s,



Algorithm 1: Find a S-optimal covering for s
input : S C ¥*, a set of sequences
input :s € X* a test sequence
output: ¢, a (S-optimal) covering for s

continue <— True;
start <— 0;
ct«— 0;
while continue do
end <— start + 1;
while end < |s| and s[start : end| € S5, do
L end +— end + 1;
c «— c*U{s[start : end — 1]};
9 if end = |s| then continue «— False;
10 start <— end,;

11 return c;

B =RV B N N VN

0]

Proof. 1) First we notice that since all the subsequences of length 1 con-
structed on X are included into Sy, algorithm 1, by construction, necessar-
ily outputs a full covering of s (meaning that s is entirely covered by the
subsequences of the covering provided the algorithm).

ii) Second we notice that, for all s; and s, in 3* such that s; is a subse-
quence of sy, and any S C X*, |c5(s1)] < |e5(s1)]-

We finalize the proof by induction on n, the cardinality (the size) of the
coverings.

The proposition is obviously true for n = 1: for all sequence s for which
a covering of size 1 exists (meaning that s is a subsequence of one of the
sequences in §), algorithm 1 finds the S-optimal covering that consists of s
itself.

Then, assuming that the proposition holds for n, such that n > 1 (IH),
we consider a sequence s that admits a S-optimal covering of size n + 1.

Let s = s1 + 51, be the decomposition of s according to the full covering
provided by algorithm 1, where s; is the prefix of the covering (first element)
and §; the remaining suffix subsequence (concatenation of the remaining
covering elements). + is the sequence concatenation operator. Similarly, Let
s = 574357, be the decomposition of s according to a S-optimal covering of s.



Necessarily, s}, which is also a prefix of s, is a subsequence of s; (otherwise,
since s is in Sy, algorithm 1 would have increased the length of s; at least
to the length of s7). Hence, 5; is a subsequence of 57 and, according to ii),
lck(51)] < |e5(57)] = n. This shows that s, is a sequence that admits a
S-optimal covering, ¢§(S1), of size at most equal to n. According to (HI),
algorithm 1 returns such an optimal covering for s;. This shows that the
covering {s1} Uc%(51) that is returned by algorithm 1 for the full sequence s,
is at most of size n + 1, meaning that it is actually a S-optimal covering for
s of size n + 1. Hence, by induction, the proposition is true for all n, which
proves the proposition. O

2.2.1 Other property

By definition of the S-optimal covering of a sequence, it is easy to show that

For all S € ¥*, all A C S and all s € £*, |c(s)| < |¢fi(s)|, leading to
S (s,8) > S (s, A).

2.3 Pairwise similarity and pairwise distance for com-
paring pair of symbolic sequences

The covering similarity between a sequence and a set of sequences as defined

in Eq. 1 allows for the definition of a covering similarity measure on the

sequence set, >*, itself. For any pair of non empty sequences s, so € 3* we
define it as follows

Fseq(81, 52) = %(5”(317 {s2})) + S (s2,{s1}) (2)

where . is defined in Eq. 1.
Then, we define .., (€, €) = 1.0, and for any non empty s € X*, .F, (€, 5) =

1 1
5(1 + m)

Finally we define straightforwardly d. a pairwise distance on ¥* as

0c(81,82) = 1 — Feq(s1, 52) (3)



Leading to

d.(€,¢6) =0 and, (4)

1 1
for any non empty s € ¥*, 50(5,5) = _(1_ | H—l)
s

2
Proposition 2.2. §.(.,.) is a metric on ¥*

Proof. 1t is easy to verify that J. is non negative: for all non empty
s€X* and all S C ¥*, .L(s,9) € [|—i|, 1]. Hence, for all non empty sy,
Sg € 3, .51, 52) € [ﬁ . (ﬁ + @), 1], and, according to Eq. and Eq. 3 4,

for all s1, sy € ¥*, Feq(s1, 52) € [0;1].

identity of indiscernibles: First, for all s;, so € ¥*, if 51 = 55, then
L (s1,{s1}) = 1 hence 6.(s1, s2) = 0.

Conversely, for all sy, so € ¥* s.t. d.(s1,52) =0,

e if s; = ¢, then necessarily s; = €, otherwise |s| > 0 and

Oc(e, 82) = 5(1 = rq) > 0

o If if s; # €, then necessarily s, # € and, since
Oc(s1,80) =1 — 2(F(s1,{s2}) + L (52, {s1})) = 0, necessarily
L (s1,{s2}) = L (s2,{s1}) = 1, which means that s; is a subsequence
of s9 and conversely, s is a subsequence of s;, showing that s; = s,.

symmetry: As .7,(.,.) is symmetric by construction, so is d.(.,.).

triangle inequality: for all s € ¥* and all S C ¥*, consider
d(s,S)=1-—.7(s,95). If s is non empty, then d(s,S) = le{sy ()11

|s| ’

otherwise, d(e,S) = 0. We first show that for any sq, s9, s3 € ¥*,

d(s1,{s3}) < d(s1,{s2}) + d(s2, {s3}) (5)

We prove Eq. 5 by induction on |s;| = n. Notice first that for any s, so
and s3 if s is a subsequence of sy, |cf 1 (51)] < |cf,y(s2)]-

Then we verify that the inequality is true for s; =€ (n = |s;| = 0). It is
also true for s; such that n = |s;| = 1 since

d(s1,{s3}) =1 <d(s1,{s2}) < d(s1,{s2}) + d(s2,{s3}). Hence, the
inequality is true for n = 0 and n = 1.



Let us suppose that the inequality is true for any s such that |s| =n > 1,
and consider any s; such that |s;| =n + 1.

let si + 52+ -+ + s5 be a {s3}-optimal covering of s, and let r and t two
subsequences in 3* respectively of length |r| = |s5| — 1 and [¢| = 1 such that
sh =r+t. Thus,

Sy =s5+83 445 " Fr+t=s5 4t where s = sl + 3+ 4557
By construction of s} we have |c] ,(s1)| = [c],,(s1)] leading to

oy DL e lef D=1
_ fs3y _ 181153\t AT,
d(s1,83) = =2 — = 1w = R0 53)

Since |s}| = n, the induction hypothesis apply and we have

d(s}, s3) < d(s},s2) + d(s2, s3) which leads to

d(s1,83) < E—i:(d(s’l, So) + d(s2,83)) < d(s), s2) + d(s2, s3).

and finally

d(s1,s3) < d(s1,s2) + d(sa,s3) since ] is a subsequence of s.

This shows that the inequality (Eq. 5) is true for any sequence s; of length
n + 1. By induction, it is proved for all sequence in »*.

Since 0.(s1, $2) = %(d(sl, S9) + d(s2, $1)), we proved the triangle inequality
for o.(.,.).

O

3 Examples

Table 1 presents the covering distance values obtained for some pairwise
examples.

string1 string?2 covering distance
"amrican’ "american’ 0.196
‘european’ "american’ 0.75
‘european’ ’indoeuropean’ 0.167

‘indian’ 'indoeuropean’ 0.5

‘indian’ ‘american’ 0.708
‘narcotics’”  'narcoleptics’ 0.222
'burns out’ ‘outburns’ 0.174

Table 1: Some pairwise covering distances



4 Conclusion

We have introduced the notion of sequence covering given a set of reference
sequences which defines a dictionary of subsequences that are used to ’op-
timally’” cover any sequence. Originally this notion has been introduced in
the context of Host Intrusion Detection. From this notion we have defined
a pairwise distance measure that can be used to compare two sequences and
shown that this measure is a metric. As the nature of the sequence covering
similarity is somehow complementary to other existing similarity defined for
sequential data, one may conjecture it could help by bringing some comple-
mentary discriminant information.
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