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#### Abstract

Let $(\mathcal{X}, g)$ be a closed Riemmanian manifold of dimension $n>0$. Let $\Delta$ be the Laplacian on $\mathcal{X}$, with eigenfunctions (resp. eigenvalues) $\left(e_{k}\right)_{k}$ (resp. $\left.\left(\lambda_{k}\right)_{k}\right)$. We assume that $\left(\lambda_{k}\right)_{k}$ is increasing and that the $e_{k}$ are real-valued and $L^{2}$-normalized. Let $\left(\xi_{k}\right)_{k}$ be a sequence of iid $\mathcal{N}(0,1)$ random variables. For each $L>0$ and $s \in \mathbb{R}$, set $$
f_{L}^{s}=\sum_{0<\lambda_{j} \leq L} \lambda_{j}^{-\frac{s}{2}} \xi_{j} e_{j} .
$$

Then, $f_{L}^{s}$ is almost surely regular on its zero set. Let $N_{L}$ be the number of connected components of its zero set. If $s<\frac{n}{2}$, then we deduce from previous results that there exists $\nu=\nu(n, s)>0$ such that $N_{L} \sim \nu \operatorname{Vol}_{g}(\mathcal{X}) L^{n / 2}$ in $L^{1}$ and almost surely. In particular, $\mathbb{E}\left[N_{L}\right] \asymp L^{n / 2}$. On the other hand, we prove that if $s=\frac{n}{2}$ then $$
\mathbb{E}\left[N_{L}\right] \asymp \frac{L^{n / 2}}{\sqrt{\ln \left(L^{1 / 2}\right)}} .
$$

In the latter case, we also obtain an asymptotic formula for the expected Euler characteristic of the zero set of $f_{L}^{s}$ as well as upper bounds for its Betti numbers.
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## 1 Introduction

### 1.1 Setting and main results

In this manuscript we study the number of nodal components of random linear combinations of eigenfunctions of the Laplacian on a closed Riemmanian manifold, that is, the number of connected components of the zero set of such random functions. The study of such components goes back to NS09 where the authors consider random eigenfunctions with eigenvalue $L$ of the laplacian on $S^{2}$ and prove that the number of components concentrates around $c L$ for some $c \in] 0,+\infty\left[\right.$ as $L \rightarrow+\infty$. Later, in [NS16], a similar result ${ }^{1}$ was proved regarding the number of components of general Gaussian fields on Riemmanian manifolds. Meanwhile, using different methods, in GW14, GW16, the authors determined the rate of growth of the Betti numbers of the nodal set for a particular model of random linear combination of eigenfunctions on a Riemmanian manifold. Most of the arguments in these two papers were quite general but required inputs from spectral analysis at a few key steps in the proof. More precisely, the authors relied on a result from semi-classical analysis (see Theorem 2.3 of GW14 in which the authors extend a result from [Hör68). Other works in this field are SW16, BW16, KW17, CS16. All of the aforementioned works study parametric families of smooth functions $\left(f_{L}\right)_{L \geq 0}$ on a manifold of dimension $n$ that vary at a natural scale $L^{-1 / 2}$ and that posess 'local limits'. In the case of [NS16] this is an explicit assumption while in

[^0]the other cases, it follows from results about spectral asymptotics. As a result, the number of connected components in a fixed compact set is of order $L^{n / 2}$. In contrast, the recent Riv17a introduced a model of random linear combinations of eigenfunctions of the Laplacian on a closed surface that did not have 'local limits'. A natural problem is to determine the rate of growth of the number of nodal domains for this new model. The present work is set in the continuation of the articles mentioned above and provides an answer to this question.
We consider a smooth compact Riemmanian manifold ( $\mathcal{X}, g$ ) of dimension $n>0$ with no boundary. Let $\left|d V_{g}\right|$ be Riemmanian density and $\Delta$ the Laplacian operator induced by $g$ on $\mathcal{X}$. Let $g^{-1}$ be the metric induced on $T^{*} \mathcal{X}$ by $g$. Since $\mathcal{X}$ is closed, the spectrum of $\Delta$ is discrete and made up of a sequence of non-negative eigenvalues $\left(\lambda_{k}\right)_{k \geq 0}$ whose corresponding eigenfunctions $\left(e_{k}\right)_{k \in \mathbb{N}}$ we can take to be real valued, smooth and normalized so as to form a Hilbert basis for $L^{2}(\mathcal{X},|d V g|)$. Let $\left(\xi_{k}\right)_{k \geq 0}$ be a sequence of independent centered gaussians of unit variance and, for each $s \in \mathbb{R}$ and $L>0$, set
\[

$$
\begin{equation*}
f_{L}^{s}=\sum_{0<\lambda_{j} \leq L} \lambda_{j}^{-\frac{s}{2}} \xi_{j} e_{j} . \tag{1}
\end{equation*}
$$

\]

This formula defines a smooth Gaussian field on $\mathcal{X}$ which we call cut-off fractional Gaussian field because of the cut-off $\lambda_{j} \leq L$ and the fractional power $-\frac{s}{2}$. A simple calculation shows that the covariance function for $f_{L}^{s}$ is

$$
\mathbb{E}\left[f_{L}^{s}(x) f_{L}^{s}(y)\right]:=K_{L}^{s}(x, y)=\sum_{0<\lambda_{j} \leq L} \lambda_{j}^{-s} e_{j}(x) e_{j}(y) .
$$

The behavior of $K_{L}^{s}$ near the diagonal as $L \rightarrow+\infty$ was studied in Riv17b for $s \leq n / 2$. It is well known, at least for $s=0$, that for $L$ large enough, the nodal set $\left\{x \in \mathcal{X} \mid f_{L}^{s}(x)=0\right\}$ is almost surely smooth. We are interested in $N_{L}$, the number of connected components of the nodal set. In the case where $s<n / 2$, combining results from Riv17b and [NS16], we deduce the following result:

Theorem 1.1. Suppose that $s<n / 2$. Then, there exists a (deterministic) constant $\nu_{n, s}>0$ depending only on $s$ and $n$ such that $L^{-n / 2} N_{L}$ converges to $\nu_{n, s} \operatorname{Vol}_{g}(\mathcal{X})$ almost surely and in $L^{1}$ as $L \rightarrow+\infty$.

On the other hand, in the case where $s=n / 2$, the asymptotic behavior of the field is quite different (see Theorem 1.2 of Riv17b] or Theorem [1.4). In particular, it does not have non-trivial local limits. In this case, we prove the following result:

Theorem 1.2. Suppose that $s=n / 2$. Then, there exist constants $0<c<C<+\infty$ where $C$ depends only on $n$ such that for $L$ large enough,

$$
c \operatorname{Vol}_{g}(\mathcal{X}) \frac{L^{n / 2}}{\sqrt{\ln \left(L^{1 / 2}\right)}} \leq \mathbb{E}\left[N_{L}\right] \leq C \operatorname{Vol}_{g}(\mathcal{X}) \frac{L^{n / 2}}{\sqrt{\ln \left(L^{1 / 2}\right)}}
$$

Moreover, there exists $\rho=\rho(\mathcal{X})<+\infty$ such that if $N_{L}(\rho)$ is the number of connected components with diameter $\rho L^{-1 / 2}$ then

$$
\mathbb{E}\left[N_{L}(\rho)\right] \geq c \operatorname{Vol}_{g}(\mathcal{X}) \frac{L^{n / 2}}{\sqrt{\ln \left(L^{1 / 2}\right)}}
$$

Remark 1. The upper constant is explicit, as explained in Theorem 1.3 below.
Remark 2. In the case where $s=1$, the field $f_{L}^{s}$ is the cut-off Gaussian Free Field introduced in Riv17a]. By construction, this field converges in distribution to the Gaussian Free Field (see [She07]). In this case, Theorem 1.2 implies that in dimension $n=2, \mathbb{E}\left[N_{L}\right] \asymp \frac{L}{\sqrt{\ln (L)}}$ while in dimension $n \geq 3, \mathbb{E}\left[N_{L}\right] \asymp L^{n / 2}$.

For the upper bound, we follow the approach of [GW14]. Indeed, although their main result doesn't apply, their strategy still does. For the lower bound, the most common strategy is to construct a 'barrier' (see for instance Claim 3.2 of [NS09] or Corollary 1.11 of [GW16]). This amounts to constructing a model function with a nodal component inside a given ball and proving that the field does not deviate too much from this model with positive probability. In this case, the barrier cannot hold with probability bounded from below without contradicting the upper bound. However, by pinning the field near zero at a given point, we manage to construct such a barrier losing only a factor of $\sqrt{\ln \left(L^{1 / 2}\right)}$. The strategy of GW14] is to count the critical points of a Morse function on $Z_{L}$. This provides not only an upper bound on the number of nodal components but also the following result:

Theorem 1.3. For each $L \geq 1$ let $\chi\left(Z_{L}\right)$ be the Euler characteristic of $Z_{L}$ and for each $i \in\{0, \ldots, n-1\}$ let $b_{i}\left(Z_{L}\right)$ be the $i$-th Betti number of $Z_{L}$. If $n$ is odd, as $L \rightarrow+\infty$,

$$
\mathbb{E}\left[\chi\left(Z_{L}\right)\right]=\left(A_{n} \operatorname{Vol}_{g}(\mathcal{X})+o(1)\right) \frac{L^{n / 2}}{\sqrt{\ln \left(L^{1 / 2}\right)}}
$$

where $A_{n}$ is defined as follows. If $n$ is even then $A_{n}=0$. Otherwise,

$$
A_{n}=\frac{(n-1)!}{2^{3 n / 2-1}((n-1) / 2)!\sqrt{\pi^{n+1} n(n+2)^{n-1}}} .
$$

Moreover, for each $i \in\{0, \ldots, n-1\}$,

$$
\limsup _{L \rightarrow+\infty} \frac{\sqrt{\ln \left(L^{1 / 2}\right)}}{L^{n / 2}} \mathbb{E}\left[b_{i}\left(Z_{L}\right)\right] \leq A_{n}^{i} \operatorname{Vol}_{g}(\mathcal{X})
$$

where $A_{n}^{i}$ is defined as follows. Let $M$ be a centered Gaussian vector with values in $\operatorname{Sym}_{n-1}(\mathbb{R})$ with covariance $\Xi$ satisfying for any $i, j, k, l \in\{1, \ldots, n-1\}$ such that $i \neq j$ and $(i, j) \neq(k, l)$,
$\Xi_{i i, j j}=\Xi_{i j, i j}=1, \Xi_{i i, i i}=3$ and $\Xi_{i j, k l}=0$. Then,

$$
A_{n}^{i}=\frac{\mathbb{E}[|\operatorname{det}(M)| \mathbb{1}[\operatorname{sgn}(M)=i]]}{\sqrt{\pi^{n+1} 2^{2 n-1} n(n+2)^{n-1}}}
$$

Here sgn denotes the number of negative eigenvalues of the symmetric matrix $M$ and $b_{i}\left(Z_{f}\right)=$ $\operatorname{rank}_{\mathbb{Z}} H_{i}\left(Z_{f} ; \mathbb{Z}\right)$.

In particular, for the upper bound in Theorem 1.2 one can set $C=A_{n}^{0}$. Note that, as far as we know, $A_{n}$ might vanish for some odd values of $n$ as well as for all even values of $n$.

### 1.2 Proof strategy

The crucial tool for the proof of Theorems 1.1 and 1.2 is the following result from Riv17b. It provides an estimate for the covariance of $K_{L}^{s}$. Recall that $g^{-1}$ is the metric induced on $T^{*} \mathcal{X}$ by $g$. Given $(x, \xi) \in T^{*} \mathcal{X}$, we write $|\xi|_{x}^{2}:=g_{x}^{-1}(\xi, \xi)$.

Theorem 1.4 (Corollaries 1.4 and 1.5 of (Riv17b]).

1. Assume that $s<n / 2$. Fix $x_{0} \in \mathcal{X}$ and consider local coordinates $x=\left(x_{1}, \ldots, x_{n}\right)$ centered at $x$ such that $\left|d V_{g}\right|$ agrees the Lebesgue measure in these coordinates. Then, there exists $U \subset \mathbb{R}^{n}$ a neighborhood of 0 such that for each $\alpha, \beta \in \mathbb{N}^{n}$, uniformly for $z \in U$ and $L \geq 1$

$$
\left.\lim _{L \rightarrow+\infty} L^{s-(n+|\alpha|+|\beta|) / 2} \partial_{x}^{\alpha} \partial_{y}^{\beta} K_{L}^{s}(x, y)\right|_{x=y=z}=\frac{1}{(2 \pi)^{n}} \int_{|\xi| z_{z}^{2} \leq 1} \frac{(i \xi)^{\alpha}(-i \xi)^{\beta}}{|\xi|^{2 s}} d \xi
$$

where for any $\gamma \in \mathbb{N}^{n}$ we set $|\gamma|=\gamma_{1}+\gamma_{2}+\cdots+\gamma_{n}$.
2. Assume that $s=n / 2$. Fix $x_{0}$ and a set of local coordinates centered at $x_{0}$ such that the density $\left|d V_{g}\right|$ in these coordinates agreees with the Lebesgue measure. Then, there exists $U \subset \mathbb{R}^{n}$ a neighborhood of 0 such that uniformly for $x, y \in U$ and $L \geq 1$

$$
K_{L}^{s}(x, y)=\frac{\left|S^{n-1}\right|}{(2 \pi)^{n}}\left(\ln \left(L^{1 / 2}\right)-\ln _{+}\left(L^{1 / 2}|x-y|\right)\right)+O(1) .
$$

Here $\left|S^{n-1}\right|$ is the area of the Euclidean unit sphere in $\mathbb{R}^{n}$.
3. Assume that $s=n / 2$. Fix $x_{0} \in \mathcal{X}$ and consider local coordinates $x=\left(x_{1}, \ldots, x_{n}\right)$ centered at $x$ such that $\left|d V_{g}\right|$ agrees the Lebesgue measure in these coordinates. Then, there exists $U \subset \mathbb{R}^{n}$ a neighborhood of 0 such that for each $\alpha, \beta \in \mathbb{N}^{n}$ such that $(\alpha, \beta) \neq 0$, uniformly for $z \in U$ and $L \geq 1$,

$$
\left.\lim _{L \rightarrow+\infty} L^{-(|\alpha|+|\beta|) / 2} \partial_{x}^{\alpha} \partial_{y}^{\beta} K_{L}^{s}(x, y)\right|_{x=y=z}=\frac{1}{(2 \pi)^{n}} \int_{\left.|\xi|\right|_{z} \leq 1} \frac{(i \xi)^{\alpha}(-i \xi)^{\beta}}{|\xi|^{n}} d \xi
$$

The original result is somewhat more general and in particular provides an estimate of the error terms in each case but since our results are bounds up to a constant factor, these will not be of use to us.

As we shall see in Section 2, this result implies that for $s<n / 2$, the family $\left(f_{L}^{s}\right)_{L \geq 1}$ satisfies the assumptions for the main result of [NS16] which directly implies Theorem 1.1.

We prove the upper and lower bounds Theorem 1.2 in two separate sections. For the upper bound, we follow the strategy of [GW14]. More explicitely, we fix a function $p \in C^{\infty}(\mathcal{X})$ with at most a countable number of critical points 2 . For each $i \in\{0, \ldots, n-1\}$, each $L \geq 1$ and each Borel subset $B \subset \mathcal{X}$, let $m_{i}\left(p, f_{L}, B\right)$ be the number of critical points of $\left.p\right|_{Z_{L}}$ of index ${ }^{3} i$. In Section 4 we prove the following theorem.

Theorem 1.5. Let $M$ be a centered Gaussian vector with covariance $\Xi$ such that for any $i, j, k, l \in\{1, \ldots, n-1\}$ such that $i \neq j$ and $(i, j) \neq(k, l), \Xi_{i i, j j}=\Xi_{i j, i j}=1, \Xi_{i i, i i}=3$ and $\Xi_{i j, k l}=0$. Then, for $L$ large enough, $Z_{L}$ is almost surely smooth, $\left.p\right|_{Z_{L}}$ is almost surely Morse and for any Borel subset $B \subset \mathcal{X}$, as $L \rightarrow+\infty$,

$$
\begin{equation*}
\mathbb{E}\left[m_{i}\left(p, f_{L}, B\right)\right] \sim C_{n} \operatorname{Vol}_{g}(B) \mathbb{E}[|\operatorname{det}(M)| \mathbb{1}[\operatorname{sgn}(M)=i]] \frac{L}{\sqrt{\ln \left(L^{1 / 2}\right)}} \tag{2}
\end{equation*}
$$

where

$$
C_{n}=\frac{1}{\sqrt{\pi^{n+1} 2^{2 n-1} n(n+2)^{n-1}}}
$$

and where $\operatorname{sgn}(M)$ is the number of negative eigenvalues of the matrix $M$.
Theorem 1.2 as well as Theorem 1.3 will then follow from the Morse inequalities. For the lower bound, we prove that given a ball of radius $\asymp L^{-1 / 2}$, the probability that this ball contains a nodal component is bounded from below by a constant multiple of $\left(\ln \left(L^{1 / 2}\right)\right)^{-1 / 2}$. This result actually holds for log-correlated gaussian fields with only Hölder regularity. More precisely, in Section 5 we prove the following result.

Theorem 1.6. Fix $n \in \mathbb{N}$ and $U \subset \mathbb{R}^{n}$ an open subset containing $\overline{B(0,1)}$. Let $\left(f_{\lambda}\right)_{\lambda \geq 1}$ be a family of continuous centered Gaussian fields on $U$ satisfying the following properties.

1. There exists $a<+\infty$ for each $x, y \in U$ and $\lambda \geq 1$,

$$
\left|\mathbb{E}\left[f_{\lambda}(x) f_{\lambda}(y)\right]-\ln (\lambda)+\ln _{+}(\lambda|x-y|)\right| \leq a
$$

[^1]2. There exists $\alpha \in] 0,2]$ and $b<+\infty$ such that for each $x, y \in U$ and each $\lambda \geq 1$ satisfying $\lambda|x-y| \leq 1$,
$$
\mathbb{E}\left[\left(f_{\lambda}(x)-f_{\lambda}(y)\right)^{2}\right] \leq b^{2} \lambda^{\alpha}|x-y|^{\alpha}
$$

There exist $\rho=\rho(a, b, \alpha, n)>0, \kappa=\kappa(a, b, \alpha, n)>0$ and $\lambda_{0}=\lambda_{0}(a, b, \alpha, n) \in[1,+\infty[$ such that the following holds. Let $\mathcal{C}^{\lambda}$ be the event that $f_{\lambda}^{-1}(0)$ has a connected component included in the ball $B(0, \rho / \lambda)$. Then, for each $\lambda \geq \lambda_{0}$.

$$
\mathbb{P}\left[\mathcal{C}^{\lambda}\right] \geq \kappa \ln (\lambda)^{-1 / 2} .
$$

Theorem 1.6 plays the same role as the 'barrier lemma' (Claim 3.2) of NS09 or as Theorem 0.3 of GW16. However, in this setting, we do not (and cannot!) obtain a uniform lower bound on the probability of having a nodal component inside a given small ball. Moreover, the behavior of log-correlated random fields is quite different from that of locally-translationinvariant random fields. Indeed, just as the aforementioned results were used to obtain lower bounds on the expected number (and topology) of connected components of the nodal set, Theorem 1.2 will follow by packing $\mathcal{X}$ with disjoint small balls of radius $\asymp \lambda^{-1}=L^{-1 / 2}$ and adding up the expected nodal components contained in each ball. The proof of Theorem 1.6 combines tools (see Lemma 5.1) from the theory of smooth Gaussian fields with the FKG inequality (see Lemma 5.2) from statistical mechanics.
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## 2 Proof of the main results

The object of this section is to prove Theorems 1.1, 1.2 and 1.3 using the results presented in Subsection 1.2 as well as Theorem 3 of [NS16]. We start with the proof of Theorem [1.1. As explained above, we simply check that Theorem 1.4 implies that the field satisfies the assumptions of Theorem 3 of NS16.

Proof of Theorem 1.1. Fix $2 s<n$. By the first point of Theorem 1.4, for any $x_{0} \in \mathcal{X}$ and any set of local coordinates on a chart $U \subset \mathcal{X}$ centered at $x_{0}$ and pushing $\left|d V_{g}\right|$ to the Lebesgue measure, there exists a neighborhood $V$ of 0 in $U$ such that we have

$$
\lim _{L \rightarrow+\infty} L^{s-n / 2} K_{L}^{s}\left(w+L^{-1 / 2} x, w+L^{-1 / 2} y\right):=\frac{1}{(2 \pi)^{n}} \int_{\left.|\xi|\right|_{w} ^{2} \leq 1} e^{i\langle\xi, x-y\rangle}|\xi|^{-2 s} d \xi
$$

where the convergence takes place in $C^{\infty}$ with respect to $(x, y) \in V \times V$, uniformly with respect to $w \in V$. This shows that the kernels $K_{L}^{s}$ have, in the terminology of [NS16],
translation-invariant limits on $V$ (see Definition 2 of [NS16]) $\sqrt[4]{4}$ and that it satisfies the norm estimates required for the parametric Gaussian ensemble (see Definition 1 of [NS16]) to be locally uniformly controllable (see Definition 4 of [NS16]) on $V$. The spectral measure at $w$ equals

$$
\rho_{w}(\xi)=|\xi|_{w}^{-2 s} \mathbb{1}\left[|\xi|_{w}^{2} \leq 1\right] d \xi
$$

so it has no atoms and for each $i, j \in\{1, \cdots, n\}$, by parity,

$$
\begin{aligned}
\left.\lim _{L \rightarrow+\infty} \partial_{x_{i}} \partial_{y_{j}} L^{s-(n+2) / 2} K_{L}^{s}(x, y)\right|_{y=x=w} & =-\frac{1}{(2 \pi)^{n}} \int_{|\xi|_{w}^{2} \leq 1} \xi_{i} \xi_{j}|\xi|_{w}^{-2 s} d \xi \\
& =-\frac{\delta_{i j}}{n(2 \pi)^{n}} \int_{|\xi|_{w}^{2} \leq 1}|\xi|_{w}^{2-2 s} d \xi>0
\end{aligned}
$$

In particular, the ensemble is locally uniformly non-degenerate (see Definition 3 of NS16]) and, together with the previous estimate on $K_{L}^{s}$, it is locally uniformly controllable. Since, finally, the spectral measure has no atoms, the Gaussian ensemble $\left(L^{s / 2-n / 4} f_{L}\right)_{L>0}$, in local coordinates, defines a tame ensemble (see Definition 5 of [NS16]). Moreover, since such charts exist around each $x_{0} \in \mathcal{X}$, by the criterion given in Subsection 1.4.1 of [NS16], the sequence $\left(L^{s / 2-n / 4} f_{L}\right)_{L>0}$ forms a tame parametric Gaussian ensemble on $\mathcal{X}$ (see Definition 6 of [NS16]). Thus, by Theorem 3 of [NS16] and the remark 1.5.2 that follows it, there exists a locally finite (and therefore finite since $\mathcal{X}$ is compact) Borel measure $\mathfrak{n}_{\infty}$ on $\mathcal{X}$ such that the sequence $\left(L^{n / 2} N_{L}\right)_{L}$ converges almost surely and in $L^{1}$ to $\mathfrak{n}_{\infty}(\mathcal{X})<+\infty$. Recall that the parameter $L$ in Nazarov and Sodin's theorem corresponds to $L^{1 / 2}$ of the present work. All that remains is to show that this quantity is positive. Moreover, according to the third item of Theorem 3 of [NS16], the density of $\mathfrak{n}_{\infty}$ with respect to $\left|d V_{g}\right|$ at a point $x \in \mathcal{X}$ is given by the constant $\nu$ given by item $\left(\rho_{3}\right)$ of Theorem [NS16] for the limiting ensemble at the point $x$. Note that we may always require that the measure-preserving coordinates around $x_{0}$ be isometric at $x_{0}$. If so, the limiting spectral measure depends only on $n$ and $s$. Thus, $\nu=\nu_{n, s}$ is constant that depends only on $n, s$ and $\mathfrak{n}_{\infty}=\nu_{n, s}\left|d V_{g}\right|$. Moreover, since the support of the spectral measure contains 0, it satisfies Pjetro Majer's interior point criterion (see Appendix C. 2 of [NS16]) which in turn implies condition $\left(\rho_{4}\right)$ for Theorem 1 of [NS16]. This shows that $\nu_{n, s}>0$ and so $\mathfrak{n}_{\infty}(\mathcal{X})=\nu_{n, s} \operatorname{Vol}_{g}(\mathcal{X})>0$.

Next we check Theorem 1.3
Proof of Theorem 1.3. Fix $p \in C^{\infty}(\mathcal{X})$. By Theorem [1.5, $\left.p\right|_{Z_{L}}$ is almost surely a Morse function. By the (weak) Morse inequalities (see Theorem 5.2 of [Mil63]), we have first for each $i \in\{0, \ldots, n-1\}$,

$$
b_{i}\left(Z_{L}\right) \leq m_{i}\left(p, f_{L}, \mathcal{X}\right)
$$

[^2]where the $m_{i}$ are as in Theorem [1.5] Taking expectations, by Equation (2), we obtain the upper bound on $\mathbb{E}\left[b_{i}\left(Z_{L}\right)\right]$ announced in Theorem [1.3. Theorem 5.2 of Mil63] also implies that
$$
\chi\left(Z_{L}\right)=\sum_{i=0}^{n-1} m_{i}\left(p, f_{L}, \mathcal{X}\right)
$$

Taking expectations and using Equation (2) on the right-hand side, we get, as $L \rightarrow+\infty$ :

$$
\begin{equation*}
\mathbb{E}[\chi(\mathcal{X})]=C_{n} \operatorname{Vol}_{g}(\mathcal{X}) \times \sum_{i=0}^{n-1} \mathbb{E}[|\operatorname{det}(M)| \mathbb{1}[\operatorname{sgn}(M)=i]] \frac{L}{\sqrt{\ln \left(L^{1 / 2}\right)}}+o\left(\frac{L}{\sqrt{\ln \left(L^{1 / 2}\right)}}\right) \tag{3}
\end{equation*}
$$

where $C_{n}=\frac{1}{\sqrt{\pi^{n+1} 2^{2 n-1} n(n+2)^{n-1}}}$ and $M$ is as described in the statement of Theorem 1.3, Observe now that since $M$ is a symmetric matrix, then

$$
\sum_{i=1}^{n-1}(-1)^{i}|\operatorname{det}(M)| \mathbb{1}[\operatorname{sgn}(M)=i]=\operatorname{det}(M)
$$

Therefore,

$$
\begin{equation*}
\sum_{i=0}^{n-1} \mathbb{E}[|\operatorname{det}(M)| \mathbb{1}[\operatorname{sgn}(M)=i]=\mathbb{E}[\operatorname{det}(M)] . \tag{4}
\end{equation*}
$$

The determinant of $M$ is a polynomial in its coefficients in which coefficient appears twice as a factor in a given monomial. Consequently, each monomial involving a non-diagonal coefficient has zero expectation. Hence,

$$
\mathbb{E}[\operatorname{det}(M)]=\mathbb{E}\left[\prod_{i=1}^{n-1} M_{i i}\right]
$$

Notice that if $X, Y_{1}, \ldots, Y_{n}-1$ are i.i.d centered Gaussians with unit variance, then, the Gaussian vector $\left(X+\sqrt{2} Y_{i}\right)_{1 \leq i \leq n-1}$ has the same covariance structure, and therefore the same law, as $\left(M_{i i}\right)_{1 \leq i \leq n-1}$. As a consequence,

$$
\mathbb{E}[\operatorname{det}(M)]=\mathbb{E}\left[\prod_{i=1}^{n-1}\left(X+\sqrt{2} Y_{i}\right)\right]
$$

Developing the product on the right-hand side, the only term with non-zero expectation is $X^{n-1}$ so

$$
\begin{aligned}
\mathbb{E}[\operatorname{det}(M)]=\mathbb{E}\left[X^{n-1}\right]= & 0 \text { if } n \text { is even } \\
& \frac{(n-1)!}{2^{(n-1) / 2}((n-1) / 2)!} \text { if } n \text { is odd. }
\end{aligned}
$$

By Equations (3) and (4), we get, as $L \rightarrow+\infty$ :

$$
\mathbb{E}[\chi(\mathcal{X})] A_{n} \operatorname{Vol}_{g}(\mathcal{X}) \frac{L}{\sqrt{\ln \left(L^{1 / 2}\right)}}+o\left(\frac{L}{\sqrt{\ln \left(L^{1 / 2}\right)}}\right)
$$

where $A_{n}$ is zero for $n$ even and

$$
A_{n}=\frac{(n-1)!}{2^{(n-1) / 2}((n-1) / 2)!} C_{n}
$$

for $n$ odd. Replacing $C_{n}$ with its definition we obtain the desired expression for $A_{n}$.
Finally, we check Theorem 1.2 ,
Proof of Theorem 1.2. The upper bound follows with $C=A_{n}^{0}$ by Theorem 1.3. For the lower bound, first, by the second point of Theorem 1.4 together with the compactness of $\mathcal{X}$, there exist a constant $a=a(\mathcal{X})<+\infty$ such that the first assumption of Theorem 1.6 is satisfied by $\left(f_{\lambda}\right)_{\lambda \geq 1}=\left(f_{\sqrt{L}}\right)_{L \geq 1}$ in local charts of some atlas. Let us check that the second assumption of Theorem 1.6 is also satisfied by this family of fields with $\alpha=2$. Consider $U$ a local chart given by Theorem 1.4. Let $V \subset U$ a convex neighborhood of 0 . Fix $x, y \in U$. For each $t \in[0,1]$ we have $x+t(y-x) \in U$. For such $t$, let $u(t)=\mathbb{E}\left[\left(f_{\sqrt{L}}(x)-f_{\sqrt{L}}(x+t(y-x))\right)^{2}\right]$. Then, $u$ is twice continuously differentiable and we have $u(0)=u^{\prime}(0)=0$. Moreover, for each $t \in[0,1]$,

$$
\begin{aligned}
u^{\prime \prime}(t)= & 2 \mathbb{E}\left[\left(d_{x+t(y-x)} f_{\sqrt{L}}(y-x)\right)^{2}\right] \\
& +2 \mathbb{E}\left[\left(f_{\sqrt{L}}(x+t(y-x))-f_{\sqrt{L}}(x)\right) d_{x+t(y-x)}^{2} f_{\sqrt{L}}(y-x, y-x)\right] \\
\leq & \left.2 \partial_{z} \partial_{w} K_{L}(z, w)\right|_{z=w=x+t(y-x)}(y-x, y-x) \\
& +2\left(\left.u(t) \partial_{z}^{2} \partial_{w}^{2} K_{L}(z, w)\right|_{z=w=x+t(y-x)}(y-x, y-x, y-x, y-x)\right)^{1 / 2}
\end{aligned}
$$

Here we used the definition of $K_{L}$ as well as the Cauchy-Schwarz inequality. Applying the third point of Theorem 1.4 to the derivatives of $K_{L}$ in the right hand side of the last line of the above computation, we have the following estimate: There exists $C=C(n)<+\infty$ such that for each $L \geq 1$, and for any choice of $x, y \in V$,

$$
u^{\prime \prime}(t) \leq C L|x-y|^{2}(1+\sqrt{u(t)})
$$

Now, applying Taylor's inequality up to order 2 to $u$ from 0 to any $t \in[0,1]$, we get

$$
u(t) \leq \frac{C}{2} L|x-y|^{2}\left(1+\sqrt{\sup _{0 \leq s \leq t} u(s)}\right)
$$

Assume now that $\sqrt{L}|x-y| \leq 1$ ．For each $t \in[0,1]$ ，let $v(t)=\sup _{0 \leq s \leq t} u(s)$ ．We have shown that for each $t \in[0,1]$ ，

$$
\frac{v(t)}{1+\sqrt{v(t)}} \leq \frac{C}{2} L|x-y|^{2} \leq \frac{C}{2} .
$$

Comparing the first and third term，we get that $v(t)$ is uniformly bounded．Then，with this information，the first inequality shows that there exists $b<+\infty$ depending only on $C$ such that $v(t) \leq b L|x-y|^{2}$ ．In particular，for each $L \geq 1$ and each $x, y \in V$ such that $\sqrt{L}|x-y| \leq 1$ ，

$$
\mathbb{E}\left[\left(f_{\sqrt{L}}(x)-f_{\sqrt{L}}(y)\right)^{2}\right]=u(1) \leq v(1) \leq b^{2} L|x-y|^{2} .
$$

Hence，Theorem 1.6 does apply．Let $\rho>0, \kappa>0$ and $\lambda_{0}<+\infty$ be as in Theorem 1．6．Then， there exists $c^{\prime}>0$ independent of $\mathcal{X}$ and $\lambda_{1}=\lambda_{1}(\mathcal{X})$ such that for each $L \geq \lambda_{0}^{2} \vee \lambda_{1}^{2}$ ，we can find $\left\lfloor c^{\prime} L^{n / 2} \operatorname{Vol}_{g}(\mathcal{X})\right\rfloor$ disjoint balls of radius $\rho L^{-1 / 2}$ in $\mathcal{X}$ ．By Theorem［1．6］for such $L$ ，each ball contains a nodal component with probability at least $\kappa\left(\ln \left(L^{1 / 2}\right)\right)^{-1 / 2}$ and

$$
\mathbb{E}\left[N_{L}\right] \geq \kappa\left\lfloor c^{\prime} L^{n / 2} \operatorname{Vol}_{g}(\mathcal{X})\right\rfloor\left(\ln \left(L^{1 / 2}\right)\right)^{-1 / 2}
$$

This proves the lower bound with for instance $c=c^{\prime} \kappa / 2$ ．Finally，since $\mathcal{X}$ is compact，the Euclidean diameter of balls in local charts such as the one used above and the Riemmanian diameter are comparable．Since the connected components constructed using Theorem［1．6 have Euclidean diamter less than $\rho / \lambda$ then we also have the second part of Theorem［1．2，

## 3 Differential geometry of smooth Gaussian fields

The object of this section is to apply classical results from the theory of smooth Gaussian fields to our setting．These results will be used in Section 4 Throughout this section $\mathcal{X}$ will be a smooth manifold of dimension $n>0$ and $f$ be a real－valued Gaussian field on $\mathcal{X}$ with covariance $K$ ．We will assume throughout that $f$ is almost surely of class $C^{2}$ ．

Condition 1．For each $x \in \mathcal{X}$ ，the Gaussian vector $\left(f(x), d_{x} f\right)$ is non－degenerate．
Condition 2．Let $p \in C^{\infty}(\mathcal{X})$ ．For each $x \in \mathcal{X}$ such that $d_{x} p \neq 0$ and for any connection $\nabla^{p}$ on $p^{-1}(x)$ defined near $x$ ，the Gaussian vector $\left(f(x), d_{x} f,\left(\left.\nabla^{p} d f\right|_{p^{-1}(0)}\right)_{x}\right)$ is non－degenerate．
Remark 3．Condition 图 is satisfied for any connection $\nabla^{p}$ as soon as it is satisfied for one particular connection．

Remark 4．Conditions 1 and 圆 are diffeomorphism invariant．
Remark 5．As we shall see in Lemma 4．1 below，for any $p \in C^{\infty}(\mathcal{X})$ the field $\left(f_{L}^{s}\right)$ satisfies Condition圆 for $s=n / 2$ and large enough values of $L$ ．

### 3.1 Manifold versions of classical lemmas for smooth Gaussian fields

In this subsection we state two general lemmas for smooth Gaussian fields. The statements are slightly altered to fit the case of section-valued fields. We simply check that the euclidean case adapts well to this setting. First, let us introduce the following notation.

Definition 3.1. Let $V, W$ be two $n$-dimensional vector spaces each equipped with a non-zero $n$-form $\omega_{V}$ and $\omega_{W}$. Let $A: V \rightarrow W$ be a linear map. We define the determinant $\operatorname{det}_{\omega_{V}, \omega_{W}}(A)$ of $A$ from $\left(V, \omega_{V}\right)$ to $\left(W, \omega_{W}\right)$ by the following equation

$$
A^{*} \omega_{W}=\operatorname{det}_{\omega_{V}, \omega_{W}}(A) \omega_{V}
$$

Note that changing the sign of $\omega_{V}$ or $\omega_{W}$ only affects the sign of the determinant so we can speak of $\left|\operatorname{det}_{\left|\omega_{V}\right|,\left|\omega_{W}\right|}(A)\right|$ even when $\left|\omega_{V}\right|$ and $\left|\omega_{W}\right|$ are given only up to a sign.

The following lemma is an adaptation of the classical Kac-Rice formula to crossings of sections of vector bundles. It is the main tool used in the proof of Theorem 1.5. Before we state the lemma, we introduce the following terminology.

Definition 3.2. Let $\mathcal{X}$ be a smooth n-dimensional manifold and let $E \rightarrow \mathcal{X}$ be a vector bundle on $\mathcal{X}$. For each $x \in \mathcal{X}$, we denote by $E_{x}$ the fiber of $E$ at $x$. A Gaussian $E$-valued field on $\mathcal{X}$ will be a collection of random variables $\left(F_{x}\right)_{x \in E}$ such that for each $x_{1}, \ldots, x_{k} \in \mathcal{X}$, the random variable $\left(F_{x_{1}}, \ldots, F_{x_{k}}\right)$ is a Gaussian vector in $E_{x_{1}} \times \cdots \times E_{x_{k}}$.

We have the following result.
Lemma 3.3 (Theorem 6.2 of AW09). Let $\mathcal{X}$ be a smooth $n$-dimensional manifold equipped with a smooth positive density $d \mu$ and let $E \rightarrow \mathcal{X}$ be a vector bundle on $\mathcal{X}$ of rank $n$. We equip $E$ with positive smooth density $d \nu$. Let $F$ be a Gaussian $E$-valued field on $\mathcal{X}$ that is almost surely of class $C^{1}$ and such that for each $x \in \mathcal{X}, F_{x}$ is a non-degenerate $E_{x}$-valued Gaussian vector. For each $x \in \mathcal{X}$, let $\gamma_{\nu, F_{x}}$ be the density of $F_{x}$ with respect to $d \nu$. Then, for any connection $\nabla^{E}$ on $E$, any Borel subset $B \subset \mathcal{X}$ and any section $\sigma$ of $E$ defined in a neighborhood of $B$,

$$
\mathbb{E}\left[\operatorname{Card}\left\{x \in B \mid F_{x}=\sigma_{x}\right\}\right]=\int_{B} \mathbb{E}\left[\left|\operatorname{det}_{\mu_{x}, \nu_{x}}\left(\left(\nabla^{E} F\right)_{x}-\left(\nabla^{E} \sigma\right)_{x}\right)\right| \mid F_{x}=\sigma_{x}\right] \gamma_{\nu, F_{x}}\left(\sigma_{x}\right) d \mu(x)
$$

Here, both quantities may be infinite.

$$
\text { Note that }\left(\nabla^{E} F\right)_{x}-\left(\nabla^{E} \sigma\right)_{x} \text { does not depend on } \nabla^{E} \text { at the points } x \text { where } F_{x}=\sigma_{x} \text {. }
$$

Proof of Lemma 3.3. Since both sides of the equality are additive in $B$, we may restrict ourselves to the case where $E \rightarrow \mathcal{X}$ is the trivial bundle $U \times \mathbb{R}^{n} \rightarrow U$ over some open subset $U \subset \mathbb{R}^{n}$. Moreover, by considering $\tilde{F}=F-\sigma$, it is enough to treat the case where $\sigma=0$. In
this case, $F$ is just an $\mathbb{R}^{n}$ valued Gaussian field on $U$ and the Rice formula (see Theorem 6.2 of [AW09]) applies. Therefore,

$$
\begin{equation*}
\mathbb{E}\left[\operatorname{Card}\left\{x \in B \mid F_{x}=0\right\}\right]=\int_{B} \mathbb{E}\left[\left|\operatorname{det}\left(d_{x} F\right)\right| \mid F_{x}=0\right] \gamma_{F_{x}}(0) d x \tag{5}
\end{equation*}
$$

Here, first, $\gamma_{F_{x}}$ is the density of the measure of $F(x)$ with respect to the Lebesgue measure $d x$. Second, we endowed $T_{x}^{*} U$ with the Lebesgue density and det is the usual determinant, i.e., $|\operatorname{det}|=\left|\operatorname{det}_{d x, d v}\right|$. Let $g, h \in C^{\infty}(U)$ be such that

$$
d \mu(x)=g(x) d x ; d \nu_{x}(v)=h(x) d v .
$$

Then, for any $L \in \operatorname{Hom}\left(T_{x} U, \mathbb{R}^{n}\right),|\operatorname{det}(L)| g(x)=\left|\operatorname{det}_{\mu_{x}, \nu_{x}}(L)\right| h(x)$ and $\gamma_{F_{x}}=\gamma_{\nu, F_{x}} h(x)$. Applying these identities to the right hand side of equation (5), we get

$$
\begin{equation*}
\mathbb{E}\left[\operatorname{Card}\left\{x \in B \mid F_{x}=0\right\}\right]=\int_{B} \mathbb{E}\left[\left|\operatorname{det}_{\nu_{x}, \mu_{x}}\left(d_{x} F\right)\right| \mid F_{x}=0\right] \gamma_{\nu_{x}, F_{x}}(0) d \mu(x) \tag{6}
\end{equation*}
$$

Finally, let $\nabla$ be a connection on $E$. Then, there is exists smooth family $\left(A_{x}\right)_{x \in U}$ of linear maps $A_{x}: \mathbb{R}^{n} \rightarrow \operatorname{Hom}\left(T_{x} U, \mathbb{R}^{n}\right)$ such that for any function $f: U \rightarrow \mathbb{R}^{n}$ and any $x \in U$,

$$
\nabla f_{x}=d_{x} f+\left(A_{x} \circ f\right)(x)
$$

In particular,

$$
\mathbb{E}\left[\left|\operatorname{det}_{\nu_{x}, \mu_{x}}\left(d_{x} F\right)\right| \mid F_{x}=0\right]=\mathbb{E}\left[\left|\operatorname{det}_{\mu_{x}, \nu_{x}}\left((\nabla F)_{x}\right)\right| \mid F_{x}=0\right]
$$

and in view of equation (6) we are done.
In Subsection 3.2 we will use the following lemma to prove basic facts about the regularity of $Z_{f}$ and functions defined on it.
Lemma 3.4 (Lemma 11.2.10 AT07). Let $\mathcal{X}$ be a smooth manifold of dimension $n$ equipped with a rank $n+1$ vector bundle $E \rightarrow \mathcal{X}$. Let $F$ be a Gaussian field on $\mathcal{X}$ with values in $E$. Assume that $F$ is almost surely $C^{1}$ on $\mathcal{X}$ and that for every $x \in \mathcal{X}$, the random vector $F(x)$ is non-degenerate. Then, almost surely, for all $x \in \mathcal{X}, F(x) \neq 0$.

Proof. Firstly, since $\mathcal{X}$ is paracompact we may assume that $E \rightarrow \mathcal{X}$ is the trivial bundle over some open subset $U \subset \mathbb{R}^{n}$ so that $F$ is an $\mathbb{R}^{n+1}$ valued Gaussian field on $U$. Since $U$ is covered by a countable union of closed balls, it suffices to check the conclusion of the lemma for $T$ a compact subset of $U$ of Hausdorff dimension $n$. The fact that $F$ is almost surely $C^{1}$ implies that its covariance is continuous. Since for each $x \in T, F(x)=\left(F_{1}(x), \cdots, F_{n}(x)\right)$ is non-degenerate and $T$ is compact, its covariance is bounded from below on $T$ (as a quadratic form) so its probability density is bounded on $T$. Finally, since $T$ is compact and the partial derivatives of $F$ are almost surely continuous, they are almost surely bounded on $T$. Hence we can apply Lemma 11.2 .10 of AT07] with $u=0 \in \mathbb{R}^{n+1}$.

### 3.2 Almost-sure properties of $Z_{f}$

In this subsection, we use Lemma 3.4 to prove that $Z_{f}$ is almost surely smooth and that if we restrict an adequate deterministic function to $Z_{f}$ then it is almost surely Morse. We begin by treating smoothness.

Lemma 3.5. Assume that $f$ satisfies Condition 1. Then, $Z_{f}$ is almost surely a $C^{2}$ hypersurface of $\mathcal{X}$.

Proof. The random field $F=(f, d f)$ is a Gaussian random field on $\mathcal{X}$ with values in $\mathbb{R} \times T^{*} \mathcal{X}$. Moreover, it is almost surely $C^{1}$ since $f$ is almost surely $C^{2}$. In addition, since $f$ satisfies Condition [1] the components of $F$ have positive variances. Therefore, by Lemma 3.4, almost surely, there is no $x \in \mathcal{X}$ such that $F(x)=0$. Therefore, $f$ is almost surely regular on $Z_{f}$. Since $f$ is of class $C^{2}, Z_{f}$ is almost surely a smooth hypersurface of $\mathcal{X}$ of class $C^{2}$.

We now briefly recall the definition of the Hessian of a function at its critical point.
Definition 3.6. Let $\mathcal{X}$ be a smooth manifold. We equip $T^{*} \mathcal{X}$ with a connection $\nabla$. Let $f \in C^{2}(\mathcal{X})$ and $x \in \mathcal{X}$ be such that $d_{x} f=0$. Then, $(\nabla d f): T_{x}^{*} \mathcal{X} \times T_{x}^{*} \mathcal{X} \rightarrow \mathbb{R}$ defines a symmetric bilinear form that does not depend on the choice of connection $\nabla$. We call this map the Hessian of $f$ at $x$ and denote it by $\operatorname{Hess}(f)(x)$. In particular, for any local chart $\psi: U \subset \mathcal{X} \rightarrow \psi(U) \subset \mathbb{R}^{n}$, any $x \in U$ such that $d_{x} f=0$ and any $v, w \in T_{x} \mathcal{X}$,

$$
\begin{equation*}
\left.d_{\psi(x)}^{2}\left(f \circ \psi^{-1}\right)(v, w)=\operatorname{Hess}(f)(x)\left(\left(d_{x} \psi\right)^{-1} v,\left(d_{x} \psi\right)^{-1} w\right)\right) . \tag{7}
\end{equation*}
$$

The following lemma will be useful first to prove the next almost sure result about $Z_{f}$ and to characterize the signature of the Hessian of a function restricted to $Z_{f}$ in terms of $f$ near this point.

Lemma 3.7 (Lemma A. 3 (GW14]). Let $\mathcal{X}$ be an $n$-dimensional smooth manifold. Let $f, p \in$ $C^{2}(\mathcal{X})$ and fix $x_{0} \in \mathcal{X}$. Assume that $d_{x_{0}} f, d_{x_{0}} p \neq 0$ and that $d_{x_{0}} p=\lambda d_{x_{0}}$ f for some $\lambda \in \mathbb{R} \backslash\{0\}$. Then $L_{f}=f^{-1}\left(f\left(x_{0}\right)\right)$ and $L_{p}=p^{-1}\left(p\left(x_{0}\right)\right)$ are both smooth in a neighborhood of $x_{0}$ and

$$
\operatorname{Hess}\left(\left.p\right|_{L_{f}}\right)\left(x_{0}\right)=-\lambda \operatorname{Hess}\left(\left.f\right|_{L_{p}}\right)\left(x_{0}\right) .
$$

Here, note that the condition $d_{x_{0}} p=\lambda d_{x_{0}} f$ implies that both $\left.f\right|_{L_{p}}$ and $\left.p\right|_{L_{f}}$ are singular at $x_{0}$ so their Hessian at $x_{0}$ are well defined bilinear forms on $T_{x_{0}} L_{p}$ and $T_{x_{0}} L_{f}$ respectively. But these two tangent spaces are naturally isomorphic to the same subspace of $T_{x_{0}} \mathbb{R}^{n}$ so it makes sense to compare the two Hessians. Gayet and Welschinger state and show this lemma in a coordinate free language. Here we provide a proof in local coordinates.

Proof of Lemma 3.7. Without loss of generality, we may replace $\left(\mathcal{X}, x_{0}\right)$ by $(U, 0)$ where $U$ is an open neighborhood of 0 in $\mathbb{R}^{n}$. We may also assume $d_{0} f=d_{0} p=d x_{n}, f(0)=p(0)=0$. Since $d_{0} f=d x_{n}$, the following map is a local diffeomorphism at 0 :

$$
x=\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(x_{1}, \cdots, x_{n-1}, f(x)\right) .
$$

Moreover, its inverse $F$ satisfies $d_{0} F=I d_{n}$. The map $F$ is a local diffeomorphism at 0 , say from $0 \in W \subset \mathbb{R}^{n}$ to $x_{0} \in V \subset U$. Let $h \in C^{2}(U)$ be such that $d_{0} h=d x_{n}$. Then,

$$
\begin{aligned}
d_{0}^{2}(h \circ F) & =d_{0}^{2} h \circ\left(d_{0} F\right)^{\otimes 2}+d_{0} h \circ\left(d_{0}^{2} F\right) \\
& =d_{0}^{2} h+d_{0}^{2} F_{n} .
\end{aligned}
$$

Take first $h=f$. Then, the left hand side vanishes since $f \circ F(x)=x_{n}$ and

$$
0=d_{0}^{2} f+d_{0}^{2} F_{n}
$$

Next, take $h=p$. Then,

$$
d_{0}^{2}(p \circ F)=d_{0}^{2} p+d_{0}^{2} F_{n} .
$$

Hence,

$$
\begin{equation*}
d_{0}^{2}(p \circ F)=d_{0}^{2} p-d_{0}^{2} f . \tag{8}
\end{equation*}
$$

By symmetry of the initial assumptions, if $P$ is the local inverse at $x_{0}$ of the map

$$
x=\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(x_{1}, \cdots, x_{n-1}, p(x)\right) .
$$

Then,

$$
\begin{equation*}
d_{0}^{2}(f \circ P)=d_{0}^{2} f-d_{0}^{2} p \tag{9}
\end{equation*}
$$

Therefore, if $H=T_{0} L_{f}=T_{0} L_{p}$, we have

$$
\operatorname{Hess}\left(\left.p\right|_{L_{f}}\right)(0)=\left.d_{0}^{2}(p \circ F)\right|_{H}=-\left.d_{0}^{2}(f \circ P)\right|_{H}=-\operatorname{Hess}\left(\left.f\right|_{L_{p}}\right)(0)
$$

where the middle equality follows from (8) and (9) while the two others follow from equation (7).

Finally, we prove the following result.
Lemma 3.8. Assume that $f$ satisfies Condition 圆. Let $p \in C^{\infty}(\mathcal{X})$ with an at most countable set of critical points. Let $\mathcal{X}^{\prime} \subset \mathcal{X}$ be the regular set of $p$. Then, almost surely, $Z_{f} \subset \mathcal{X}^{\prime}$ and $\left.p\right|_{Z_{f}}$ is a Morse function.

Proof. Firstly, for any critical point $x$ of $p$, by Condition2, $f(x)$ is non-degenerate and therefore almost surely non-zero. Since $p$ has at most countably many critical points, almost surely, $Z_{f}$ stays in $\mathcal{X}^{\prime}$. By Lemma 3.7, for $\left.p\right|_{Z_{f} \cap \mathcal{X}^{\prime}}$, not to be Morse, there must be $(x, v) \in T \mathcal{X}$ such that $f(x)=0, d_{x} f$ vanishes on the kernel of $d_{x} p, d_{x} p(v)=0$ and $\operatorname{Hess}\left(\left.f\right|_{p^{-1}(p(x))}\right)(x)(v, \cdot)=0$. Let us prove that this is almost surely never the case. On the manifold $\mathcal{X}^{\prime}$, the kernel of $d p$ defines
a smooth rank $n-1$ vector bundle $\mathcal{K}$ on $\mathcal{X}$. Let $S(\mathcal{K})$ be the unit sphere bundle of $\mathcal{K}$ for some auxiliary metric on $\mathcal{K}$. Let $\nabla^{p}$ be an auxiliary connection on $T^{*} p^{-1}(p(x))$. For each $x \in \mathcal{X}^{\prime}$ and $v \in S_{x}(\mathcal{K})$, let $F(x, v)=\left(f(x),\left.d_{x} f\right|_{\mathcal{K}_{x}},\left(\nabla^{p}(d f \mid \mathcal{K})\right)(x)(v, \cdot)\right)$. Let $\pi$ denote the projection map $S(\mathcal{K}) \rightarrow \mathcal{X}^{\prime}$. Then, $(F(x, v))_{(x, v) \in S(\mathcal{K})}$ defines a $\pi^{*}\left(\mathbb{R} \otimes \mathcal{K}^{*} \otimes \mathcal{K}^{*}\right)$ valued Gaussian field on $S(\mathcal{K})$. But $S(\mathcal{K})$ is a smooth manifold of dimension $2 n-2$ while the image vector bundle has dimension $2 n-1$. By Condition 2 Lemma 3.4 applies so almost surely, the field $F$ does not vanish and $\left.p\right|_{Z_{f} \cap \mathcal{X}^{\prime}}$ is a Morse function.

## 4 The upper bound in the critical case

In this subsection we apply the results of Section 3 to prove Theorem 1.5, First, in Subsection 4.1 we use Theorem 1.4 to compute the asymptotic covariance of the two-jet of $f_{L}$ at a given point. Then, in Subsection 4.2 we prove Theorem 1.5 using this computation on the integral formula provided by Lemma 3.3 In this subsection, we consider a closed riemmanian manifold $(\mathcal{X}, g)$ of positive dimension $n$ and consider the family of fields $\left(f_{L}^{s}\right)_{L \geq 1}$ defined in Section 1 for $s=n / 2$. Since we have fixed $s$, we write $f_{L}$ instead of $f_{L}^{s}$ and $K_{L}$ instead of $K_{L}^{s}$ for the rest of the subsection. Recall that $\left|d V_{g}\right|$ is the Riemmanian density induced by $g$ on $\mathcal{X}$.

### 4.1 Covariance computations

The object of this subsection is to prove the following Lemma.
Lemma 4.1. Let $p \in C^{\infty}(\mathcal{X})$ be a Morse function on $\mathcal{X}$. Let $\mathcal{K}$ be the vector bundle on $\mathcal{X}^{\prime}=\left\{x \in \mathcal{X}, d_{x} p \neq 0\right\}$ whose fiber above $x$ is $\operatorname{Ker}\left(d_{x} p\right) \subset T_{x} \mathcal{X}$. Fix $x_{0} \in \mathcal{X}$. There exist $\nabla^{p}$ a connection on $\mathcal{K}$ and local coordinates $x=\left(x_{1}, \ldots, x_{n}\right)$ defined on $0 \in U \subset \mathbb{R}^{n}$ centered at $x$ such that the density $\left|d V_{g}\right|$ agrees with the Lebesgue measure in these coordinates and the following holds. Let $U^{\prime}$ be the regular set of $p$ in these coordinates. For each $x \in U^{\prime}$ and $L \geq 1$, define the centered Gaussian vector $\left(X^{L}(x), Y^{L}(x), Z^{L}(x)\right)$ with values in $\mathbb{R} \times \mathbb{R}^{n-1} \times \operatorname{Sym}_{n-1}(\mathbb{R})$ as follows. Let $X^{L}(x)=\frac{1}{\sqrt{\ln \left(L^{1 / 2}\right)}} f_{L}(x)$. Next, let $Y^{L}(x)=$ $\left(Y_{1}^{L}(x), \cdots, Y_{n-1}^{L}(x)\right)$ be $L^{-1 / 2} d_{x} f_{L}$ seen as a n-uple in the local coordinates. Finally, let $Z^{L}(x)$ be $\left.L^{-1} \nabla^{p}\left(d f_{L} \mid \mathcal{K}\right)(x)\right|_{\mathcal{K}_{x}}$ seen as a symmetric $(n-1)$-matrix in the local coordinates Then, for any $i, j, k, l \in\{1, \ldots, n-1\}$ such that $i \neq j$ and $(i, j) \neq(k, l)$, uniformly for $x \in U^{\prime}$, the covariance matrix of $\left(X^{L}(x), Y^{L}(x), Z^{L}(x)\right)$ converges as $L \rightarrow+\infty$ to the following matrix.

$$
c_{n} \times\left(\begin{array}{ccc}
n & 0 & 0 \\
0 & \frac{1}{2} I d_{n} & 0 \\
0 & 0 & \frac{1}{4(n+2)} \Xi
\end{array}\right)
$$

where $c_{n}$ is the (positive) constant defined in Lemma 4.2 and for any $i, j, k, l \in\{1, \ldots, n-1\}$ such that $i \neq j$ and $(i, j) \neq(k, l), \Xi_{i i, j j}=\Xi_{i j, i j}=1, \Xi_{i i, i i}=3$ and $\Xi_{i j, k l}=0$. In particular, for $L$ large enough, the field $f_{L}$ satisfies Condition 圆 on $U^{\prime}$.

Proof of Lemma 4.1. We start with $\nabla_{1}^{p}$ a connection on $\mathcal{K}$. Fix $x_{0} \in \mathcal{X}$ and consider a local coordinate patch $\tilde{U}$ at $x_{0}$ given by Theorem 1.4 that is also isometric at $x_{0}$. We have, in this set of local coordinates, $\nabla_{1}^{p}\left(d f_{L} \mid \mathcal{K}\right)(x)\left|\mathcal{K}_{x}=d_{x}^{2} f_{L}\right| \mathcal{K}_{x}+\left(A_{x}\left(\left.d_{x} f_{L}\right|_{\mathcal{K}_{x}}\right)\right) \mid \mathcal{K}_{x}$ where $A \in \Gamma\left(U^{\prime} ; T^{*} U \otimes\right.$ $\left.\mathcal{K}^{*} \otimes \mathcal{K}\right)$. Let $\chi \in C_{c}^{\infty}(\tilde{U})$ be equal to one in a neighborhood $U$ of 0 and let $\nabla^{p}=\nabla_{1}^{p}-\chi A$. Then, $\nabla^{p}$ defines a connection on $\mathcal{K}$. Let $i, j, k, l \in\{1, \ldots, n-1\}$ such that $i \neq j$ and $(i, j) \neq(k, l)$. Moreover, with this choice of $\nabla^{p}$, we have, for each $x \in U^{\prime}, Z_{L}(x)=\left.L^{-1} d_{x}^{2} f_{L}\right|_{K_{x}}$. Therefore, the joint covariance of $\left(X^{L}(x), Y^{L}(x), Z^{L}(x)\right)$ is equal to

$$
\left(\begin{array}{ccc}
\frac{1}{\ln \left(L^{1 / 2}\right)} K_{L}(x, x) & \frac{1}{L^{1 / 2} \sqrt{\ln \left(L^{1 / 2}\right)}} d_{y} K_{L}(x, x) & \frac{1}{L \sqrt{\ln \left(L^{1 / 2}\right)}} d_{y}^{2} K_{L}(x, x) \\
\frac{1}{L^{1 / 2} \sqrt{\ln \left(L^{1 / 2}\right)}} d_{y} K_{L}(x, x) & \frac{1}{L} d_{x} d_{y} K_{L}(x, x) & \frac{1}{L^{3 / 2}} d_{x} d_{y}^{2} K_{L}(x, x) \\
\frac{1}{L \sqrt{\ln \left(L^{1 / 2}\right)}} d_{x}^{2} K_{L}(x, x) & \frac{1}{L^{3 / 2}} d_{x}^{2} d_{y} K_{L}(x, x) & \frac{1}{L^{2}} d_{x}^{2} d_{y}^{2} K_{L}(x, x)
\end{array}\right)
$$

for any $x \in U$. By applying the estimates of the second and third of Theorem 1.4 and since, by parity, the integrals $\int_{|\xi|^{2} \leq 1}|\xi|^{-n}(i \xi)^{\alpha}(-i \xi)^{\beta} d \xi$ vanish whenever $\alpha+\beta \in \mathbb{N}^{n}$ has at least one odd component, we get, for any $i, j, k, l \in\{1, \ldots, n\}$ such that $i \neq j$ and $(i, j) \neq(k, l)$, uniformly for $x \in U^{\prime}$ :

$$
\begin{aligned}
\lim _{L \rightarrow+\infty} \mathbb{E}\left[X^{L}(x)^{2}\right] & =\frac{\left|S^{n-1}\right|}{(2 \pi)^{n}} \\
\lim _{L \rightarrow+\infty} \mathbb{E}\left[X^{L}(x) Y_{i}^{L}(x)\right] & =0 \\
\lim _{L \rightarrow+\infty} \mathbb{E}\left[Y_{i}^{L}(x) Z_{k l}^{L}(x)\right] & =0 \\
\lim _{L \rightarrow+\infty} \mathbb{E}\left[X^{L}(x) Z_{k l}^{L}(x)\right] & =0 \\
\lim _{L \rightarrow+\infty} \mathbb{E}\left[Y_{i}^{L}(x)^{2}\right] & =\frac{1}{(2 \pi)^{n}} \int_{|\xi|^{2} \leq 1} \frac{\xi_{i}^{2}}{|\xi|^{n}} d \xi \\
\lim _{L \rightarrow+\infty} \mathbb{E}\left[Y_{i}^{L}(x) Y_{j}^{L}(x)\right] & =0
\end{aligned}
$$

if $k, l \leq n-1, \lim _{L \rightarrow+\infty} \mathbb{E}\left[Z_{k k}^{L}(x) Z_{l l}^{L}(x)\right]=\lim _{L \rightarrow+\infty} \mathbb{E}\left[Z_{k l}^{L}(x)^{2}\right]=\frac{1}{(2 \pi)^{n}} \int_{|\xi|^{2} \leq 1} \frac{\xi_{k}^{2} \xi_{l}^{2}}{|\xi|^{n}} d \xi$

$$
\text { if } i, j, k, l \leq n-1, \quad \lim _{L \rightarrow+\infty} \mathbb{E}\left[Z_{i j}^{L}(x) Z_{k l}^{L}(x)\right]=0
$$

The first statement then follows by the computations carried out in Lemma 4.2. To check Condition 2 we check that the limit law is non-degenerate. Aside from the diagonal coefficients of the symmetric matrix component, all the components are independent with positive variance. As for the diagonal components of the symmetric matrix, their covariance is a positive multiple of $2 I d_{n-1}+J_{n-1}$ where $J_{n-1}$ is the $(n-1) \times(n-1)$ matrix whose coefficients are all equal to 1 . But $J_{n-1}$ is the covariance of the constant Gaussian vector with unit variance so it is non-negative. Therefore, $2 I d_{n-1}+J_{n-1}$ is positive definite.

The following lemma contains the integral calculations needed for the proof of Lemma 4.1 above.

Lemma 4.2. Fix $n \geq 2$. We define the universal constant $c_{n}$ as follows.

$$
c_{n}=\frac{2^{(n+1) / 2}((n+1) / 2)!}{(n+1)!} \sqrt{\frac{2}{\pi}} \text { if } n \text { is odd and } \frac{1}{2^{n / 2}(n / 2)!} \text { if } n \text { is even. }
$$

Let $B^{n}$ denote the euclidean unit ball in $\mathbb{R}^{n}$. Then, for any $i, j \in\{1, \ldots, n\}$ distinct,

$$
\begin{aligned}
\frac{\left|S^{n-1}\right|}{(2 \pi)^{n}} & =n c_{n} \\
\frac{1}{(2 \pi)^{n}} \int_{B^{n}} \frac{\xi_{i}^{2}}{|\xi|^{n}} d \xi & =\frac{1}{2} c_{n} \\
\frac{1}{(2 \pi)^{n}} \int_{B^{n}} \frac{\xi_{i}^{2} \xi_{j}^{2}}{|\xi|^{n}} d \xi & =\frac{1}{4(n+2)} c_{n} \\
\frac{1}{(2 \pi)^{n}} \int_{B^{n}} \frac{\xi_{i}^{4}}{|\xi|^{n}} d \xi & =\frac{3}{4(n+2)} c_{n}
\end{aligned}
$$

Proof of Lemma 4.2. First, by a polar change of coordinates we get

$$
\begin{aligned}
\int_{B^{n}} \frac{\xi_{i}^{2}}{|\xi| n} d \xi & =\frac{1}{2} \int_{S^{n-1}} \omega_{i}^{2} d \omega \\
\int_{B^{n}} \frac{\xi_{i}^{2} \xi_{j}^{2}}{|\xi|^{n}} d \xi & =\frac{1}{4} \int_{S^{n-1}} \omega_{i}^{2} \omega_{j}^{2} d \omega \\
\int_{B^{n}} \frac{\xi_{i}^{4}}{|\xi|^{n}} d \xi & =\frac{1}{4} \int_{S^{n-1}} \omega_{i}^{4} d \omega
\end{aligned}
$$

Here $d \omega$ is the surface area for the unit sphere in $\mathbb{R}^{n}$. Moreover $\left|S^{n-1}\right|=\int_{S^{n-1}} d \omega$. To compute the integrals over the sphere, we compare them to moments of Gaussian random variables. Let $X$ be a centered Gaussian vector in $\mathbb{R}^{n}$ with covariance $I d_{n}$. Another polar change of coordinates yields, for $1 \leq i<j \leq n$,

$$
\begin{aligned}
& 1=\mathbb{E}[1]=\frac{1}{(2 \pi)^{n / 2}} \int_{0}^{+\infty} t^{n-1} e^{-t^{2} / 2} d t \int_{S^{n-1}} d \omega \\
& 1=\mathbb{E}\left[X_{i}^{2}\right]=\frac{1}{(2 \pi)^{n / 2}} \int_{0}^{+\infty} t^{n+1} e^{-t^{2} / 2} d t \int_{S^{n-1}} \omega_{i}^{2} d \omega \\
& 1=\mathbb{E}\left[X_{i}^{2} X_{j}^{2}\right]=\frac{1}{(2 \pi)^{n / 2}} \int_{0}^{+\infty} t^{n+3} e^{-t^{2} / 2} d t \int_{S^{n-1}} \omega_{i}^{2} \omega_{j}^{2} d \omega \\
& 3=\mathbb{E}\left[X_{i}^{4}\right]=\frac{1}{(2 \pi)^{n / 2}} \int_{0}^{+\infty} t^{n+3} e^{-t^{2} / 2} d t \int_{S^{n-1}} \omega_{i}^{4} d \omega
\end{aligned}
$$

Now, for each $k \in \mathbb{N}$, let $J_{k}=\int_{0}^{+\infty} t^{k} e^{-t^{2} / 2} d t$. By integration by parts, for each $k \in \mathbb{N}$, we have $J_{k+2}=(k+1) J_{k}$. From this we deduce the following:

$$
J_{k}=\frac{1}{2^{k / 2}} \frac{k!}{(k / 2)!} \sqrt{\frac{\pi}{2}} \text { if } k \text { is even and } 2^{(k-1) / 2}((k-1) / 2)!\text { if } k \text { is odd. }
$$

With this notation,

$$
\begin{aligned}
\int_{S^{n-1}} d \omega=\frac{(2 \pi)^{n / 2}}{J_{n-1}} & =\frac{n(2 \pi)^{n / 2}}{J_{n+1}} \\
\int_{S^{n-1}} \omega_{i}^{2} d \omega & =\frac{(2 \pi)^{n / 2}}{J_{n+1}} \\
\int_{S^{n-1}} \omega_{i}^{2} \omega_{j}^{2} d \omega=\frac{(2 \pi)^{n / 2}}{J_{n+3}} & =\frac{(2 \pi)^{n / 2}}{(n+2) J_{n+1}} \\
\int_{S^{n-1}} \omega_{i}^{4} d \omega=\frac{3(2 \pi)^{n / 2}}{J_{n+3}} & =\frac{3(2 \pi)^{n / 2}}{(n+2) J_{n+1}} .
\end{aligned}
$$

Replacing these expressions in the original integrals yields the desired result (with $c_{n}=$ $\left.1 / J_{n+1}\right)$.

### 4.2 Proof of Theorem 1.5

In this subsection we prove Theorem 1.5. The proof relies on Lemmas 3.3 and 4.1 Let $p \in C^{\infty}(\mathcal{X})$ with an at most countable number of critical points. Let $\mathcal{X}^{\prime} \subset \mathcal{X}$ be its regular set and let $\mathcal{K}$ be the sub-bundle of $T \mathcal{X}^{\prime}$ defined by the kernel of $d p$. For each $i \in\{0, \cdots, n-1\}$, $L \geq 1$ and $B \subset \mathcal{X}$ Borel subset, let $\nu_{i}\left(p, f_{L}, B\right)$ be the number of critical points of index $i$ of $p_{Z_{f}}$ inside $B$. In addition to previous results will need the following elementary lemma.

Lemma 4.3. Let $\left(X_{t}^{L}\right)_{t \in T, L \geq 1}=\left(X_{1, t}^{L}, X_{2, t}^{L}\right)_{t \in T, L \geq 1}$ be a family of centered Gaussian vectors in $\mathbb{R}^{n} \times \mathbb{R}^{m}$ with covariances $\Sigma_{t, L}$. Here $T$ is any index set. Assume that, uniformly for $t \in T$, the sequence $\left(\Sigma_{t, L}\right)_{L \geq 1}$ converges to some covariance matrix $\Sigma$ corresponding to the Gaussian vector $X=\left(X_{1}, X_{2}\right)$ such that the vector $X^{2}$ is non-degenerate. Let $f: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$ be a measurable function such that for each $\varepsilon>0$ there exist $c=c(\varepsilon)<+\infty$ for which $\forall x \in \mathbb{R}^{n} \times \mathbb{R}^{m},|f(x)| \leq c e^{\varepsilon|x|^{2}}$. Then, uniformly for $t \in T$,

$$
\lim _{L \rightarrow+\infty} \mathbb{E}\left[f\left(X_{t}^{L}\right) \mid X_{2, t}^{L}=0\right]=\mathbb{E}\left[f(X) \mid X_{2}=0\right]
$$

Proof of Lemma 4.3. Apply the regression formula (see Proposition 1.2 of AW09) to ( $X_{t}^{L}$ ) and use the dominated convergence theorem on $f$ times the conditional density with respect to the Lebesgue measure on $\mathbb{R}^{n}$. The fact that $X_{2, t}$ is uniformly non-degenerate guarantees that for large enough values of the vectors $X_{2, t}^{L}$ are all non-degenerate and that the conditional inverse covariances of $X_{t}^{L}$ are uniformly bounded from below by a positive multiple of $I d_{n}$.

This and the sub-exponential bound on $f$ guarantees the uniform integrability needed for dominated convergence.

We are ready to prove Theorem 1.5,
Proof of Theorem 1.5. By Lemma 4.1 and compactness of $\mathcal{X}$, for $L$ large enough, $f_{L}$ satisfies Condition 2 so the smoothness of $Z_{L}$ and the fact that $\left.p\right|_{Z_{L}}$ is almost surely a Morse function follows from Lemmas 3.5 and 3.8 respectively. By Lemma 3.8 almost surely $Z_{f} \subset \mathcal{X}^{\prime}$ so it is enough to treat the case where $B \subset \mathcal{X}^{\prime}$. Secondly, the quantities on both sides of equation (2) are (at least finitely) additive in $B$ so it is enough to prove the result for $B$ inside any local chart of some atlas. Fix $i \in\{0, \cdots, n-1\}$. Let $x_{0} \in \mathcal{X}$ and consider $\nabla^{p}$ a connection on $\mathcal{K}$ and $x=\left(x_{1}, \cdots, x_{n}\right)$ the local coordinates centered at $x_{0}$ provided by Lemma 4.1, defined on $0 \in U \subset \mathbb{R}^{n}$. Let $U^{\prime}$ be the regular set of $p$ in these coordinates. Let $|d x|$ be the Lebesgue measure on $U$. Let $|d t|$ be the Lebesgue density on the trivial bundle $\mathbb{R} \times U$ on $U$. On $U^{\prime}$, the euclidean scalar product restricts to the fibers of $\mathcal{K}$ (resp. $\left.\mathcal{K}^{\perp}, \mathcal{K}^{*}\right)$ and defines a density $|d \tilde{x}|$ (resp. $\left.\left|d x^{\perp}\right|,\left|d x^{*}\right|\right)$. Let $\nu=|d t| \otimes\left|d x^{*}\right|$. Given $x \in U$, conditionally on the event that $f(x)=0$ and $\left.d_{x} f\right|_{\mathcal{K}}=0$, let $S_{i}^{L}(x)$ be the event that $\operatorname{Hess}\left(\left.p\right|_{Z_{L}}\right)$ has signature $i$. Fix $B \subset U^{\prime}$. Then, by Lemma 3.3 (which applies for $L$ large enough by Lemma 4.1), the quantity $\mathbb{E}\left[m_{i}\left(p, f_{L}, B\right)\right]$ is the integral over $B$ and against $|d x|$ of the following density:

$$
\begin{equation*}
\mathbb{E}\left[\left|\operatorname{det}_{|d x|, \nu}\left(\left(d_{x} f_{L}, \nabla^{p} d f_{L} \mid \mathcal{K}_{x}\right)(x)\right)\right| \mathbb{1}\left[S_{i}^{L}(x)\right]\left|f_{L}(x)=0, d_{x} f_{L}\right|_{\mathcal{K}}=0\right] \gamma_{\nu,\left(f_{L}(x), d_{x} f_{L} \mid \mathcal{K}_{x}\right)}(0) . \tag{10}
\end{equation*}
$$

Note that $|d x|=\left|d x^{\perp}\right| \otimes|d \tilde{x}|$ so conditionally on $d_{x} f_{L} \mid \mathcal{K}_{x}=0$,

$$
\left|\operatorname{det}_{|d x|, \nu}\left(\left(d_{x} f_{L},\left.\nabla^{p} d f_{L}\right|_{\mathcal{K}_{x}}\right)(x)\right)\right|=\left\|d_{x} f_{L}\right\|_{\text {eucl }}\left|\operatorname{det}_{|d \widetilde{x}|,\left|d x^{*}\right|}\left(\left.\nabla^{p}\left(\left.d f_{L}\right|_{\mathcal{K}}\right)(x)\right|_{\mathcal{K}_{x}}\right)\right| .
$$

For any $x \in U^{\prime}$ and $L \geq 1$, let $\left(X^{L}(x), Y^{L}(x), Z^{L}(x)\right)$ be as in Lemma 4.1 Let $\tilde{Y}^{L}(x)$ be the coordinates of $Y^{L}(x) \mid \mathcal{K}_{x}$ in some orthonormal basis of $\mathcal{K}_{x}^{*}$ and let $\Sigma^{L}(x)$ be the covariance of $\left(X^{L}(x), \tilde{Y}^{L}(x)\right)$. Then,

$$
\left\|d_{x} f_{L}\right\|_{\text {eucl }}\left|\operatorname{det}_{|d \tilde{x}|,\left|d x^{*}\right|}\left(\nabla^{p}\left(d f_{L} \mid \mathcal{K}\right)(x) \mid \mathcal{K}_{x}\right)\right|=L^{n-1 / 2}\left\|Y^{L}(x)\right\|_{\text {eucl }}\left|\operatorname{det}\left(Z^{L}(x)\right)\right|
$$

and

$$
\gamma_{\nu,\left(f_{L}(x), d_{x} f \mid \mathcal{K}_{x}\right)}(0)=\frac{1}{(2 \pi)^{n / 2} L^{(n-1) / 2} \sqrt{\ln \left(L^{1 / 2}\right)} \sqrt{\operatorname{det}\left(\Sigma^{L}(x)\right)}}
$$

Therefore, by equation (10), $\mathbb{E}\left[m_{i}\left(p, f_{L}, B\right)\right]$ is the integral over $B$ and against $|d x|$ of the following density:

$$
\begin{equation*}
\frac{\mathbb{E}\left[\left\|Y^{L}(x)\right\|_{\text {eucl }}\left|\operatorname{det}\left(Z^{L}(x)\right)\right| \mathbb{1}\left[S_{i}^{L}(x)\right]\left|X^{L}(x)=0, Y^{L}(x)\right| \mathcal{K}_{x}=0\right]}{(2 \pi)^{n / 2} \sqrt{\operatorname{det}\left(\Sigma^{L}(x)\right)}} \frac{L^{n / 2}}{\sqrt{\ln \left(L^{1 / 2}\right)}} \tag{11}
\end{equation*}
$$

By Lemma 4.1, uniformly for $x \in U^{\prime}$,

$$
\lim _{L \rightarrow+\infty} \operatorname{det}\left(\Sigma^{L}(x)\right)=n 2^{1-n} c_{n}^{n}
$$

To deal with the expectation, note first that by Lemma 3.7, the event $S_{i}^{L}(x)$ is exactly the event that, either $Y^{L}(x)$ is a positive multiple of $d_{x} p$ and the signature of $Z^{L}(x)$ is $n-1-i$, or it is a negative multiple and the signature is $i$. Let $\left(X^{\infty}, Y^{\infty}, Z^{\infty}\right)$ be the centered Gaussian vector with values in $\mathbb{R} \times \mathbb{R}^{n} \times \operatorname{Sym}_{n-1}(\mathbb{R})$ with the following covariance structure. The three components $X^{\infty}, Y^{\infty}$ and $Z^{\infty}$ are independent. $X^{\infty}$ has variance $n c_{n}, Y^{\infty}$ has covariance $\left(c_{n} / 2\right) I_{n}$ and the covariance of $Z^{\infty}$ is $\frac{c_{n}}{4(n+2)} \Xi$ where $c_{n}$ is some positive constant and for any $i, j, k, l \in\{1, \ldots, n-1\}$ such that $i \neq j$ and $(i, j) \neq(k, l), \Xi_{i i, j j}=\Xi_{i j, i j}=1, \Xi_{i i, i i}=3$ and $\Xi_{i j, k l}=0$. By Lemmas 4.1 and 4.3, we have, uniformly for $x \in U^{\prime}$,

$$
\begin{aligned}
& \mathbb{E}\left[\left\|Y^{L}(x)\right\|_{\text {eucl }}\left|\operatorname{det}\left(Z^{L}(x)\right)\right| \mathbb{1}\left[S_{i}^{L}(x)\right]\left|X^{L}(x)=0, Y^{L}(x)\right|_{\mathcal{K}_{x}}=0\right] \\
& \xrightarrow[L \rightarrow+\infty]{ } \\
& \mathbb{E}\left[\left\|Y^{\infty}\right\|_{\text {eucl }}\left|\operatorname{det}\left(Z^{\infty}\right)\right| \mathbb{1}\left[S_{i}^{\infty}\right]\left|X^{\infty}=0, Y^{\infty}\right|_{\mathcal{K}_{x}}=0\right]
\end{aligned}
$$

where $S_{i}^{\infty}$ is the event that either $Z^{\infty}$ has signature $n-1-i$ and $Y^{\infty}$ is a positive multiple of $d_{x} p$ or that its signature is $i$ and $Y^{\infty}$ is a negative multiple of $d_{x} p$. Since the components of ( $X^{\infty}, X^{\infty}, Z^{\infty}$ ) are independent, the above limit equals

$$
\begin{equation*}
\mathbb{E}\left[\left\|Y^{\infty}\right\|_{\text {eucl }}\left|Y^{\infty}\right|_{\mathcal{K}_{x}}=0\right] \mathbb{E}\left[\left|\operatorname{det}\left(Z^{\infty}\right)\right| \mathbb{1}\left[\operatorname{sgn}\left(Z^{\infty}\right)=i\right]\right] . \tag{12}
\end{equation*}
$$

Let $M=\sqrt{4(n+2) / c_{n}} Z^{\infty}$ so that $M$ has covariance $\Xi$. Then, since $Y^{\infty}$ has covariance $\left(c_{n} / 2\right) I d_{n}$, the quantity (12) equals

$$
\left(c_{n} / \pi\right)^{1 / 2}\left(c_{n} /(4(n+2))\right)^{(n-1) / 2} \mathbb{E}[|\operatorname{det}(M)| \mathbb{1}[\operatorname{sgn}(M)=i]] .
$$

Therefore, by equations (11) and (12), as $L \rightarrow+\infty$,

$$
\mathbb{E}\left[m_{i}\left(p, f_{L}, B\right)\right] \sim C_{n} \operatorname{Vol}_{\text {eucl }}(B) \mathbb{E}[|\operatorname{det}(M)| \mathbb{1}[\operatorname{sgn}(M)=i]] \frac{L^{n / 2}}{\sqrt{\ln \left(L^{1 / 2}\right)}}
$$

where

$$
C_{n}=\frac{1}{\sqrt{\pi^{n+1} 2^{2 n-1} n(n+2)^{n-1}}}
$$

To conclude note that in the coordinates given by Lemma 4.1, the density $\left|d V_{g}\right|$ corresponds to the Lebesgue density so $\operatorname{Vol}_{\text {eucl }}(B)=\operatorname{Vol}_{g}(B)$.

## 5 The lower bound in the critical case

The object of this section is to prove Theorem [1.6. The proofs of this section do not rely on any result from the rest of the article. First, in Subsection 5.1 we prove two elementary inequalities. Then, we use these to prove Theorem 1.6 in Subsection 5.2 ,

### 5.1 Two useful Gaussian inequalities

In this subection, we state two inequalities that follow easily from known results. The first is an upper bound for the concentration of the maximum and combines the Fernique inequality with the Borell-TIS inequality.

Lemma 5.1. Let $g$ be a centered Gaussian field on a bounded subset $V$ of $\mathbb{R}^{n}$. Assume that there exist $0<\sigma, D<+\infty$ and $\alpha \in] 0,2]$ such that for all $x, y \in V$

$$
\begin{aligned}
\mathbb{E}\left[g(x)^{2}\right] & \leq \sigma^{2} \\
\mathbb{E}\left[(g(x)-g(y))^{2}\right] & \leq D^{2}|x-y|^{\alpha}
\end{aligned}
$$

Then, $g$ is almost surely bounded, its supremum $M$ has finite expectation and there exists $C=C(V, \alpha)<+\infty$ such that

$$
\mathbb{E}[M] \leq C D
$$

Moreover, for each $u>0$,

$$
\mathbb{P}[M \geq C D+u] \leq 2 e^{-\frac{1}{2 \sigma^{2}} u}
$$

Proof. By Theorem 2.9 of AW09, it is enough to obtain a uniform bound on the expectation of $M_{\lambda}$. Let $(X(x))_{x \in \bar{V}}$ be an $n$-dimensional fractional Brownian motion of index $\alpha$ on $\bar{V}$ (see for instance Definition 3.3.1 CI13]), that is, $X$ is a centered Gaussian field which is almost surely continuous on $V$ and whose covariance is

$$
\mathbb{E}[X(x) X(y)]=\frac{1}{2}\left[|x|^{\alpha}+|y|^{\alpha}-|x-y|^{\alpha}\right]
$$

Since $X$ is almost surely continuous on and $V$ is bounded, its maximum on $\bar{V}$ is almost surely finite. Since it is a Gaussian field, its maximum has finite expectation (see once more Theorem 2.9 of AW09]). Let $m=\mathbb{E}\left[\max _{\bar{V}} X\right]$. For any $x, y \in V$,

$$
\mathbb{E}\left[(D X(x)-D X(y))^{2}\right]=D^{2}|x-y|^{\alpha} \geq \mathbb{E}\left[(g(x)-g(y))^{2}\right]
$$

so that, by the Sudakov-Fernique inequality (see Theorem 2.4 of [AW09]),

$$
\mathbb{E}\left[M_{\lambda}\right] \leq \mathbb{E}\left[\sup _{V} D X\right]=D m<+\infty
$$

and we are done.

The second lemma deals with a certain type of event that we now define. For any set $T$, we say that an event $A \subset \mathbb{R}^{T}$ is increasing if for any $x \in A$

$$
\left\{y \in \mathbb{R}^{T} \mid \forall t \in T, y(t) \geq x(t)\right\} \subset A
$$

The following result is essentially due to Loren Pitt and says that Gaussian vectors with nonnegative covariance satisfy the FKG inequality. Loren Pitt stated it for finite dimensional Gaussian vectors but the general case follows easily (see for instance Theorem A. 4 of RV17).
Lemma $5.2([\widehat{\mathrm{Pit} 82}])$. Let $\left(X_{t}\right)_{t \in T}$ be an a.s. continuous Gaussian random field on a separable topological space $T$ with covariance $\Sigma=\left(\sigma_{i j}\right)_{i j}$. Assume that for each $i, j \in\{1, \cdots, n\}$, $\sigma_{i j} \geq 0$. Then, for any two increasing events $A, B \subset \mathbb{R}^{T}$ (measureable with respect to the product $\sigma$-algebra),

$$
\mathbb{P}[X \in A \cap B] \geq \mathbb{P}[X \in A] \mathbb{P}[X \in B]
$$

### 5.2 Proof of Theorem 1.6

In this subsection, we use the inequalities of Subsection 5.1 to prove Theorem 1.6. Throughout the proof, the constants implied by the $O$ 's will be universal constants.

Proof of Theorem 1.6. Take $\rho \geq 1$ a parameter to be fixed later and for each $\lambda \geq \rho$, set $S_{\lambda}$ the sphere centered at 0 of radius $\rho / \lambda$. For each $\lambda \geq \rho$ and each $x, y \in S_{\lambda}$,

$$
\begin{aligned}
\mathbb{E}\left[f_{\lambda}(0)^{2}\right] & =\ln (\lambda)+O(a) \\
\mathbb{E}\left[f_{\lambda}(0) f_{\lambda}(x)\right] & =\ln (\lambda)-\ln (\rho)+O(a) \\
\mathbb{E}\left[f_{\lambda}(x) f_{\lambda}(y)\right] & \geq \ln (\lambda)-\ln (\rho)+O(a) .
\end{aligned}
$$

In particular, there exists $\lambda_{1}(\rho, a)<,+\infty$ such that for $\lambda \geq \lambda_{1}(a, \rho), f_{\lambda}(0)$ is non-degenerate. By the regression formula (see Proposition 1.2 of AW09), the field $\left(f_{\lambda}(x)\right)_{x \in S_{\lambda}}$ conditioned on $f_{\lambda}(0)$ is an almost surely Gaussian field with mean

$$
\begin{equation*}
\forall x \in S_{\lambda}, \mathbb{E}\left[f_{\lambda}(x) \mid f_{\lambda}(0)\right]=\left[1+O\left((\ln (\lambda))^{-1}(\ln (\rho)+a)\right)\right] f_{\lambda}(0) \tag{13}
\end{equation*}
$$

and whose covariance at any $x, y \in S_{\lambda}$ is by definition

$$
\mathbb{E}\left[\left(f_{\lambda}(x)-\mathbb{E}\left[f_{\lambda}(x) \mid f_{\lambda}(0)\right]\right)\left(f_{\lambda}(y)-\mathbb{E}\left[f_{\lambda}(y) \mid f_{\lambda}(0)\right]\right) \mid f_{\lambda}(0)\right]
$$

which equals

$$
\begin{equation*}
\ln (\lambda)-\ln (\rho)+O(a)-\frac{(\ln (\lambda)-\ln (\rho)+O(a))^{2}}{\ln (\lambda)+O(a)}=\ln (\rho)+O(\ln (\rho) / \ln (\lambda))+O(a)+O(1) \tag{14}
\end{equation*}
$$

In particular, there exists $\rho_{0}=\rho_{0}(a)<+\infty$ such that if $\rho \geq \rho_{0}$, then, for each $\lambda \geq \rho \vee \lambda_{1}$, the vector $\left(f_{\lambda}(x)\right)_{x \in S_{\lambda}}$ conditioned on $f_{\lambda}(0)$ is positively correlated. Take $\lambda \geq \lambda_{0}$. Let $\mathcal{H}^{\lambda}$ be the event that for all $x \in S_{\lambda}, f_{\lambda}(x)>0$. We want to find a lower bound for the probability of $\mathcal{H}^{\lambda}$ conditioned on $f_{\lambda}(0)$, on the event that $f_{\lambda}(0)>-1$. To this end we start by proving the following estimate.

Claim 1. There exists $\rho_{1}=\rho_{1}(a, b, \alpha, n)<+\infty$ such that if $\rho \geq \rho_{1}$, for each $\lambda \geq \rho \vee \lambda_{1}$ and each $x \in S_{\lambda}$, on the event $f_{\lambda}(0) \geq-1$,

$$
\mathbb{P}\left[\forall y \in S_{\lambda} \cap B(x, 1 / \lambda), f_{\lambda}(y)>0 \mid f_{\lambda}(0)\right] \geq 1 / 3
$$

Proof. Fix $\rho \geq \rho_{0}, \lambda \geq \rho \vee \lambda_{1}$ and $x \in S_{\lambda}$. Set $V_{\lambda} \subset B(0,1)$ be the set of $z \in B(0,1)$ such that $x+z / \lambda \in S_{\lambda}$. For each $z \in B(0,1)$,

$$
\begin{aligned}
m_{\lambda}(z) & =\mathbb{E}\left[f_{\lambda}(x+z / \lambda) \mid f_{\lambda}(0)\right] \\
h_{\lambda}(z) & =f_{\lambda}(x+z / \lambda)-m_{\lambda}(z) \\
g_{\lambda}(z) & =h_{\lambda}(0)-h_{\lambda}(z) .
\end{aligned}
$$

Then, we have, for each $z \in B(0,1)$,

$$
\begin{equation*}
f_{\lambda}(x+z / \lambda)=h_{\lambda}(0)-g_{\lambda}(z)+m_{\lambda}(z) . \tag{15}
\end{equation*}
$$

We will now show that, conditionally on $f_{\lambda}(0)$ and on the event $f_{\lambda}(0)>-1$, with positive probability, the three terms in the right-hand side of (15) satisfy inequalities that imply that $f_{\lambda}(x+z \lambda)>0$ for each $z \in V_{\lambda}$. Firstly, Equation (13) shows that on the event $f_{\lambda}(0)>-1$, $m_{\lambda}(z)$ is bounded from below uniformly for each $\lambda$ and each $z \in V_{\lambda}$. Let $m=m(a, n)>-\infty$ be a uniform lower bound. Next, conditionally on $f_{\lambda}(0), g_{\lambda}$ is centered and for each $z, z^{\prime} \in B(0,1)$,

$$
\begin{aligned}
\mathbb{E}\left[g_{\lambda}(z)^{2} \mid f_{\lambda}(0)\right] & \leq \mathbb{E}\left[g_{\lambda}(z)^{2}\right] \leq 2 b^{2}|z|^{\alpha} \leq 2 b^{2} \\
\mathbb{E}\left[\left(g_{\lambda}(z)-g_{\lambda}\left(z^{\prime}\right)\right)^{2} \mid f_{\lambda}(0)\right] & \leq 4 \mathbb{E}\left[\left(f_{\lambda}(x+z / \lambda)-f_{\lambda}\left(x+z^{\prime} / \lambda\right)\right)^{2}\right] \leq 4 b^{2}\left|z-z^{\prime}\right|^{\alpha} .
\end{aligned}
$$

Here we used that, by the regression formula (Proposition 1.2 of AW09]), variances do not increase under gaussian conditioning. By Lemma 5.1 (with $V=B(0,1)$ ) there exist a constant $C=C(n, \alpha)<+\infty$ and a constant $\left.u_{0}=u_{0}(b) \in\right] 0,+\infty[$ such that for each $\lambda$,

$$
\begin{equation*}
\mathbb{P}\left[\sup _{B(0,1)} g_{\lambda}>C b+u_{0} \mid f_{\lambda}(0)\right] \leq 1 / 9 . \tag{16}
\end{equation*}
$$

By equation (14), uniformly in $\lambda \geq \rho$,

$$
\mathbb{E}\left[h_{\lambda}(0)^{2} \mid f_{\lambda}(0)\right]=\ln (\rho)+O(a)+O(1)
$$

Also, conditionally on $f_{\lambda}(0), h_{\lambda}(0)$ is centered. Hence, there exists $\rho_{1}=\rho_{1}\left(a, m, u_{0}, b, C\right)<$ $+\infty$ such that if $\rho \geq \rho_{1}$,

$$
\begin{equation*}
\mathbb{P}\left[h_{\lambda}(0)>C b+u_{0}-m \mid f_{\lambda}(0)\right]>4 / 9 \tag{17}
\end{equation*}
$$

Here $m, C$ and $u_{0}$ depend only on $a, b, \alpha$ and $n$ so $\rho_{1}$ depends only on $a, b, \alpha$ and $n$. Assume now that $f_{\lambda}(0)>-1$. By Equation (15), since for each $z \in V_{\lambda}$ we have $m_{\lambda}(z) \geq m$, the event

$$
\left\{h_{\lambda}(0)>C b+u_{0}-m\right\} \cap \neg\left\{\sup _{B(0,1)} g_{\lambda}>C b+u_{0}\right\}
$$

implies that $\forall y \in S_{\lambda} \cap B(x, 1 / \lambda), f_{\lambda}(y)>0$. Hence, for each $\rho \geq \rho_{1}$, each $\lambda \geq \rho \vee \lambda_{1}$ and each $x \in S_{\lambda}$, we have shown that on the event $f_{\lambda}(0)>-1$,

$$
\begin{aligned}
& \mathbb{P}\left[\forall y \in S_{\lambda} \cap B(x, 1 / \lambda) f_{\lambda}(y)>0 \mid f_{\lambda}(0)\right] \geq \mathbb{P}\left[h_{\lambda}(0)>C b+u_{0}-m \mid f_{\lambda}(0)\right] \\
&-\mathbb{P}\left[\sup _{B(0,1)} g_{\lambda}>C b+u_{0} \mid f_{\lambda}(0)\right] \\
& \geq 4 / 9-1 / 9 \text { by equations (16) and (17) } \\
& \geq 1 / 3 .
\end{aligned}
$$

From now on, we assume that $\rho \geq \rho_{0} \vee \rho_{1}$. Cover $S_{\lambda}$ with $N=N(\rho)$ balls $\left(B_{i}\right)_{1 \leq i \leq N}$ of radius $1 / \lambda$. Conditionally on $f_{\lambda}(0)$, for each $i \in\{1, \ldots, N\}$, the event that the field $f_{\lambda}$ stays positive on $B_{i}$ is increasing. Therefore, by the FKG inequality (Lemma 5.2) we have, for each $\lambda \geq \rho \vee \lambda_{1}$,

$$
\mathbb{P}\left[\mathcal{H}^{\lambda} \mid f_{\lambda}(0)\right] \geq \prod_{i=1}^{N} \mathbb{P}\left[\forall x \in B_{i} f_{\lambda}(x)>0 \mid f_{\lambda}(0)\right] .
$$

Now, by the previous claim, on the event that $f_{\lambda}(0) \geq-1$, the right hand side is greater than $3^{-N}$. Consequently, for each $\lambda \geq \rho \vee \lambda_{1}$,

$$
\begin{aligned}
\mathbb{P}\left[\mathcal{C}^{\lambda}\right] \geq \mathbb{P}\left[f_{\lambda}(0)<0 ; \mathcal{H}^{\lambda}\right] & \geq \mathbb{E}\left[\mathbb{P}\left[\mathcal{H}^{\lambda} \mid f_{\lambda}(0)\right] \mathbb{1}\left[-1 \leq f_{\lambda}(0)<0\right]\right] \\
& \geq 3^{-N_{\mathbb{P}}} \mathbb{P}\left[-1 \leq f_{\lambda}(0)<0\right] .
\end{aligned}
$$

Since $f_{\lambda}$ is centered and $\mathbb{E}\left[f_{\lambda}(0)^{2}\right]=\ln (\lambda)+O(a)$, there exist $\lambda_{0}=\lambda_{0}(a, \rho)<+\infty$ and $\kappa=\kappa(a, \rho)>0$ such that for each $\lambda \geq \lambda_{0}$,

$$
\mathbb{P}\left[\mathcal{C}^{\lambda}\right] \geq \kappa(\ln (\lambda))^{-1 / 2}
$$

Choosing $\rho=\rho_{0} \vee \rho_{1}$, one can assume that $\lambda_{0}$ and $\kappa$ depend only on $a, b, n$ and $\alpha$.
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[^0]:    ${ }^{1}$ Note however that the concentration rate is much weaker than in the former setting [NS09.

[^1]:    ${ }^{2}$ Such functions always exist since for instance Morse functions are dense in $C^{\infty}(\mathcal{X})$.
    ${ }^{3}$ Recall that the index of a critical point of a given function is the number of negative eigenvalues of the Hessian of this function at the critical point.

[^2]:    ${ }^{4}$ The parameter $L$ used in NS16] corresponds to the quantity $L^{1 / 2}$ of the present work.

