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ABSTRACT

We present different polarimetric imaging modes im-
plemented on our active adaptive infrared polarimet-
ric imager for target detection. This modes have
been tested on different realistic decamouflage sce-
narios to compare them and find the main charac-
teristics of the scenes and the minimum complexity
of the system to perform the detection.

1 INTRODUCTION

Active polarimetric imaging consists in illuminating
the scene with light in a controlled polarization state,
and in analyzing the polarization state of backscat-
tered light. These systems can reveal contrasts not
visible in classical intensity images and find many
applications in such domains as machine vision, re-
mote sensing, biomedical imaging, and industrial
control [1, 2, 3]. For target detection applications,
it has been recently shown that optimal contrast be-
tween a target of interest and the background can
be obtained by acquiring a single image with the il-
lumination and analysis polarization states adapted
to the characteristics of the observed scene [4, 5, 6].
Such adaptive polarimetric imagers have been built
and validated [5, 6, 7]. The system presented in
Ref. [6] is based on infrared illumination at 1.5 um
and can acquire images at a few tens of meters.
It can implement any illumination and analysis po-
larization state on the Poincaré sphere thanks to a
polarization state generator (PSG) and an analyzer
(PSA) both based on two liquid crystal variable re-
tarders (LCVR). lts capabilities in the domain of de-
camouflage have been demonstrated [6].

This imager has the maximal number of polari-
metric degrees of freedom, since it can address
the whole Poincaré sphere both in illumination and
analysis. It can thus implement the optimal imag-

ing strategy, but also any other polarimetric imaging
mode that has less degrees of freedom. It is thus
a precious tool for evaluating the performance of
polarimetric imaging modes, and determining which
has the best performance/complexity trade off for a
given application. In this paper, we use this tool to
compare the performance of different polarimetric
imaging modes for detection of manufactured ob-
jects in natural environments. By extensive test-
ing on realistic outdoor scenarios, we determine the
main characteristics and degrees of freedom a po-
larimetric imaging system should have for this appli-
cation.

The paper is organized as follows. In Section 2,
we describe the principle of our adaptive polarimet-
ric imager and in Section 3, the polarimetric imag-
ing modes we perform are described. In Section 4,
we compare this imaging modes on realistic decam-
ouflage scenarios to find the minimum complexity
the system should have for the detection. We draw
some conclusions and perspectives in Section 5.

2 ACTIVE ADAPTIVE POLARIMETRIC IMAG-
ING SYSTEM

The principle of an adaptive polarimetric imager is
illustrated in Fig. 1.

Polarimetric image
with high contrast

Infrared laser
source

InGAs camera

Figure 1: Principle of an adaptive scalar polarimetric imaging.
PSG: Polarization State Generator. PSA: Polarization State Ana-
lyzer.

In this paper, we use the infrared imaging sys-
tem presented in [6]. The system illuminates the
scene with light coming from a laser source at 1.5
um. Polarization state in illumination is defined by



a Stokes vector [;,:S generated thanks to a Polar-
ization State Generator (PSG), where I}, is the in-
tensity of the laser and S a unit norm, totally polar-
ized Stokes vector. In the practical implementation
we use, the PSG is composed of two Liquid Crys-
tal Variable Retarders and one polarizer [7]. The
polarimetric properties of a region of the scene cor-
responding to a pixel in the image is characterized
by its Mueller matrix M. The Stokes vector of the
light scattered by this region is S = MS. ltis ana-
lyzed by a Polarization State Analyser (PSA), which
is a generalized polarizer whose eigenstate is the
Stokes vector T, where T is a unit norm, totally po-
larized Stokes vector. As for the PSG, in the exper-
imental setup we use, the PSA is composed of two
Liquid Crystal Variable Retarders and one polarizer.
An image is then formed on an intensity-sensitive
InGAs camera which produces quarter VGA images
(320x240). The measured signal at one pixel of co-
ordinates (4, ;) in the image has the expression of
the Eq. 1.

where the superscript 7 denotes matrix transposi-
tion and M (i, j) is the Mueller matrix of the region of
the scene corresponding to the pixel of coordinates
(i,J)-

The PSG and the PSA can generate and ana-
lyze any polarization state on the Poincaré sphere.
This polarization agility in illumination and analysis
makes it possible to implement and compare differ-
ent polarimetric imaging modes. The four modes
that we consider in the present paper have been
chosen to evaluate the influence of two key fac-
tors on the performance of polarimetric imaging:
the number of polarimetric degrees of freedom and
the normalization of the polarimetric image in the
presence of complex backgrounds. These imaging
modes are described in the following.

3 POLARIMETRIC IMAGING MODES

The performances of the four different modes are
tested on a real-world scene (Fig. 2.a) consisting of
a light grey painted metal plate partially overlaid with
mud. The plate appears over a mud background
and the scene, located 10m far from the imager, is
representative of a surface laid mine detection sce-
nario.

3.1 Fully adaptive scalar imaging

Fully adaptive scalar imaging [4, 6, 7] consists in ac-
quiring a single polarimetric image while setting the

PSA and PSG so that the contrast between a target
of interest and its surrounding background is max-
imal. If we assume that the target and the back-
ground are characterized by Mueller matrices M;
and M,, the goal is to determine the PSG state S,
and PSA state T, that optimize the contrast C be-
tween these two regions. The proper expression of
the contrast depends on the statistics of the pertur-
bations that affect the image [8, 9]. For the sake of
simplicity, we have chosen the expression in Eq. 2
of the contrast in this paper.
[T DS| (1) = (D)

¢ET) TT(M, + My)S (L) + (Ip) @
where D = M; — M, is the difference of the Mueller
matrices of the target and of the background regions
and < I; > and < I, > the average intensities on
the target and the background regions. The optimal
PSG and PSA states are thus in Eq. 3.

(Sopt; Topt) = arg rélfj‘TX [C(S,T)] 3)

(b)

Figure 2: (a) Classical infrared intensity image of the scene. The
contrast between the target and its background is C = 0.02 (C
is defined in Eq. 2). (b) Image showing the designated initial lo-
cation (green square), the corresponding ROI (white square), the
segmented target region (red) and the local background region
(blue).

Since in general both M; and M, are unknown,
this optimization is not straightforward. To address
this issue, a three-step adaptive strategy has been
proposed in [7, 6]. First, the complete polarimetric



properties of the scene are measured by acquiring
a Mueller image. Then a region of interest (ROI) is
designated by an operator and is segmented in two
regions using a fast active contour-based segmen-
tation algorithm [10, 11] allowing us to determine
the average Mueller matrices M, and M, inside the
target and background regions respectively colored
in red and blue in Fig. 2.b. Finally, the PSG and
PSA states S,,; and T,,; that optimize the contrast
between these two regions are determined, and an
optimized polarimetric intensity image of the scene
is acquired after implementing these states on the
imager (Eq. 1). We have to note that this imaging
mode requires full agility of PSG and PSA. The im-
age obtained with this mode will be called the fully
adaptive scalar image.

The Mueller matrices M, of the target (Fig. 2.b)
and of its surrounding background M, are estimated
after the segmentation step and reported in Tab. 1
as well as their difference D. They allow us to de-
termine the PSG and PSA states, S,,. (56°,16°)
and T,,; (37°,3°) (the polarization states are rep-
resented by their azimuth and ellipticity (a,e€)), that
optimize the contrast (see Eq. 2) between the target
region and its surrounding background region.

The contrast is increased from C = 0.02 in the
intensity image to C = 0.27 in Fig. 3. Fig. 3 shows
the resulting optimized polarimetric image where the
metal plate is now easily detected: the part of the
plate that is not covered with mud appears in dark.

We note that other part of the scene appears
in dark as the target but it is difficult to make
the difference between the polarimetric response
of the scene and its classical intensity reflection.
In this case, the intensity variations throughout the
scene hide the polarimetric contrast. A solution to
this problem is to normalize polarimetric images as
shown in the next section.

Figure 3: Fully adaptive scalar polarimetric image optimized for
the target (C = 0.27). The metallic plate appears in dark on the
image.

1.00 0.01 0.01  -0.00
—-0.05 0.30 0.03 0.02
-0.01 0.03 -0.34 -0.19
-0.00 —-0.01 0.08 —0.17

1.00 0.01 0.00 0.00
—-0.02 0.14 0.02 0.01
-0.00 0.01 -0.15 -0.08
—-0.00 —-0.00 0.03 —0.06

1.00 -0.06 —-0.06 0.16
0.90 —4.66 —0.51 —0.27
0.12 —-0.54 5.43 3.06
0.09 040 —-1.35 3.36

M; | 1.26 x 10%

M, | 1.30 x 10*

D | —0.42 x 10*

Table 1: Mueller matrices of the target of Fig. 3.b, of its surround-
ing background, and the difference D of the two previous matri-
ces.

3.2 Fully adaptive normalized scalar
imaging

In real-world scenes, the backgrounds are often
complex because they contain areas with very differ-
ent intensity reflectitivities even if their polarimetric
properties are similar. The optimization of the con-
trast in scalar polarimetric imaging consist in adding
a polarimetric contrast to the classical intensity con-
trast. In consequence, if the intensity reflectivity
contrast is larger between the different regions in the
background than between the target and the back-
ground region surrounding it, the intensity informa-
tion is not useful and it is preferable to remove it. A
simple way of doing so is to normalize the polarimet-
ric images.

The principle of the fully adaptive normalized
scalar imaging is exactly the same as the fully adap-
tive scalar imaging, with the only difference that
the data used to calculate the optimal polarimetric
states S,,; and T,,; are the normalized Mueller ma-
trices M defined for the Mueller matrices M as in
Eq. 4.

M = 2 g neo,3x (0,3 (@)

Moo

The normalized Mueller image is now independent
from multiplication with any spatially varying func-
tion. Indeed, if the Mueller image becomes M (i, j) x
A(i, j), where A(i,j) is a spatially varying scalar
function, the normalized Mueller image M (i, 5) is
not modified. On the other hand, the information
about intensity reflectivity that is present in the coef-
ficient Moo (4, 7) is lost.

The optimal PSG and PSA states are found by
optimizing the target/background contrast in the nor-
malized Mueller image (Eq. 5).

T
gy = TS [ =) g
TT(M; + My)S (It) + (Ip)

where D is equal to M; — M,,.



The fully adaptive normalized scalar images are
then obtained using Eq. 1 with arbitrary amplitude
factor. This imaging mode still requires the estima-
tion of the Mueller matrix of the scene by the imager.

Let us observe the scene in Fig. 2.a with this
imaging mode. Fig. 4 represents the normalized
scalar images obtained by optimizing the contrast
on the target. The optimal states are now S,,;
(56°,16°) and T, (37°,3°) with a polarimetric con-
trast of C = 0.25. The local contrast has not
changed, but since the fluctuations of intensity re-
flectivity have been removed, all the part of the tar-
get now clearly appear. In the presence of scenes
with strong spatial fluctuations of intensity reflectivity
and of illumination, thus appears very advantageous
to normalize polarimetric images.

Figure 4: Fully adaptive normalized scalar polarimetric image op-
timized for the target (C = 0.25).

3.3 Diagonal normalized scalar imag-
ing

It can be seen in Tab. 1 that the target and back-
ground matrices, M, and M,, are mostly diagonal.
Indeed, after measuring various Mueller matrices of
real outdoor scenes, we have noticed that their di-
agonal coefficients are much higher than the others.
It means that the observed objects are mostly depo-
larizing and that the polarimetric contrast is mainly
due to a difference of depolarizing properties of the
objects. As a consequence, the polarimetric imag-
ing system can be simplified with reducing the num-
ber of polarimetric degrees of freedom while keep-
ing good contrast enhancement performance.

Let us approximate the normalized Mueller ma-
trix to its diagonal form (Eq. 6).

1 0 0 0
— {0 My 0 0
M = 0 0 DMy 0 )

0 O 0 Mss

by setting the non-diagonal coefficients to zero. The
difference matrix D is also diagonal and contrast op-

timization is very easy. Indeed, let us denote Sy
the Stokes vector representing linear horizontal po-
larization, Sy the vertical one, S45 and S_,45 those
oriented at +45°, S;, and Sy the left circular and
the right circular states. When the Mueller matri-
ces of the target and the background are diagonal,
the only combinations of polarimetric states we have
founded by the optimization that can maximize the
contrast defined in Eq. 5 are the following:

L4 {Sopt = SH7 Topt = SH} or
{Sopt = SHa Topt = SV}

4 {Sopt = S457 Topt = S45} or
{Sopt = S457 Topt = S—45}-

L4 {Sopt = SL7TOpt = SL} or
{Sopt = SL7T0pt = SR}

In the following, the image optimized under the
hypothesis that Mueller matrices are diagonal will
be called diagonal normalized scalar image. The
advantage of this mode compared to fully adaptive
normalized polarimetric imaging is that the optimiza-
tion is simpler and it will be shown in the next section
that under the hypothesis that the Mueller matrix is
diagonal, the Mueller matrix of the scene can be ob-
tained with only six images.

In the case of the scene in Fig. 2.a, the optimal
states that optimize the contrast on the target are,
Sopt = Sus and T,y = Sys. It is seen that the po-
larimetric contrast C = 0.19 in the optimized diago-
nal normalized scalar image (Fig. 5) is quite close
to those obtained with the fully adaptive normalized
scalar imaging mode (see Fig. 4). It can be con-
cluded that the impact of the reduction of the hum-
ber of polarimetric degrees of freedom on contrast
optimization performance is small. It will be seen
in Section 4 that it is a general behavior of natural
backgrounds.

Figure 5: Diagonal normalized scalar polarimetric image opti-
mized for the target (C = 0.31).



3.4 Orthogonal States Contrast - OSC

We have seen that normalization is very important
and that in natural backgrounds, Mueller matrices
are mostly diagonal. Consequently, it is interesting
to consider simpler imaging methods that involve ac-
quisition of less than 16 images and are normalized.
For that purpose, let us first consider acquiring the
two intensity images (Egs. 7 and 8).

L(i,j) = STM(i,j)S 7)
I(i,j) = STM(i,j)S t)

where M (i, 7) is the Mueller matrix at the pixel with
the coordinates (i, 5), S is a unit norm, totally polar-
ized Stokes vector and S, represents the opposite
state in the Poincaré sphere of S. From these two
images a normalized image called orthogonal state
contrast (OSC) [12, 13] is calculated (Eq. 9).

_ 1h(inj) — Iy(iv)
11(i,) + T2, )

We note that as in section 2.3.2, this image is inde-
pendent from the multiplication of the Mueller image
by any spatially-varying function. Moreover, since
the intensity information is present in the images
I(4,j) and I»(i,j), knowledge of both p(i,j) and
I1(i,7) + I2(i, 7) gives access to both intensity and
polarization information.

In practice, we will compute three OSC images
from the acquisition of three image pairs: pgy ob-
tained with S = Sg, p45 Obtained with S = Sy5, and
prr obtained with S = S;. We have shown that
if the Mueller matrix is strictly diagonal, these three
OSC images are estimates of the normalized diag-
onal coefficients My, May and Mss of the Mueller
matrix at each pixel (i, j).

Furthermore, it can be interesting, rather than
displaying only one gray scale OSC image, to repre-
sent simultaneously the three OSC images as a sin-
gle RGB-encoded color image, where the red chan-
nelis prv (i, ), the green channel, py5(i, 5), and the
blue channel, prr(i,7). We will call this color im-
age the 3-OSC image. It should be noted that since
this image is obtained using 6 predefined combina-
tions of illumination and analysis polarization states,
it does not require prior acquisition of the Mueller
matrix, image segmentation nor optimization of the
illumination and analysis polarization states.

Fig. 6 displays the 3-OSC image of the scene
in Fig. 2.a. The contrast on the target is C =
[0.35,0.35,0.28] for the three channels. The con-
trast is close to that obtained with the fully adap-
tive normalized scalar imaging mode of Fig. 4 and
all the parts of the target are easy to see thanks to
the normalization. In consequence, similar results to

p(i, 5) (9)

that obtained in the fully adaptive normalized scalar
imaging can be obtained with less well selected im-
ages.

Figure 6: 3-OSC image of the same scene (C = [0.35,0.35, 0.28].

4 APPLICATION ON OTHER SCENARIOS

In order to validate the results presented in sec-
tion 3, we show two representative scenarios of
man-made objects detection.

(b)

Figure 7: (a) Classical infrared intensity image of the scene
(C = 0.26). (b) Fully adaptive normalized scalar polarimetric im-
age optimized for the target (C = 0.35).

4.1 Object in vegetation

The scene in Fig. 7.a represents a light grey metal
plate located 10m away from the imager and hid-



den in a mixed grass and dirt background. The tar-
get is easy to see on the grass but difficult to dis-
criminate with dirt. Even if the contrast is improved
between the target and its surrounding background
in the fully adaptive normalized scalar polarimetric
image (Fig. 7.b), it is still difficult to know where is
the metal plate among the dirt parts because of the
classical intensity information.

By normalizing with the intensity, the fully adap-
tive normalized scalar polarimetric image, the diag-
onal normalized scalar polarimetric image and the
3-0OSC image reveal the target. The detection is
then easy with the two last modes but the 3-OSC
image do not need any optimization phase for an
equivalent result.

(b)

(c)

Figure 8: (a) Fully adaptive normalized scalar polarimetric im-
age optimized for the target (C = 0.21). (b) Diagonal normalized
scalar polarimetric image optimized for the target (C = 0.13). (¢)
3-OSC image of the same scene (C = [0.30, 0.31,0.34].

4.2 Object on asphalt

The scene in Fig. 9.a represents a plastic object lo-
cated 10m away from the imager and lying on an
asphalt background. The illumination incidence is
about 30°. Some parts of the asphalt surface are
wet, and appear darker because water absorbs the
1.5um emitted laser light that we are using. The
presence of the wet regions makes it difficult to de-
tect the object, which also appears dark. This scene
may be representative of detection of hazardous ob-
jects on airport runways.

(b)

Figure 9: (a) Classical infrared intensity image of the scene
(C = 0.14). (b) Fully adaptive scalar polarimetric image opti-
mized for the target (C = 0.20).

Fig. 9.b represents the fully adaptive scalar im-
age. It is observed that the contrast of the object
is increased from C = 0.14 in the intensity image
to C = 0.20 in the fully adaptive scalar image, but
it remains nearly as dark as the wet parts of the
background so that it is barely visible. On the other
hand, in the fully adaptive normalized scalar image
(Fig. 10.a) with a contrast of C = 0.43, in the diago-
nal normalized scalar polarimetric image optimized
for the target (Fig. 10.b) with a contrast of C = 0.31
and in the 3-OSC image (Fig. 10.c) with a contrast
of C = [0.36,0.35,0.50], normalization removes the
intensity reflectivity contrast between the different
regions of the background and the object appears
clearly thanks to its polarimetric contrast. This re-
sult illustrates again the usefulness of normalization



in the presence of backgrounds with high intensity
reflectivity variations.

(b)

(c)

Figure 10: (a) Fully adaptive normalized scalar polarimetric im-
age optimized for the target (C = 0.43). (b) Diagonal normalized
scalar polarimetric image optimized for the target (C = 0.31). (c)
3-OSC image of the same scene (C = [0.36, 0.35, 0.50]).

5 CONCLUSION

We have addressed detection of manufactured ob-
jects in different types of backgrounds using active
polarimetric imaging. We had at our disposal a fully
adaptive imager that allowed us to compare different
imaging modes having different number of polari-
metric degrees of freedom, and thus different com-
plexities. This study allowed us to underline the
characteristics that a polarimetric imager designed
for this type of applications should possess.

The first important result is that in most encoun-
tered scenarios, the Mueller matrices of the target

and of the background are mostly diagonal. In other
words, the main source of contrast is the difference
of depolarization. Consequently, the value of the
contrast varies little with azimuth and ellipticities of
PSG and PSA. Sufficient detection performance can
thus be obtained with simpler polarimetric imaging
systems having less degrees of freedom and thus
being easier to build and to calibrate

Another important result is that in many scenar-
ios, the spatial variations of the intensity reflectiv-
ity in the scene are large. This may be due to
spatial non uniformity of the illumination beam, or
to the presence of complex backgrounds including
regions that have very different intensity reflectivi-
ties. In this case, the intensity contrast between dif-
ferent regions of the background is dominant, and
should thus be suppressed to better reveal polari-
metric contrast. This can be done by normalizing
the polarimetric images.

In conclusion, polarimetric target detection in
natural environments can be efficiently performed
by OSC imaging. Since the polarimetric properties
of backgrounds vary much less spatially than their
intensity reflectivity, the background of the OSC im-
age is much smoother than that of the intensity im-
age, which facilitates visualisation and identification
of the objects. Moreover, it is to be noted that to
calculate a normalized image, two intensity images
have to be acquired, so that this mode gives access
to both intensity and polarization information.

An attractive perspective to this work would be
to study more in depth the physical information
about the scene brought by each of the three chan-
nels of the OSC image. In particular, the circu-
lar component is more difficult to acquire with cur-
rent technologies, based for example on Wollaston
prisms [12] or micro-grid arrays [14], and it is im-
portant to determine in which case it is really neces-
sary. It would also be interesting to study an efficient
way of representing intensity and OSC information
on the same image.
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