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Abstract:
We obtain a Central Limit Theorem for the normalized number of real

roots of a square Kostlan-Shub-Smale random polynomial system of any
size as the degree goes to infinity. A study of the asymptotic variance of
the number of roots is needed, this result was obtained in [2]. Afterwards we
represent the number of roots as an explicit non linear functional belonging
to the Itô-Wiener chaos. This representation provides a tool for applying
the Fourth Moment Theorem and henceforth the asymptotic normality.

MSC 2010 subject classifications: Primary 60F05, 30C15, ; secondary
60G60, 65H10.
Keywords and phrases: Kostlan-Shub-Smale ramdom polynomials, Cen-
tral limit theorem, Kac-Rice formula, Hermite expansion.

1. Introduction

The real roots of random polynomials, or systems of such equations, have been
intensively studied from the point of view of several branches of mathematics
and physics.

The investigation on this subject were initiated by Bloch and Pólya [8], and
Littlewood and Offord [18, 19], where polynomials in one real variable with
random coefficients have been studied. The first asymptotically sharp result on
the expected number of real roots is due to M. Kac [13]. (For more details on the
case of random polynomials see the textbook by Barucha-Reid and Sambandham
[7]).

In Maslova [21], for the first time, the asymptotic variance on the number
of real roots of random polynomials is analyzed. Nevertheless, most of it is
concerned with partial characteristics, as the moments of first and second order,
of the distribution of the number of roots.

In fact, up to 2010, the only result on the (asymptotic) distribution is the
Central Limit Theorem for the standardized number of zeros of Kac Polynomi-
als, see Maslova [20].
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The present decade witnesses a rapidly increasing series of results on the
asymptotic distribution of the number of real roots of random polynomials. In
2011-2012 Granville and Wigman [12] and Azäıs and León [4] established the
CLT in the case of Gaussian Qualls’ trigonometric polynomials; in 2016 Azäıs,
Dalmao and León [3] extended this result to classical trigonometric polynomials;
in 2015 Dalmao [9] did the same for elliptic or Kostlan-Shub-Smale polynomials;
in 2017 Do and Vu [10] proved a Central Limit Theorem for the number of real
roots of Weyl polynomials.

Another important extension deals with systems of polynomials equations. In
Shub and Smale [25], as suggested by Kostlan [14], the expected number of real
roots of certain random systems of polynomials equations has been studied for
the first time. Additional cases are considered in [5]. Similarly, Wschebor [27]
investigated the asymptotic variance, as the dimension goes to infinity, of the
normalized number of real roots of the Kostlan-Shub-Smale random polynomial
system. Letendre [16] computed the expectation and the variance of the measure
of the nodal sets of rectangular systems.

Concerning the complex version of Kostlan-Shub-Smale polynomials it is
worth to mention that Sodin and Tsirelson [26] established a central limit the-
orem for linear statistics of the complex zeros (ie: a sum of a test function over
the set of zeros) using closely related techniques.

In the present paper we establish a Central Limit Theorem (CLT for short)
for the number of real roots of a square system of polynomial equations as their
common degree tends to infinity. Up to our knowledge this is the first result
about the asymptotic distribution of the number of real roots of systems of
random polynomials.

2. Main result

Consider a square system Pd = 0 of m polynomial equations in m variables
with common degree d > 1. More precisely, let Pd = (P1, . . . , Pm) with

P`(t) =
∑
|j|≤d

a
(`)
j tj ; ` = 1, . . . ,m,

where

1. j = (j1, . . . , jm) ∈ Nm and |j| =
∑m
k=1 jk;

2. a
(`)
j = a

(`)
j1...jm

∈ R, ` = 1, . . . ,m, |j| ≤ d;

3. t = (t1, . . . , tm) and tj =
∏m
k=1 t

jk
k .

We say that Pd has the Kostlan-Shub-Smale (KSS for short) distribution

if the coefficients a
(`)
j are independent centered normally distributed random

variables with variances

Var
(
a

(`)
j

)
=

(
d

j

)
=

d!

j1! . . . jm!(d− |j|)!
.
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We are interested in the number of roots of Pd in Rm that we denote by NPd .
Shub and Smale [25] proved that E (NPd) = dm/2. The authors in [2], see also
Letendre [17], proved that

lim
d→∞

Var(NPd)

dm/2
= V∞, (2.1)

where 0 < V∞ <∞. We now establish a CLT.

Theorem 1. Let Pd be an m×m KSS system, its standardized number of roots

N̄d =
NPd − E (NPd)

dm/4

converges in distribution as d → ∞ towards a normal random variable with
positive variance.

In order to obtain the CLT we use an Hermite (or chaotic) expansion of
the standardized number of roots of the system and then we use an extension
of the celebrated Fourth moment theorem by Peccati, Nualart and Tudor, see
Theorem 11.8.3 in [24].

3. Outline of the proof

For the sake of readability, we present now a brief outline of the forthcoming
proof.

As a first step, it is convenient to homogenize the system. The roots of the
original system Pd are easily identified with the roots of the homogeneous ver-
sion Yd on the sphere Sm. Besides, the covariance structure of Yd is simple and
invariant under the action of the orthogonal group in Rm+1. See the details in
the next section.

In order to get the CLT we expand the standardized number of roots of Yd

on Sm in the L2 sense in a convenient basis, this is called an Hermite or chaotic
expansion in the literature. Taking advantage of the structure of chaotic random
variables the CLT is easily obtained for each term in the expansion as well as
for any finite sum of them.

The difficult part is to prove the negligeability (of the variance) of the tail
of the expansion due to the degeneracy of the covariance of Yd at the diagonal
{(s, t) ∈ Sm × Sm : s = t}. To deal with this degeneracy we adapt a trick used
under stationarity on the Euclidean case which consists of covering a neighbour-
hood of the diagonal with isometric small regions. The variance of the number
of roots on each such small region is handled with Rice formula or some other
rough method. Then a balance between the number of such regions and the
bound is needed.

On the sphere the regions can not be chosen to be isometric, though a careful
construction allows to cover an essential part of the sphere by regions such that
their projections on the tangent space at a convenient point are isometric in
the limit. The diagonal is covered by products of these regions. Provided the
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existence of a common local limit process on the tangent spaces we can bound
uniformly the tail of the variance of the number of roots on each region by
approximating it with the corresponding tail of the number of roots of the local
limit process.

Outline of the paper: The rest of the paper is organized as follows. Section
4 deals with some preliminaries. In Section 5 the proof of the main result is
presented. Some technical or minor parts of the proof are postponed to Section
6.

Some remarks on the notation: We denote by Sm the unit sphere in Rm+1

and its volume by κm. The variables s and t denote points on Sm and ds and dt
denote the corresponding geometric measure. The variables u and v are in Rm,
and du and dv are the associated Lebesgue measure. The variables z and θ are
reals, and dz and dθ are the associated differentials.

As usual we use the Landau’s big O and small o notation. The set N of natural
numbers contains 0.

4. Preliminaries

Homogeneous version of Pd: Let Yd = (Y1, . . . , Ym) with

Y`(t) =
∑
|j|=d

a
(`)
j tj , ` = 1, . . . ,m,

where this time j = (j0, . . . , jm) ∈ Nm+1; |j| =
∑m
k=0 jk; a

(`)
j = a

(`)
j0...jm

∈
R; t = (t0, . . . , tm) ∈ Rm+1 and tj =

∏m
k=0 t

jk
k . Note that Pd(t1, . . . , tm) =

Yd(1, t1, . . . , tm).
Since Yd is homogeneous, namely for λ ∈ R it verifies Yd(λt) = λdYd(t),

its roots consist of lines through 0 in Rm+1. Then, each root of Pd in Rm
corresponds exactly to two (opposite) roots of Yd on the unit sphere Sm of
Rm+1. Furthermore, one can prove that the subset of homogeneous polynomials
Yd with roots lying in the hyperplane t0 = 0 has Lebesgue measure zero. Then,
denoting by NYd

the number of roots of Yd on Sm, we have

NPd =
NYd

2
almost surely.

Hyperspherical coordinates: For θ = (θ1, . . . , θm−1, θm) ∈ [0, π)m−1×[0, 2π)

we write x(m)(θ) = (x
(m)
1 (θ), . . . , x

(m)
m+1(θ)) ∈ Sm in the following way

x
(m)
k (θ) =

k−1∏
j=1

sin(θj) · cos(θk), k ≤ m and x
(m)
m+1(θ) =

m∏
j=1

sin(θj); (4.1)

with the convention that
∏0

1 = 1.
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We use repeatedly in the sequel that for h : [−1, 1]→ R it holds that∫
Sm×Sm

h(〈s, t〉)dsdt = κmκm−1

∫ π

0

sinm−1(θ)h(cos(θ))dθ, (4.2)

being 〈·, ·〉 the usual inner product in Rm+1 and κm the m-volume of the sphere
Sm, see [2].

Covariances: From now on we work with the homogenized version Yd. Direct
computation yields

rd(s, t) := E (Y`(s)Y`(t)) = 〈s, t〉d ; s, t ∈ Rm+1.

As a consequence, the distribution of the system Yd is invariant under the action
of the orthogonal group in Rm+1.

For ` = 1, . . . ,m, we denote by Y ′` (t) the derivative (along the sphere) of
Y`(t) at the point t ∈ Sm and by Y ′`k its k-th component on a given basis of the
tangent space of Sm at the point t. We define the standardized derivative as

Y
′
`(t) :=

Y ′` (t)√
d
, and Y

′
d(t) := (Y

′
1(t), . . . , Y

′
m(t)),

where Y
′
j(t) is a row vector. For t ∈ Sm, set also

Zd(t) = (Z1(t), . . . , Zm+m2(t)) = (Yd(t),Y
′
d(t)). (4.3)

The covariances

ρk`(s, t) = E (Zk(s)Z`(t)), k, ` = 1, . . . ,m+m2, (4.4)

are obtained via routine computations, see Section 6.3. These computations are
simplified using the invariance under isometries, For instance, if k = ` ≤ m

ρk`(s, t) = 〈s, t〉d = cosd(θ), θ ∈ [0, π),

where θ is the angle between s and t.
When the indexes k or ` are larger than m the covariances involve derivatives

of rd. In fact, in [2] is shown that Zd is a vector of m + m2 standard normal
random variables whose covariances depend upon the quantities

A(θ) = −
√
d cosd−1(θ) sin(θ), (4.5)

B(θ) = cosd(θ)− (d− 1) cosd−2(θ) sin2(θ),

C(θ) = cosd(θ),

D(θ) = cosd−1(θ).

See also Section 6.3. Furthermore, when dealing with the conditional distribution

of (Y
′
d(s),Y

′
d(t)) given that Yd(s) = Yd(t) = 0 the following expressions appear

for the common variance and the correlation

σ2(θ) = 1− A(θ)2

1− C(θ)2
; ρ(θ) =

B(θ)(1− C(θ)2)−A(θ)2C(θ)
1− C(θ)2 −A(θ)2

.
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After scaling θ = z/
√
d, we have the following bounds.

Lemma 4.1 ([2]). There exist 0 < α < 1
2 such that for z√

d
< π

2 it holds that

|A| ≤ z exp(−αz2),

|B| ≤ (1 + z2) exp(−αz2),

|C| ≤ |D| ≤ exp(−αz2),

0 ≤ 1− σ2 ≤ Const · exp(−2αz2),

|ρ| ≤ Const · (1 + z2)2 exp(−2αz2).

All the functions on the lhs are evaluated at θ = z/
√
d and Const stands for

some unimportant constant, its value can change for a line to other.

Rice formula and variance: In [2] the variance Var(NYd
) is written as an

integral over the interval [0,
√
dπ/2] and a domination is found in order to pass

the limit wrt d under the integral sign. More precisely, Rice formula, see [6],
states that

Var(NYd
)− E (NYd

) = E (NYd
(NYd

− 1))− (E (NYd
))2

= dm
∫
Sm×Sm

[
E (|det Y

′
d(s) det Y

′
d(t)| | Yd(s) = Yd(t) = 0)ps,t(0, 0)

−E (|det Y
′
d(s)| | Yd(s) = 0)E (|det Y

′
d(t)| | Yd(t) = 0)ps(0)pt(0)

]
dsdt,

being ps,t the joint density of Yd(s) and Yd(t), and ps and pt the densities of
Yd(s) and Yd(t) respectively. The factor dm comes from the normalization of
Y′d and the properties of the determinant.

By the invariance under isometries of the distribution of Zd the integrand de-
pends on (s, t) only through 〈s, t〉 and thus we can reduce the integral as in (4.2).

The conditional expectation E (|det Y
′
d(s) det Y

′
d(t)| | Yd(s) = Yd(t) = 0) can

be reduced to an ordinary expectation using the so called Gaussian regression,

see Section 6.3 and [6]. This computations show that E (|det Y
′
d(s) det Y

′
d(t)| |

Yd(s) = Yd(t) = 0) and ps,t(0, 0) depend on (s, t) only through σ2, ρ,D and C
respectively. Hence, we can write

E (|det Y
′
d(s) det Y

′
d(t)| | Yd(s) = Yd(t) = 0)ps,t(0, 0) = Hd(σ2, C, ρ,D).

In particular, it holds that

E (|det Y
′
d(s)| | Yd(s) = 0)E (|det Y

′
d(t)| | Yd(t) = 0)ps(0)pt(0)

= Hd(1, 0, 0, 0).

Thus, we can write

Var(NYd
)− E (NYd

)

dm/2

= Const · d
m−1

2

∫ √dπ/2
0

sinm−1

(
z√
d

)
[Hd(σ2, C, ρ,D)−Hd(1, 0, 0, 0)]dz.
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In [2] is shown that

|Hd(σ2, C, ρ,D)−Hd(1, 0, 0, 0)| ≤ Const · (1− σ2 + |C|+ |ρ|+ |D|). (4.6)

Using the bounds in Lemma 4.1 we obtain a domination for the integrand of
Var(NYd

) in order to pass to the limit in d under the integral sign.
In the same way we have the following lemma

Lemma 4.2. If G is a Borel set of Sm with m-dimensional volume Vol(G) and
if NYd

(G) is the number of zeros belonging to G, we have

Var(NYd
(G))− E (NYd

(G))

dm/2

≤ (Const)V ol(G)

∫ √dπ/2
0

sinm−1

(
z√
d

)
[Hd(σ2, C, ρ,D)−Hd(1, 0, 0, 0)]dz

≤ (Const)Vol(G).

Wiener Chaos: We introduce now the Wiener chaos in a form that is suited to
our purposes. For the details of this construction see [24]. Let B = {B(λ) : λ ≥
0} be a standard Brownian motion defined on some probability space (Ω,F ,P)
being F the σ-algebra generated by B. The Wiener chaos is an orthogonal
decomposition of L2(B) = L2(Ω,F ,P):

L2(B) =

∞⊕
q=0

Cq,

where C0 = R and for q ≥ 1, Cq = {IBq (fq) : fq ∈ L2
s([0,∞)q)} being IBq

the q-folded multiple integral wrt B and L2
s([0,∞)q) the space of kernels fq :

[0,∞)q → R which are square integrable and symmetric, that is, if π is a per-
mutation then fq(λ1, . . . , λq) = fq(λπ(1), . . . , λπ(q)). Equivalently, each square
integrable functional F of the Brownian motion B can be written as a sum of
orthogonal random variables

F = E (F ) +

∞∑
q=1

IBq (fq),

for some uniquely determined kernels fq ∈ L2
s([0,∞)q).

We need to introduce the so-called contractions of the kernels. Let fq, gq ∈
L2
s([0,∞)q), then for n = 0, . . . , q we define

fq ⊗n gq(λ1, . . . , λ2q−2n)

=

∫
[0,∞)n

fq(z1, . . . , zn, λ1, . . . , λq−n)

· gq(z1, . . . , zn, λq−n+1, . . . , λ2q−2n)dz1 . . . dzn. (4.7)

Now, we can state the generalization of the Fourth Moment Theorem.
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Theorem 2 ([24] Theorem 11.8.3). Let Fd be in L2
s(B) admit chaotic expansions

Fd = E (Fd) +

∞∑
q=1

Iq(fd,q)

for some kernels fd,q. Then, if E (Fd) = 0 and

1. for each fixed q ≥ 1, Var(Iq(fd,q))→d→∞ Vq;
2. V :=

∑∞
q=1 Vq <∞;

3. for each q ≥ 2 and n = 1, . . . , q − 1,

‖fd,q ⊗n fd,q‖L2
s([0,∞)2q−2n) →

d→∞
0;

4. limQ→∞ lim supd→∞
∑∞
q=Q+1 Var(Iq(fd,q)) = 0.

Then, Fd converges in distribution towards the N(0, V ) distribution.

Condition 1,2 and 4 are variance conditions. Condition 3 is a moment condi-
tion or equivalently a condition on the decay of tail of the the density function.
It is ultimately written in terms of the covariances of the process Yd as in The-
orem 7.2.4 of [22], see Lemma 5.1.

Hermite expansion of NYd
: The Hermite expansion of NYd

was obtained in
[2], see also [17]. In Lemma 6.1 we show that it can be put in the framework of
Wiener Chaos.

We introduce the Hermite polynomials Hn(x) by H0(x) = 1, H1(x) = x
and Hn+1(x) = xHn(x)−nHn−1(x). The multi-dimensional (tensorial) versions

are, for multi-indexes α = (α`) ∈ Nm and β = (β`,k) ∈ Nm2

, and vectors

y = (y`) ∈ Rm and y′ = (y′`,k) ∈ Rm2

Hα(y) =

m∏
`=1

Hα`(y`), Hβ(y′) =

m∏
`,k=1

Hβ`,k(y′`,k).

It is well known that the standardized Hermite polynomials { 1√
n!
Hn}, { 1√

α!
Hα}

and { 1√
β!

Hβ} form orthonormal bases of the spaces L2(R, φ1), L2(Rm, φm) and

L2(Rm2

, φm2) respectively. Here, φj stands for the standard Gaussian measure
on Rj (j = 1,m,m2) and α! =

∏m
`=1 α`!, β! =

∏m
`,k=1 β`,k!. Sometimes we

write β = (β1, . . . ,βm) with β` = (β`1, . . . , β`m) ∈ Nm and β! =
∏m
`=1 β`!. See

[22, 24] for a general picture of Hermite polynomials.

Let fβ (β ∈ Rm2

) be the coefficients in the Hermite’s basis of the function

f : Rm2 → R such that
f(y′) = |det(y′)|. (4.8)

That is f(y′) =
∑
β∈Rm2 fβHβ(y′) with

fβ =
1

β!

∫
Rm2
|det(y′)|Hβ(y′)φm2(y′)dy′.
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Parseval’s Theorem entails ||f ||22 =
∑∞
q=0

∑
|β|=q f

2
ββ! <∞. Moreover, since

the function f is even w.r.t. each column, the above coefficients are zero when-
ever |β`| is odd for at least one ` = 1, . . . ,m.

Now, consider the coefficients in the Hermite’s basis in L2(R, φ1) for the
Dirac delta δ0(x). They are b2j = 1√

2π
(− 1

2 )j 1
j! , and zero for odd indices, see [15].

Introducing now the distribution
∏m
j=1 δ0(yj) and denoting by bα its coefficients

it holds

bα =
1

[α2 ]!

m∏
j=1

1√
2π

[
− 1

2

][
αj
2 ]

or bα = 0 if at least one index αj is odd.

Proposition 4.1 ([2]). Let the above notations prevail. We have, in the L2

sense, that

N̄d :=
NYd

− 2dm/2

2dm/4
=

∞∑
q=1

Iq,d,

where

Iq,d =
dm/4

2

∫
Sm

∑
|γ|=q

cγH̃γ(Zd(t))dt,

with γ = (α,β) ∈ Nm × Nm2

, |γ| = |α| + |β|, cγ = bαfβ and H̃γ(Zd(t)) =

Hα(Yd(t))Hβ(Y
′
d(t)).

In Lemma 6.1 Iq,d is written as a stochastic integral with respect to the
Brownian motion.

Remark 4.1. A similar expansion holds for the number of roots NYd
(G) of Yd

on a Borel subset G of Sm. In fact, in order to obtain the expansion of NYd
(G)

each factor in the integrand in Kac formula [6]

NYd
(G) = lim

δ→0

∫
G
|det Y′d(t)| ·

1

(2δ)m
1[−δ,δ]m(Yd(t))dt,

is expanded in the Hermite basis. Then, one needs to take the sums out of the
integral sign. We have

N̄d(G) :=
NYd

(G)− E (NYd
(G))

dm/4
=

∞∑
q=1

Iq,d(G),

with

Iq,d(G) =
dm/4

2

∫
G

∑
|γ|=q

cγH̃γ(Zd(t))dt.
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5. Proof of Theorem 1

Now, let us verify the conditions in Theorem 2. Define

Gq(z) =
∑
|γ|=q

cγH̃γ(z) (5.1)

so that Iq,d = dm/4

2

∫
Sm

Gq(Zd(t))dt. Mehler’s formula, see Lemma 10.7 in [6],

shows that E
[
H̃γ(Zd(s))H̃γ′(Zd(t))

]
can be written as a linear combination of

powers of the covariances of the process Zd which depend on s, t only through
〈s, t〉. Hence, we define

Hq,d (〈s, t〉) = E (Gq(Zd(s))Gq(Zd(t))). (5.2)

Lemma 6.2 in the Section 6.3 show that Hq,d is an even function.

5.1. Partial sums

In this section we prove points 1,2 and 3 in Theorem 2.
Point 1. We compute the variance of the term corresponding to a fixed q. We
have

Var(Iq,d) =
dm/2

4
Var

(∫
Sm

Gq(Zd(t))dt

)
=
dm/2

4

∫
Sm×Sm

Hq,d (〈s, t〉) dsdt.

As above, the invariance under isometries of the distribution of Zd and (4.2) we
get

Var(Iq,d) = κmκm−1
dm/2

4

∫ π

0

sinm−1(θ)Hq,d (cos(θ)) dθ

=
κmκm−1

2

∫ √dπ/2
0

d(m−1)/2 sinm−1

(
z√
d

)
Hq,d

(
cos

(
z√
d

))
dz.

In the last equality we used the change of variables θ 7→ π − θ on the interval
[π/2, π], the scaling θ = z/

√
d and the fact that Hq,d is even, see Lemma 6.2.

The convergence follows by dominated convergence using for the covariances
ρk,` = E (Zk(s)Z`(t)), see (4.4), the bounds in Lemma 4.1 and the domination
for Hd =

∑∞
q=0Hq,d given in (4.6).

Point 2. Recall from (2.1) that

V∞ = lim
d→∞

Var(NYd
)

dm/2
= lim
d→∞

∞∑
q=0

Var(Iq,d).

The second equality follows from Parseval’s identity. Thus, by Fatou’s Lemma

V =

∞∑
q=0

Vq =

∞∑
q=0

lim
d→∞

Var(Iq,d) ≤ V∞ <∞.
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Actually in Corollary 5.1 below the equality is established.

Point 3. Next Lemma, which proof is postponed to Section 6.2, gives a sufficient
condition on the covariances of the process Zd in order to verify the convergence
of the norm of the contractions. Recall that the law of the process is invariant
under isometries, rd(s, t) = rd(〈s, t〉), thus, rd can be seen as a function of one
real variable.

Let gq,d ∈ L2
s([0,∞)q) be such that Iq,d = IBq (gq,d), see Lemma 6.1.

Lemma 5.1. For k = 0, 1, 2, let r
(k)
d indicate the k-th derivative of rd : [−1, 1]→

R. If

dm/3
∫ π/2

0

sinm−1(θ)|r(k)
d (cos(θ))|dθ →

d→+∞
0, (5.3)

then, for n = 1, . . . , q − 1:

‖gq,d ⊗n gq,d‖2 →d→∞ 0.

Therefore, it suffices to verify (5.3). For k = 0, 1, 2 we have

dm/3
∫ π/2

0

sinm−1(θ)|r(k)
d (cos(θ))|dθ

= dm/3
∫ √dπ/2

0

sinm−1

(
z√
d

) ∣∣∣∣r(k)
d

(
cos

(
z√
d

))∣∣∣∣ dz√d
=

1

dm/6

∫ √dπ/2
0

d
m−1

2 sinm−1

(
z√
d

) ∣∣∣∣r(k)
d

(
cos

(
z√
d

))∣∣∣∣ dz.
Now d

m−1
2 sinm−1

(
z/
√
d
)
≤ zm−1 and taking the worst case in Lemma 4.1 we

have |r(k)
d (z/

√
d)| ≤ (1 + z2) exp(−αz2). Hence, the last integral is convergent

and (5.3) follows.

5.2. The tail

In this section we deal with Point 4 in Theorem 2. Let πq be the projection on
the q-th chaos Cq and πQ =

∑
q≥Q πq be the projection on ⊕q≥QCq. We need to

bound the following quantity uniformly in d

dm/2

4
Var(πQ(NYd

)) =
1

4

∑
q≥Q

dm/2
∫
Sm×Sm

Hq,d(〈s, t〉)dsdt, (5.4)

where Hq,d is defined in (5.2).
In order to bound this quantity we split the integral into two parts depending

on the distance between s and t. The (geodesical) distance between s, t ∈ Sm is
defined as

dist(s, t) = arccos(〈s, t〉). (5.5)
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We divide the integral into the integrals over the regions {(s, t) : dist(s, t) <
a/
√
d} and its complement, a will be chosen later. We do this in the following

two subsections.

5.2.1. Off-diagonal term

In this subsection we consider the integral in the rhs of (5.4) restricted to the
off-diagonal region {(s, t) : dist(s, t) ≥ a/

√
d}. That is,

dm/2

4

∑
q≥Q

∫
{(s,t):dist(s,t)≥a/

√
d}
Hq,d(〈s, t〉)dsdt.

This is the easier case since the covariances of Zd are bounded away from 1.
Before continuing our proof we need the following lemma from Arcones ([1],

page 2245). Let X be a standard Gaussian vector on RN and h : RN → R a mea-
surable function such that E[h2(X)] <∞ and let us consider its L2 convergent
Hermite’s expansion

h(x) =

∞∑
q=0

∑
|k|=q

hkHk(x).

The Hermite rank of h is defined as

rank(h) = inf{τ : ∃ k , |k| = τ ;E [(h(X)− Eh(X))Hk(X)] 6= 0}.

Then, we have

Lemma 5.2 ([1]). Let W = (W1, . . . ,WN ) and Q = (Q1, . . . , QN ) be two mean-
zero Gaussian random vectors on RN . Assume that

E[WjWk] = E[QjQk] = δj,k,

for each 1 ≤ j, k ≤ N . We define

r(j,k) = E[WjQk].

Let h be a function on RN with finite second moment and Hermite rank τ,
1 ≤ τ <∞, define

ψ := max

 max
1≤j≤N

N∑
k=1

|r(j,k)|, max
1≤k≤N

N∑
j=1

|r(j,k)|

 .

Then
|Cov(h(W ), h(Q))| ≤ ψτE[h2(W )].
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We apply this lemma for N = m + m2, W = Z(s), Q = Z(t) and to the
function h(x) = Gq(x), defined in (5.1). Recalling that ρk,`(s, t) = ρk,`(〈s, t〉) =
E [Zk(s)Z`(t)], the Arcone’s coefficient is now

ψ(s, t) = max

 ∑
1≤k≤m+m2

|ρk,`(s, t)|,
∑

1≤`≤m+m2

|ρk,`(s, t)|

 .

Thus
|Hq,d(〈s, t〉)| ≤ ψ(〈s, t〉)q||Gq||2,

being ‖Gq‖2 = E (G2
q(ζ)) for standard normal ζ.

Lemma 5.3. For f and Gq defined in (4.8) and (5.1) respectively, it holds

||Gq||2 ≤ ||f ||22.

The proof is postponed to Section 6.3.
We move to the bound of Arcones’ coefficient ψ(〈s, t〉). By the invariance of

the distribution of Yd (and Zd) under isometries we can fix s = e0 and express
t in hyperspheric coordinates (4.1), as above we have 〈e0, t〉 = cos(θ). Direct
computation of the covariances ρk`, see Section 6.3, yield that the maximum in
the definition of ψ is |C| + |A|, see (4.5). Lemma 4.1 entails that |C| + |A| ≤
e−αz

2

(1 + z). For z = 2 the bound takes the value 2e−4α which is less or equal
to one if α ≥ 1

4 log 2, this is always possible because the only restriction that

we have is α < 1
2 . Moreover, for δ small enough e−αz

2

(1 + z) ≥ 1 if z < δ.
This leads to affirm that there exists a a < 2 such that for all z ≥ a it holds
C +A < r0 < 1.

These results allow to use the Arcones’ result to obtain

sup
d

∑
q≥Q

dm/2

4

∫
{

(s,t):dist(s,t)≥ a√
d

}Hq,d(〈s, t〉)dsdt

= sup
d

Cm
4

∣∣∣∣∣∣
∑
q≥Q

d
m−1

2

∫ √dπ
a

sinm−1

(
z√
d

)
Hqd

(
cos

(
z√
d

))
dz

∣∣∣∣∣∣
≤ Cm||f ||22

∑
q≥Q

rq−1
0

∫ ∞
a

zm−1(1 + z)e−αz
2

dz →
Q→∞

0.

5.2.2. Diagonal term

In this subsection we prove that the integral in the rhs of (5.4) restricted to the
diagonal region {(s, t) : dist(s, t) < a/

√
d} tends to 0 as Q→∞ uniformly in d,

a < 2 is fixed. That is, we consider

dm/2

4

∑
q≥Q

∫
{(s,t):dist(s,t)<a/

√
d}
Hq,d(〈s, t〉)dsdt.
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This is the difficult part, we use an indirect argument.
Next proposition gives a convenient partition of the sphere based on the hy-

perspheric coordinates (4.1). Define the hyperspherical rectangle (HSR for short)
with center x(m)(θ̃) with θ̃ = (θ̃1, . . . , θ̃m) and vector radius η̃ = (η̃1, . . . , η̃m) as

HSR(θ̃, η̃) = {x(m)(θ) : |θi − θ̃i| < η̃i, i = 1, . . . ,m}.

Let TtS
m be the the tangent space to Sm at t. This space can be identified with

t⊥ ⊂ Rm+1. Let φt : Sm → t⊥ be the orthogonal projection over t⊥. The details
and the proof are presented in Section 6.1.

Proposition 5.1. For d large enough, there exists a partition of the unit sphere
Sm into HSRs Rj : j = 1, . . . , k(m, d) = O(dm/2) and an extra set E such that

1. Var(NYd
(E)) = o(dm/2).

2. The HSRs Rj have diameter O( 1√
d
) and if Rj and R` do not share any

border point (they are not neighbours), then dist(Rj , R`) ≥ 1√
d

.

3. The projection of each of the sets Rj on the tangent space at its center cj,

after normalizing by the multiplicative factor
√
d, converges to the rectan-

gle [−1/2, 1/2]m in the sense of Hausdorff metric. That is, the Hausdorff
metric of [

−1

2
,

1

2

]m
\
√
d φcj (Rj)

tends to 0 as d→∞.

Set r = d−1/2. We can write Sm =
⋃k(m,r)
j=1 Rj ∪ E, and

πQ(NYd
) =

∑
q≥Q

∫
Sm

Gq(Zd(t))dt

=
∑
q≥Q

∑
j

∫
Rj

Gq(Zd(t))dt+

∫
E

Gq(Zd(t))dt

 .
By the first item in Proposition 5.1 and (5.2) we have

E
[
(πQ(NYd

))2
]

=
∑
j

∑
`

∑
q≥Q

∫
Rj

∫
R`

Hq,d(〈s, t〉)dsdt+ o(dm/2).

Actually, in this section we are interested in covering a strip around the
diagonal {(s, t) ∈ Sm × Sm : dist(s, t) < ar}, a < 2. Hence, we restrict the sum
in the last equation to the set {(j, `) : |j − `| ≤ 2}. Clearly the number of sets
verifyng this condition is O(r−1) = O(

√
d) and below we prove that the tail of

the variance of NYd
(Rj)/d

m/2 is uniformly in j O(d−m/2). Therefore, it remains
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to bound∑
(j,`):|j−`|<2

∫
Rj

∫
R`

∑
q≥Q

Hq,d(〈s, t〉)dsdt

=
∑

(j,`):|j−`|<2

E

∫
Rj

∑
q≥Q

Gq(Zd(s))ds ·
∫
R`

∑
q≥Q

Gq(Zd(t))dt


≤

∑
(j,`):|j−`|<2

∑
q≥Q

∫
Rj×Rj

Hq,d(〈s, t〉)dsdt

1/2 ∑
q≥Q

∫
R`×R`

Hq,d(〈s, t〉)dsdt

1/2

.

Here we used Cauchy-Schwarz inequality. Fix j, in order to bound∑
q≥Q

∫
Rj×Rj

Hq,d(〈s, t〉)dsdt,

we note that it coincides with Var
(
πQ (NYd

(Rj))
)

.
On the other hand, we prove hereunder that there exist some local limit for

Yd as d→∞.
At this point it is convenient to work with caps

C(s0, γr) = {s : d(s, s0) < γr}.

Note that by the second item in Proposition 5.1 each HSR Rj is included in a
cap of radius γr for some γ depending on m.

By the invariance under isometries of the distribution of Yd, the distribution
of the number of roots on a cap C(s0, γr) does not depend on its center s0.
Thus, without loss of generality we work with the cap of angle γr centered at
the east-pole e0 = (1, 0, . . . , 0), see Nazarov-Sodin [23]

C (e0, γr) = {t ∈ Sm : dist(t, e0) < γr} .

We use the local chart φ : C(e0, γr)→ B(0, sin(γr)) ⊂ Rm defined by

φ−1(u) = (
√

1− ‖u‖2, u), u ∈ B(0, sin(γr)),

to project this set over the tangent space . Define the random field Yd : B (0, γ) ⊂
Rm → Rm, as

Yd(u) = Yd(φ
−1(u/r)).

Observe that the ` coordinates, Y(`)
d say, of Yd are independent. Clearly the

number of roots of Yd on R ⊂ C(e0, γr) and the number of roots of Yd on
φ(R/r) ⊂ B(0, γ) coincide. That is

NYd
(R) = NYd(φ(R/r)).
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Proposition 5.2. The sequence of processes Y(`)
d (u) and its first and second or-

der derivatives converge in the finite dimensional distribution sense towards the

mean zero Gaussian processes Y∞ with covariance function Γ(u, v) = e−
||u−v||2

2

and its corresponding derivatives.

Proof. We give a short proof for completeness, see also [23]. The covariance

of Y`(s) and Y`(t) is 〈s, t〉d , whenever s, t ∈ Sm. In this form we get for
φ−1(u), φ−1(v) ∈ Sm

〈
φ−1(u), φ−1(v)

〉
=

m∑
i=1

uivi +
√

1− ||u||2
√

1− ||v||2.

Using the rescaling we have

〈
φ−1

(
u√
d

)
, φ−1

(
v√
d

)〉
=

1

d

m∑
i=1

uivi +
√
hj

√
1−

∥∥∥∥ v√
d

∥∥∥∥2

.

The Taylor development for
√

1− x2 gives

E
(
Y(`)
d (u)Y(`)

d (v)
)

=

〈
φ−1

(
u√
d

)
, φ−1

(
v√
d

)〉d
=

(
1− ||u− v||

2

2d
+O

(
||u||4

d2
+
||v||4

d2

))d
→
d→∞

e−
||u−v||2

2 .

The convergence is uniform over compacts, thus the partial derivatives of this
function also converge, towards the derivatives of the limit covariance. Then the
claimed result holds in force.

Remark 5.1. Using classical criteria on the fourth moment of increments, the
weak convergence in the space on continuous functions can be proved. But we
do not need it in the sequel.

Remark 5.2. The local limit process Y∞ has as coordinates (Y(1)
∞ , . . . ,Y(m)

∞ )
each of one is an independent copy of the random field with covariance Γ(u) =

e−
||u||2

2 , u ∈ Rm. Then its covariance matrix writes

Γ̃(u) = diag(Γ(u), . . . ,Γ(u)).

The second derivative matrix Γ̃′′(u) can be written in a similar way, but here the

blocks are equal to the matrix Γ′′(u) = (aij) where aij = e−
||u||2

2 H1(ui)H1(uj)

if i 6= j, and aii = e−
||u||2

2 H2(ui). We can adapt the Estrade and Fournier [11]
result that says that the second moment of the roots exists if for some δ > 0 we
have ∫

B(0,δ)

||Γ̃′′(u)− Γ̃′′(0)||
||u||m

du = m

∫
B(0,δ)

||Γ′′(u)− I||
||u||m

du <∞.
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Since Γ is C∞ we have

||Γ′′(0)− Γ′′(u)|| = o(||u||) as u→ 0,

The convergence of the above integral follows easily using hyperspherical coordi-
nates.

A key fact is that the local limit process, though it can not be defined globally,
has the same distribution regardless j. Thus, we bound Var

(
πQ (NYd

(Rj))
)

uniformly in j by approximating it with the tail of the variance of the number
of zeros of the limit process Y∞ on the limit set [−1/2, 1/2]m.

Proposition 5.3. For all j ≤ k(m, d) and ε > 0 there exist d0 and Q0 such
that for Q ≥ Q0

sup
d>d0

E [(πQ(NYd
(Rj)))

2] < ε.

Proof. Let R = Rj ⊂ C(e0, γr), By Remark 4.1, the Hermite expansion holds
true also for the number of roots of Yd on any subset of Sm. Hence,

NYd
(R) =

∞∑
q=0

d
m
2

∫
R

Gq(Zd(t))dt.

Let us define R̃ = φ(R) ⊂ B(0, sin a√
d
) ⊂ Rm. It follows that

NYd(R̃) = NYd
(R) =

∞∑
q=0

d
m
2

∫
R̃

Gq(Yd(u),Y ′d(u))Jφ(u)du,

being Jφ(u) = (1− ‖u‖2)−1/2 the jacobian. Rescaling u = v/
√
d

NYd(R̃) =

∞∑
q=0

∫
√
dR̃

Gq

(
Yd
(
v√
d

)
,Y ′d

(
v√
d

))
Jφ

(
v√
d

)
dv.

Besides, Rice formula, the domination for Hq,d given in (4.6), the convergence
of Yd to Y∞ in Proposition 5.2 and the convergence, after normalization, of R̄
to [−1/2, 1/2]m in Proposition 5.1 yield

Var(NYd(R̃)) →
d→∞

Var

(
NY∞

([
−1

2
,

1

2

]m))
. (5.6)

In fact, writting Var(N) = E (N(N − 1))− (E (N))2 + E (N), for the first term
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we have

E [NYd
(R)(NYd

(R)− 1)]

= dm
∫
R̃×R̃

E [|detY ′d(u)||detY ′d(v)| |Yd(u) = Yd(v) = 0]pu,v(0, 0)Jφ(u)Jφ(v)dudv

=

∫
√
dR̃×

√
dR̃

E
[∣∣∣∣detY ′d

(
u√
d

)∣∣∣∣ ∣∣∣∣detY ′d
(
v√
d

)∣∣∣∣ | Yd( u√
d

)
= Yd

(
v√
d

)
= 0

]
· p u√

d
, v√
d
(0, 0)Jφ

(
u√
d

)
Jφ

(
v√
d

)
dudv

→
d→∞

∫
[ 1
2 ,

1
2 ]
m×[ 1

2 ,
1
2 ]
m
E [|detY ′∞(u)|| detY ′∞(v)| | Y∞(u) = Y∞(v) = 0]

· pY∞(u),Y∞(v)(0, 0)dudv

= E
[
NY∞

([
1

2
,

1

2

]m)(
NY∞

([
1

2
,

1

2

]m)
− 1

)]
<∞.

The remaining terms are easier.
The same arguments show that for all q we have

Vq,d := Var(πq(NYd
(R))) →

d→∞
Var

(
πq

(
NY∞

([
−1

2
,

1

2

]m)))
=: Vq.

Thus, for all Q it follows that
∑Q
q=0 Vq,d→d→∞

∑Q
q=0 Vq. By Parseval’s identity,

(5.6) can be written as
∞∑
q=0

Vq,d →
d→∞

∞∑
q=0

Vq.

Thus, by taking the difference we get∑
q>Q

Vq,d →
d→∞

∑
q>Q

Vq. (5.7)

Given that the series
∑∞
q=0 Vq is convergent, we can choose Q0 such that for

Q ≥ Q0 it holds
∑∞
q>Q Vq ≤ ε/2. Hence, for this Q0 and by using (5.7) we can

choose d0 such that for all d > d0 and Q ≥ Q0∑
q>Q

Vd,q ≤ ε.

Namely, there exits d0 such that for Q ≥ Q0

sup
d>d0

E [(πQ(NYd
(R))2] < ε.

The same can be written in the following form: there exists D(Q) a sequence
that tends to zero when Q→∞, such that

sup
d>d0

E [(πQ(NYd
(R))2] < D(Q).
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Corollary 5.1. It follows that

V =

∞∑
q=0

Vq = V∞.

See Point 2 in Theorem 2.

6. Technical Proofs

6.1. The partition of the sphere

In this section we describe a convenient essential partition of the unit sphere
Sm of Rm+1. We use hyperspheric coordinates (4.1) and two speeds

r =
1√
d

and r̄ = rα, 0 < α <
1

m
. (6.1)

We suppose that r is sufficiently small so that

sin
( r̄

2

)
≥ r̄

4
, r ≤ r̄

2
.

Step 1 We begin with θ1. Set r1 = r. Let a be the minimal integer such that
π/2−ar1 ≤ r̄. Thus, the segment [π/2−ar1, π/2+ar1] is cut into 2a sub-intervals
I1,i1 , with centers θ1,i1 , i1 = 1, . . . 2a. Hence,

{θ1,i1 : i = 1, . . . , 2a} ⊂
[ r̄

2
, π − r̄

2

]
. (6.2)

Step 2 Depending on the interval I1,i1 in which is located θ1 we set

r2,i1 =
r

sin(θ1,i1)
.

Note that because of (6.2) uniformly over all possible values of θ1,i1

sin(θ1,i1) ≥ r̄

4
,

implying that
r2,i1 ≤ 4r1−α.

We impose again r to be sufficiently small such that r2,i1 ≤ r̄/2, this is possible
by the last inequality and (6.1).

We then decompose the interval of variation of θ2, [0, π), in the same manner
using r2,i1 instead of r1. The intervals are now denoted by I2,i1,i2 , their centers
by θ2,i1,i2 and their number by a2,i1 .
Step j For θ1 ∈ I1,i1 , θ2 ∈ I2,i1,i2 , . . . , θj−1 ∈ Ij−1,i1,i2,...,ij−1 we set

rj,i1,...,ij−1 =
rj−1,i1,...,ij−2

sin(θj−1,i1,i2,...,ij−1
)

=
r

sin(θ1,i1)... sin(θj−1,i1,i2,...,ij−1
)
.
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By construction, all the sinus in the denominator are greater than r̄/4 im-
plying that

rj,i1,...,ij−1
≤ 4j−1r1−(j−1)α.

We impose again r to be sufficiently small such that rj,i1,...,ij−1 ≤ r̄/2.
Then we cut again the interval [0, π) into sub-intervals in the same manner.

The intervals are now denoted by Ij,i1,i2,...,ij , their centers by θj,i1,i2,...,ij and
their number by aj,i1,...ij−1

.
Step m The last step differs on two points: first we divide the interval [0, 2π],
and second we divide it entirely except rounding problems.

The exceptional set E of the sphere not covered by the sets above is included
in the set

m⋃
i=1

x(m) ({θi ∈ [0, r̄] ∪ [π − r̄, π]}) .

Excluding E, we have made an essential partition of the sphere in hyperspherical
rectangles (HSR) of the type

R(i1, . . . , im) = {θ1 ∈ I1,i1 , θ2 ∈ I2,i1,i2 , . . . θm ∈ Im,i1,i2,...,im}

We are in position to prove Proposition 5.1.

Proof of Proposition 5.1. 1. Since E ⊂
⋃m
i=1 x

(m) ({θi ∈ [0, r̄] ∪ [π − r̄, π]}), its
m-dimensional volume Vol(E) = O(r̄) tends to zero.

Using Lemma 4.2
Var(NYd

(E)) = o(dm/2).

2. Recall that we are using the geodesical distance (5.5). Let |(i1, . . . , im)| =
i1 + . . . + im. We want to prove that If |(i1, . . . , im) − (i′1, . . . , i

′
m)| ≥ 2 then

dist(R(i1, . . . , im), R(i′1, . . . , i
′
m)) ≥ r.

Let us compute the inner product for θ′ = θ + γr̄kek.〈
x(m)(θ), x(m)(θ′)

〉
= 1 +

〈
x(m)(θ), x(m)(θ′)− x(m)(θ)

〉
= 1 +

γ2

2
r̄2
k

〈
x(m)(θ), ∂2

kx
(m)(θ)

〉
+O(r̄2

k)

= 1− γ2

2
r̄2
k

k−1∏
j=1

‖x(m−k)(θk+1, . . . , θm)‖2 +O(r̄2
k)

= 1− γ2

2
r2 +O(r̄2

k).

The result follows.
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3. Consider a fixed HSR R(i1, . . . , im) with center
(
θ1,i1 , . . . , θm,i1,i2,...,im

)
and side lenghts r1, . . . , rm,i1,...,im . For short we write θ̄ = (θ̄1, . . . , θ̄m) for the
center and r̄1, . . . , r̄m for the side lengths.

The generic coordinates of a point on the HSR are

θ =
(
θ̄1 + u1r̄1, . . . , θ̄m + umr̄m

)
; u = (u1, . . . , um) ∈

[
−1

2
,

1

2

]m
.

The corresponding cartesian coordinates x(m)(θ), x(m)(θ̄) are given by (4.1). The
tangent space is computed by differentiating in (4.1) with respect to u1, . . . , um.
An orthonormal basis is given by

Tk =

 0k−1

− sin(θ̄k)
cos(θ̄k)x(m−k)(θ̄k+1, . . . , θ̄m)

 ; k = 1, . . . ,m.

Here, 0k−1 stands for a vector of k− 1 zeros (this is ommited when k = 1). The
projection φ can be computed easily on this basis taking inner products. Let us
perform one of these inner products, the rest are similar.〈
x(m)(θ)− x(m)(θ̄), Tk

〉
= − sin(θ̄k)∆k + cos(θ̄k)

〈
x(m−k)(θ̄k+1, . . . , θ̄m), ∆̄k

〉
,

with

∆k =

k−1∏
j=1

sin(θj) · cos(θk)−
k−1∏
j=1

sin(θ̄j) · cos(θ̄k)

and

∆̄k =

k∏
j=1

sin(θj) · x(m−k)(θk+1, . . . , θm)−
k∏
j=1

sin(θ̄j) · x(m−k)(θ̄k+1, . . . , θ̄m).

Since the sine and the cosine functions have bounded second derivative for
i = 1, . . . ,m

sin(θi) = sin(θ̄i) + r̄iui cos(θ̄i) +O(r̄2
i ),

cos(θi) = cos(θ̄i)− r̄iui sin(θ̄i) +O(r̄2
i ).

The implicit constants in the O notation do not depend on the indexes ij . Hence,
the dominant terms in the differences ∆k and ∆̄k are those where only one of
the θj differs from θ̄j , the rest are of higher order as r → 0.

Recall that the construction has been performed in such a way that the
quantities r̄1, . . . , r̄m tend to zero uniformly as r tends to 0. Let us study first
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the case of θj = θ̄j for j 6= k, in this case

〈
x(m)(θ)− x(m)(θ̄), Tk

〉
= − sin(θ̄k)

k−1∏
j=1

sin(θ̄j) · (−r̄kuk sin(θ̄k))

+ cos(θ̄k)

k−1∏
j=1

sin(θ̄j) · (r̄kuk cos(θ̄k))

·
〈
x(m−k)(θ̄k+1, . . . , θ̄m), x(m−k)(θ̄k+1, . . . , θ̄m)

〉
+O(r2)

=

k−1∏
j=1

sin(θ̄j) · r̄k · uk +O(r2) = ruk +O(r2).

Here we used that by construction
∏k−1
j=1 sin(θ̄j) · r̄k = r. By the same arguments

one can show that in the case θk = θ̄k the terms of the difference are uniformly
o(r). Hence, uniformly

1

r

〈
x(m)(θ)− x(m)(θ̄), Tk

〉
→
r→0

uk.

Consequently, since we have a finite number of coordinates, the result on the
convergence in the Hausdorff metric follows.

6.2. Chaotic expansions and contractions

In this section we write the chaotic components Iq,d in Proposition 4.1 as mul-
tiple stochastic integrals wrt a standard Brownian motion B and use this fact
in order to give a simple sufficient condition in terms of the covariance of Yd to
guarantee the convergence to 0 of the contractions. For the sake of readability
we omit d in the kernels.

Let B = {B(λ) : λ ∈ [0,∞)} be a standard Brownian motion on [0,∞). By
the isometric property of stochastic integrals there exist kernels ht,` such that:

Y`(t) =

∫ ∞
0

ht,`(λ)dB(λ). (6.3)

The kernels ht,` can be computed explicitly from the definition of Y` writting
the random coefficients as integrals wrt the Brownian motion. Taking derivatives
(on the sphere), we have that the standardized derivatives can be written as

Y
′
`,k =

∫ ∞
0

h̄t,`,k(λ)dB(λ),

with

h̄t,`(λ) =
1√
d
∇ht,`(λ). (6.4)
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We quickly recall some properties of contractions (4.7) and multiple stochastic
integrals, see [24] for details. Note that for f, g ∈ L2([0,∞)q), f ⊗0 g = f ⊗ g is
the tensorial product and f ⊗q g = 〈f, g〉 is the inner product in L2

s([0,∞)]q).
Besides, if f = f̄⊗q and g = ḡ⊗q, then, f ⊗n g =

〈
f̄ , ḡ
〉n
f̄⊗q−n ⊗ ḡ⊗q−n where

this time the inner product is in L2([0,∞)).
Let h ∈ L2([0,∞)) and IB1 (h) =

∫∞
0
h(λ)dB(λ), then Hq(I

B
1 (h)) = IBq (h⊗q)

where IBq is the q-folded multiple stochastic integral wrt B and Hq the q-th
Hermite polynomial. A key property of stochastic integrals is multiplication
formula, for f ∈ L2

s([0,∞)p), g ∈ L2
s([0,∞)q),

IBp (f)IBq (g) =

min{p,q}∑
n=0

n!

(
p

n

)(
q

n

)
IBp+q−2n(f ⊗n g).

Note that if f = f̄⊗p, g = ḡ⊗q and f̄ , ḡ are orthogonal in L2([0,∞)), then,
IBp (f)IBq (g) = IBp+q(f ⊗ g). Finally, let us mention that if f ∈ L2([0,∞)q) then

IBq (f) = IBq (f̃) being f̃ the symmetrization of f , that is,

f̃(λ1, . . . , λq) =
1

q!

∑
π∈Pq

f(λπ(1), . . . , λπ(q)),

being Pq the symmetric group of order q.
Next Lemma expresses Iq,d as a multiple stochastic integral wrt B.

Lemma 6.1. Let the notations and assumptions of Proposition 4.1 prevail.
Then, Iq,d can be written as a multiple stochastic integral

Iq,d = IBq (gq,d) =

∫
[0,∞)q

gq,d(λ)dB(λ);

with

gq,d(λ) = dm/4
∑
|γ|=q

cγ

∫
Sm

(⊗m`=1h
⊗α`
t,` ⊗⊗

m
k=1h̄

⊗β`,k
t,`,k )(λ)dt,

where ht,` is defined in (6.3), h̄t,`,k is the k-th component of h̄t,` given in (6.4).

Proof. Plug in the expressions for Y` and its derivatives in the formula for Iq,d
given in Proposition 4.1; use the relation between Hermite polynomials and

stochastic integrals; the multiplication formula, the orthogonality of Y`, Y
′
`,k
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and the Fubini stochastic Theorem. Namely,

Iq,d = dm/4
∑
|γ|=q

cγ

∫
Sm

m∏
`=1

[
Hα`(I

B
1 (ht,`))

m∏
k=1

Hβ`,k(IB1 (h̄t,`,k))

]
dt

= dm/4
∑
|γ|=q

cγ

∫
Sm

m∏
`=1

[
IBα`(h

⊗α`
t,` )

m∏
k=1

(IBβ`,k(h̄
⊗β`,k
t,`,k ))

]
dt

= dm/4
∑
|γ|=q

cγ

∫
Sm

m∏
`=1

[
IBα`(h

⊗α`
t,` )IB∑m

k=1 β`,k
(⊗mk=1h̄

⊗β`,k
t,`,k )

]
dt

= dm/4
∑
|γ|=q

cγ

∫
Sm

IB∑m
`=1(α`+

∑m
k=1 β`,k)(⊗

m
`=1h

⊗α`
t,` ⊗⊗

m
k=1h̄

⊗β`,k
t,`,k )dt

= IB|γ|

dm/4 ∑
|γ|=q

cγ

∫
Sm
⊗m`=1h

⊗α`
t,` ⊗⊗

m
k=1h̄

⊗β`,k
t,`,k dt


= IBq (gq,d).

Proof of Lemma 5.1. For simplicity let us write g̃q,d(λ) = dm/4
∫
Sm

Gt,q(λ)dt
with

Gt,q(λ) =
1

q!

∑
π∈Pq

∑
|γ|=q

cγ(⊗m`=1h
⊗α`
t,` ⊗⊗

m
k=1h̄

⊗β`,k
t,`,k )(λπ),

being λπ = (λπ(1), . . . , λπ(q)). Note that

g̃q,d ⊗n g̃q,d(λ(q−n)) = dm/2
∫
Sm×Sm

[Gs,q ⊗n Gt,q](λ(q−n))dsdt.

The subscript of the vector λ stands for its dimension. Besides. since Gt,q is the
tensorial product of kernels ht,`, h̄`,k,d in L2

s([0,∞)), the last contraction can be
expressed in terms of the contractions of these basic kernels ht,`, h̄t,`,k. Besides,
according to the isometric property of stochastic integrals we have

[hs,` ⊗1 ht,`](λ) =

∫ ∞
0

hs,`(λ)ht,`(λ)dλ

= E
[∫ ∞

0

hs,`(λ)dB(λ) ·
∫ ∞

0

ht,`(λ)dB(λ)

]
= E (Y`(s)Y`(t))

= rd(s, t).

Similar relations hold for the remaining factors. For instance,

E (Y`(s)Y `,k(t)) = ∂tkrd(〈s, t〉) = r′d(〈s, t〉)∂tk(〈s, t〉),

where ∂tk means that we fix s and take derivative to the k-th direction.
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Hence, we can write

[Gs,q ⊗n Gt,q](λ(q−n)) =
1

(q!)2

∑
π,π′∈Pq

∑
|γ|=|γ′|=q

cγcγ′ρ
(n)
q,d (s, t)Ḡ2q−2n(λπ,π′);

where ρ
(n)
q,d (s, t) is a product of covariances of (Y`(s), Y`(t)); (Y`(s), Y

′
`(t)) and

(Y
′
`(s), Y

′
`(t)) with total degree n while Ḡ2q−2n(λπ,π′) is a tensor product of

kernels ht,` and h̄t,`,k with degree 2q − 2n and the coordinates are permuted
according to π and π′. Note that which covariances are involved in the ρ’s depend
on the indexes γ,γ′.

Therefore, writting π = (π1, π2, π3, π4),

‖gq,d ⊗n gq,d‖22 ≤ dm
1

(q!)2

∑
π∈(Pq)4

∑
|γ|=|γ|=q

cγcγ′

·
∫

(Sm)4
ρ

(n)
q,d (s, t)ρ

(n)
q,d (s′, t′) · ρ(q−n)

q,d (t, t′)ρ
(q−n)
q,d (s, s′)dsdtds′dt′.

The variance of Y` restricted to the sphere is constantly 1, Cauchy-Schwarz
inequality implies that we can bound the absolute value of the power of any
covariance by the very covariance. Hence, we can bound each term in the last
sum by a term of the form (up to a constant)

dm
∫

(Sm)4
|r(k1)
d (s, t)r

(k2)
d (s′, t′)r

(k3)
d (t, t′)r

(k4)
d (s, s′)|dsdtds′dt′,

where kj = 0, 1, 2 indicates a derivative of order 0, 1 or 2 of r. Since each
covariance is a function of the inner product of its arguments, they are invariant
under isometries. Thus, consider isometries Us such that Us(s) = e0 and Ut′ such
that Ut′(t

′) = e0. Then, (5.3) can be written as

dm
∫

(Sm)4
|r(k1)
d (〈e0, Us(t)〉)r(k2)

d (〈Ut′(s′), e0〉)|

· |r(k3)
d (〈Ut′(t), e0〉)r(k4)

d (〈e0, Us(s
′)〉 |dsdtds′dt′.

Introducing the, isometric, change of variables τ1 = Us(t), τ2 = Ut′(s
′), τ3 =

Ut′(t) and τ4 = s′ and bounding |r(k4)
d (〈e0, Us(s

′)〉)| ≤ 1 we get that the last
expression is less or equal than

dm
∫

(Sm)4
|r(k1)
d (〈e0, τ1〉)r(k2)

d (〈e0, τ2〉)r(k3)
d (〈e0, τ3〉)|dτ1dτ2dτ3dτ4

= Cmd
m

3∏
j=1

∫
Sm
|r(kj)
d (〈e0, τj〉)|dτj = Cmd

m
3∏
j=1

∫ π

0

sinm−1(θ)|r(kj)
d (cos(θ))|dθ

= Cmd
m

3∏
j=1

∫ π/2

0

sinm−1(θ)|r(kj)
d (cos(θ))|dθ,
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where we used and the symmetry wrt θ = π/2 of the integrand.
The result follows.

6.3. Anciliary computations

We start the computations with the covariances of the vector (Zd(s),Zd(t))
defined in (4.3), see [2]. Actually, by the definition of KSS distribution, it suffices
to consider (

Y`(s), Y`(t),Y
′
`(s),Y

′
`(t)
)
.

for a fixed ` = 1, . . . ,m. Its variance-covariance matrix can be writen in the
following form  A11 A12 A13

A>12 Im A23

A>13 A>23 Im

 ,
where Im is the m×m identity matrix,

A11 =

[
1 C
C 1

]
, A12 =

[
0 0 · · · 0
−A 0 · · · 0

]
, A13 =

[
A 0 · · · 0
0 0 · · · 0

]
,

and A23 = diag([B,D, . . . ,D])m×m. The quantities A, B, C and D were defined
in (4.5).

Gaussian regression formulas, see [6], imply that the conditional distribution

of the vector (Y
′
`(s), Y

′
`(t)), conditioned on Yd(s) = Yd(t) = 0, is centered

normal with variance-covariance matrix given by[
B11 B12

B>12 B22

]
,

with B11 = B22 = diag([σ2, 1, . . . , 1]) and B12 = diag([σ2ρ,D, . . . ,D]).

Now we move to the proof of some lemmas.

Lemma 6.2. The function Hq,d defined in (5.2) is even.

Proof. We need to explicit the multi-indexes.

E [Hα(Y(s))Hβ(Y
′
(s))Hα′(Y(t))Hβ′(Y

′
(t))]

=

m∏
`=1

E

[
Hα`(Y`(s))Hα′`

(Y`(t)) ·
m∏
k=1

Hβ`k(Y
′
`k(s)) ·

m∏
k′=1

Hβ′
`k′

(Y
′
`k′(t))

]

=

m∏
`=1

E [Hα`(Y`(s))Hα′`
(Y`(t))Hβ`1(Y

′
`1(s))Hβ′`1

(Y
′
`1(t))]

·
m∏
j=2

E [Hβ`j (Y
′
`j(s))Hβ′`j

(Y
′
`j(t))]. (6.5)
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In the second equality we use that the random vectors

(Y`(s), Y`(t), Y
′
`1(s), Y

′
`1(t)); (Y

′
`j(s), Y

′
`j(t)); j ≥ 2

are independent.
Using Mehler formula, see Lemma 10.7 in [6], we get

E [Hβ`j (Y
′
`j(s))Hβ′`j

(Y
′
`j(t))] = δβ`jβ′`jβ`j ! (ρ′′`j)

β`j ,

where ρ′′`k = ρ′′`k(〈s, t〉) = E (Y
′
`j(s)Y

′
`j(t)). Since β`j is even, this factor is even.

For the first factor, using again Mehler formula we get

E [Hα`(Y`(s))Hα′`
(Y`(t))Hβ`1(Y

′
`1(s))Hβ′`1

(Y
′
`1(t))] = 0,

if α` + β`1 6= α′` + β′`1. Otherwise, consider Λ ⊂ N4 defined by

Λ = {(d1, d2, d3, d4) : d1 + d2 = α`, d3 + d4 = β`1, d1 + d3 = α′`, d2 + d4 = β′`1};

then

E [Hα`(Y`(s))Hα′`
(Y`(t))Hβ`1(Y

′
`1(s))Hβ′`1

(Y
′
`1(t))] =∑

(di)∈Λ

α`!α
′
`!β`1!β′`1!

d1!d2!d3!d4!
ρd1(ρ′)d2(ρ′)d3(ρ′′)d4 ,

where ρ = ρ(〈s, t〉) = E (Y`(s)Y`(t)), ρ
′ = E (Y`(s)Y

′
`1(t)), ρ′ = E (Y

′
`1(s)Y`(t))

and ρ′′ = E (Y
′
`1(s)Y

′
`1(t)).

Note that the conditions defining the index set Λ and the fact that the indexes
α’s and β’s are even imply that all the di’s have the same parity. In this form,
the first factor in Equation (6.5) is

m∏
`=1

∑
(di)∈Λ

α`!α
′
`!β`1!β′`1!

d1!d2!d3!d4!
ρd1(ρ′)d2(ρ′)d3(ρ′′)d4 ,

Hence, if we change 〈s, t〉 by −〈s, t〉, for each ` we have the factor

(−1)dd1 · (−1)(d−1)(d2+d3) · (−1)dd4 = (−1)d(d1+d4)+(d−1)(d2+d3) = 1,

since the di’s have the same parity.

Proof of Lemma 5.3. Recall that if ζ is a standard Gaussian random variable
in Rm2

, then ||Gq||2 = E [G2
q(ζ)]. By Hermite polynomials properties, we have

E [G2
q(ζ)] =

∑
|α|+|β|=q

b2αα!f2
ββ!.
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The following digression will be useful. Let us consider two sequences bk and ak
such that

∑∞
k=0 a

2
k <∞ and b2k → 0. We are interested in the sum

q∑
k=0

a2
kb

2
q−k = b20a

2
q + b21a

2
q−1 + . . .+ b2qa

2
0.

By hypothesis supk b
2
k = ||b2||∞ <∞, thus we get

q∑
k=0

b2ka
2
q−k ≤ ||b2||∞||a||22. (6.6)

Using this elementary fact we can explore the behavior of our sum

dq =
∑

|α|+|β|=q

b2αf
2
βα!β! =

∑
|α|+|β|=2l

b22α1
. . . b22αmf

2
(β1,...,βm)α!β!.

We affirm that b22α(2α)! is decreasing, in fact

b22(j+1)(2(j + 1))!

b22j(2j)!
=

[
1

2

]2
(2j + 1)(2j + 2)

(j + 1)2
=

(j + 1
2 )

j + 1
< 1.

Moreover b20 = 1
2π < 1, then ||b||∞ < 1. Consider now

E [G2
q(ζ)] =

q∑
km+1=0

∑
|β2|+...+|βm|=km+1

∑
|α|+|β1|=q−km+1

b2αf
2
βα!β!.

Set αi + β1i = li, such that q − km+1 = l1 + . . .+ lm. In this form we obtain

∑
|α|+|β1|=q−km+1

b2αf
2
βα!β! =

m∏
i=1

∑
αi+β1i=li

b2αif
2
βαi!β1!

m∏
j=2

βj !.

Using (6.6) it yields

∑
|α|+|β1|=q−km+1

b2αf
2
βα!β! ≤

∑
l1+...+lm=q−km+1

m∏
i=1

li∑
β1i=0

f2
ββ!.

This allows us getting the following bound

E [G2
q(ζ)] ≤ ||f ||22.

The result follows.
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