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ABSTRACT 
Accurately capturing the future demand for a given product is a 

hard task in today’s new product development initiatives. As 

customers become more market-savvy and markets continue 

fragment, current demand models could greatly benefit from 

exploiting the rich contextual information that exists in 

customers’ product usage. As such, we propose a Usage 

Coverage Model (UCM) as a more thorough means to quantify 

and capture customer demand by utilizing factors of usage 

context in order to inform an integrated engineering design and 

choice modeling approach. We start by presenting the principles 

of the UCM model: terms, definitions, variable classes and 

relation classes so as to obtain a common usage language. The 

usage model exhibits the ability to differentiate between 

individuals’ product performance experiences. With Discrete 

Choice Analysis, individuals’ performance with a given product 

is compared against that of competitive products, capturing 

individual customers’ choice behavior and thereby creating an 

effective model of product demand. As a demonstration of our 

methods, we apply our model in a case study regarding the 

general task of cutting a wood board with a jigsaw tool. We 

conclude by presenting the scope of future work for the case 

study and the contribution of the entire current and future work 

to the field as a whole. 

1. INTRODUCTION 

Customer demand models are becoming more prevalent in 

research works involving the design of products or product 

families. Accurately capturing customer demand is essential 

because it can allow for the prediction of future demand for a 

given product within given market segmentations. The utility of 

these models is dependent upon the inclusion of an accurate 

model of customer choice. In the marketing domain, choice 

models typically consider that marketing attributes, such as 

brand effect, marketing claims, etc., dominate the choice 

process [1]. Additionally, customer segmentations have 

traditionally been based on correlations between these 

marketing attributes and demographic attributes of the 

customers. Marketing attributes have generally been a mixture 

of functional characteristics or product-service performances, 

design characteristics, perceived quality indicators, marketing 

claims, purchasing price, and other related services and 

logistics. Demographic attributes usually account for socio- 

economic attributes of the consumers, e.g. the gender, age, 

where the customer lives, income, occupation, and frequently 

purchased products in similar or identical product categories.  

Under many circumstances, however, these traditional 

marketing models are not as effective as they could be in 

driving an efficient marketing policy. For instance, this can 

occur when the customer is experienced and able to imagine the 
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probable performances of the product or service in regard to his 

or her future usage. In this case, if the customer is well 

educated about available offerings and able to virtually 

appreciate and mentally test a proposed product or service, he 

or she may not be influenced by subjective assessments, brand 

effect, and marketing claims, limiting the effectiveness of 

current modeling practices. The utility of a marketing model 

can also falter when there is a strong presence of competition in 

a market. Heavy product competition can fragment markets into 

multiple technical niches, becoming difficult to capture with 

traditional modeling attributes. Similarly, traditional methods 

lose effectiveness if disruptive innovation has recently appeared 

in the market. As soon as the landscape of technological 

innovations is changing rapidly, past customer behavior is no 

longer reliable to predict forthcoming product share. In such 

cases, it may be necessary to utilize analysis tools to investigate 

the reasons behind and the circumstances under which a given 

product is being used. Consequently, a more proactive 

prediction model is required, such as one that consists of 

studying the actual product usages of the customers, as well as 

the degree and extent of usages covered by a given product-

service offer. 

In this way, we see that we can no longer content ourselves 

with traditional models of customer behavior; rather, we must 

delve into a study of the reasons behind such behavior. 

Studying real product usages, with configurations, contexts, 

and particularities requires design methods and competencies. 

As a result, the potential of choice modeling in engineering 

design has not been fully realized due to an overreliance on 

marketing and demographic attributes to approximate the 

complex drivers behind customer choice. Customers are 

growing increasingly technology-savvy and market-educated as 

more websites offer product comparisons and on-line 

testimonies. The circumstances outlined above are quickly 

becoming the rule instead of the exception. Therefore, as the 

nature of the customer changes and markets fragment, our 

paradigms must evolve to more effectively and accurately 

capture the many nuances of customer demand. The prior 

models built upon the tradition of segmenting markets by 

product type, price, and customer demographics do not offer 

insight into why choices were made. Instead, these old models 

use the measured effects of customer demand in an attempt to 

recreate the causes because they capture the causes in an 

incomplete way. Understanding and modeling these causes – 

the reasons behind the choice of a product – requires a new way 

of thinking about the customer-product relationship.  

The marketing field has long been engaged in studying and 

conceptualizing the driving factors behind customer demand. 

Ratneshwar and Shocker [2] found that customer product 

choices are made in the context of specific situational goals 

and, therefore, are likely to be based on benefits directly related 

to achieving such goals. Results also showed that products 

which would otherwise not be considered comparable could 

and would often be used in the same usage context. Current 

methods of modeling do not take into account any such 

situational goals, despite the heavy influence that they have in 

the customer decision-making process. Additionally, 

segmenting the market through product type could prove to be 

detrimental to model effectiveness in cases where nominally 

diverse products share the same usage context.  

In more recent marketing literature, Christensen, Cook, and 

Hall [3] recommend eliminating the common practice of 

segmenting markets solely based upon product type, price, and 

demographics. Instead, they advise to reconsider the underlying 

concepts that drive customer choice. The proposed new 

paradigm is that customers seek out products because they have 

jobs that need to be done, and they hire products to do those 

jobs for them. The customer is viewed as an “employer of 

products,” one who simply purchases the product that can best 

complete the task, while the product is viewed as a “provider of 

services,” which is more or less able to meet a need. These 

“jobs” are inherently rife with contextual factors and in this 

way, each job is essentially a unique usage context. Current 

methods of modeling attempt to predict customer choice 

through demographic attributes, and by doing so, ignore the 

rich contextual information that can be gained by viewing the 

customer as a product employer and the product as a service 

provider. Therefore, in order to model customers as more than 

irrational, random decision makers, we adopt the assumption 

that the customer is both weakly influenced by subjective 

assessments, and that he or she exhibits a rational attitude when 

matching a product to expected usage contexts. In a second 

stage, further subjective attributes will be integrated into our 

model, as we have done in the past in Petiot and Yannou [4]. 

While the formal study of usage context permeated the 

field of marketing years ago, it has only just begun to be 

applied directly to the design and engineering of new products. 

Green et al. have published three successive papers on the 

subject [5-7], with the goal of forming a comprehensive 

product design methodology that includes contextual factors. 

Important first steps in the field were taken, including the 

definition of key terms and concepts. Usage context, as it 

relates specifically to products, is defined as the unique 

combination of application and environment in which a product 

is used. Furthermore, usage context is framed as one part of a 

larger product design context, which also includes market and 

customer context. This hints at the key role that all three 

contexts play in guiding the choice of the customer. During the 

course of the studies, customers were found to have distinct 

product preferences under different usage contexts. 

Additionally, evidence supported that contexts could be 

differentiated based upon functional attributes, indicating a link 

between engineering parameters and perceived usefulness, 

which occurs under the influence of different usage contexts. 

This underscores the benefits of going far beyond using rough 

functional attributes, as done in Coatanea et al [8]. 

Choice modeling provides a parametric model to describe 

how consumers trade-off among multiple design attributes 

when selecting a product. While the use of choice modeling in 
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the context of product design has been investigated recently, 

most existing choice modeling approaches in design only 

consider simple design artifacts (e.g., cordless power tools 

[9,10], bathroom scales [11,12], electric motors [13,14] in 

which the quantification of product performance is 

straightforward (e.g., horsepower, weight, power consumption). 

The effect of usage context and its influence on product 

performance in choice modeling has not been explicitly 

considered in the design literature. In our previous work [15], a 

set of demographic descriptors was presented, which included 

usage context as a demographic descriptor, as shown in figure 

1; however, the use of usage context in choice modeling was 

not developed.  

  

Figure 1: Set of customer descriptors in [15] 

The common thread that runs through the literature is the 

idea that a specific usage context exists in all instances of 

consumer demand and has a great influence on consumers’ 

satisfaction with a product, and therefore, consumer choice. By 

ignoring these factors and basing segmentation and customer 

choice on demographics, the current models are 

underperforming – they are failing to utilize one of the greatest 

driving forces behind customer demand. 

 

We propose a new, more comprehensive and more refined 

demand model that utilizes usage context factors to inform an 

integrated engineering design and choice modeling approach. 

The key aspect of our approach lies in our model’s ability to 

account for differences in product performance between 

different individuals, which previous models have been 

incapable of achieving. This is accomplished by first 

considering an individual’s usage context as a function of his or 

her specific usage environment and personal skill level. The 

quantified usage contexts are then integrated with products’ 

engineering design parameters in a physics-based model to 

provide a performance prediction for each usage context. 

Limits are imposed on this generated performance space in 

order to reduce the amount of survey data collection and choice 

model computations. This also ensures that the resultant choice 

set will represent feasible choices in which a customer can 

make trade-offs among useful attribute values. The limits take 

the form of a set of acceptable bounds, which restricts the 

performance space to those performances that would be 

deemed permissible by the customer. Additionally, the customer 

may also have a set of preferred bounds which are not only 

acceptable, but also preferred to other given performances. In 

order to understand how customers make tradeoffs among these 

individual performance levels, the bounded performance space 

is integrated with traditional demographic attributes into a 

utility function that forms the basis of the choice model. These 

demographic attributes attempt to capture factors that influence 

customer product preference. Finally, the augmented customer 

choice model is integrated into the choice share estimation 

model in order to predict product demand. 

In this paper, we begin by proposing the founding 

principles of our Usage Coverage Model (UCM): terms, 

definitions, variable classes and relation classes. Next, we show 

how it may be integrated into a method of discrete choice 

analysis to form the complete UCM. Finally, we apply the 

UCM in a brief case study of cutting a wood board with a 

jigsaw tool in order to exemplify how the model may be used to 

predict customer demand. We conclude by reaffirming the 

utility of the UCM model and outlining the further research 

work that will be done in the future. 

 

2. THE USAGE MODEL: BASIC PRINCIPLES 

Our objective is to deliberately put the emphasis on the 

fitting of a set of product usages with a given product. We call 

this fitting or adequacy the usage coverage of a product 

solution. Our primary objective is to define a representation 

language of customer usage. Further, we want to determine a 

customer choice model based on usages and an inference 

mechanism for determining the usage coverage of a product 

regarding a set of expected usages. 

In our usage model, a product, defined by its design 

parameter vector 𝑋, must be adapted at best to a set of customer 

usages 𝑈 (see figure 2).  

𝑋 are product design parameters. 

Let us use the example of the expected usage “to cut wood 

sticks and boards of defined materials and dimensions” 

throughout this paper. This example may correspond to the 

market situation described above. Indeed, this is a technical 

domain for which the definition of the expected usages is very 

important and the subjective (sensorial, aesthetic, perceptual…) 

expectations are minor for an experienced handyman or 

craftsman. In addition, a number of saw categories may deliver 

an expected cutting service with different effectiveness, 

efficiency and comfort results. Let us mention the main 

categories (see table 1): jigsaws, bow saws, panel saws, knife 

saws, circular saws, miter saws, chain saws, band saws. These 

tool categories are more or less adapted to a given cutting 

usage. Moreover, when considering a set of cutting usages 

(situations), one tool of a given category might cover more or 

less successfully the entire set of expected usages. For instance, 

a conventional jigsaw can primarily cover the whole set of 

expected cutting usages providing the thickness dimension is 

Demographic

S1 age, income, etc.

S2 height, weight, etc.

S3 purchase history

Usage S4

Off road

Commute

Utility   

Moving 

Consumer Heterogeneity

Demographic

S1 age, income, etc.

S2 height, weight, etc.

S3 purchase history

Demographic

S1 age, income, etc.

S2 height, weight, etc.

S3 purchase history

Usage S4

Off road

Commute

Utility   

Moving 

Usage S4

Off road

Commute

Utility   

Moving 

Consumer HeterogeneityConsumer Heterogeneity
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lower than 4.5 cm – i.e. it relates to the traditional length of 

cutting blades for jigsaws -. In other usage situations – beyond 

4.5 cm of wood thickness -, a jigsaw is inadequate; only a band 

saw may exceed this dimension but, as a consequence, it is not 

well adapted to any type of wood. Imposing the use of a unique 

saw results in a partial coverage of cutting usages. 

 

Table 1: The main wood saw categories 

 

 
  

 

 

 

 

Jigsaw Bow saw Panel saw Knife saw 

 

 

  

 
 

Circular saw Motorized miter 

saw 

Chain saw Band saw 

 

In general, the results of product usage by a customer may 

depend upon his/her degree of skill, let us say the 𝐶𝑠 vector. For 

instance, a novice handyman may fail to cut a thick wood board 

of hard wood. This notion is rarely taken into account when 

building customer demand models. 

𝐶𝑠s are user-related parameters that affect performances. 

Moreover, the definition of the acceptability threshold of a 

performance is also customer dependent. For instance, a 

demanding customer may reject a board cut with insufficient 

accuracy or a peeling or jagged cut. Every customer has his/her 

own opinion on acceptable performance thresholds or bounds 

that he/she is willing to tolerate. Let us call 𝐶𝑏 these acceptable 

bounds.  

𝐶𝑏 are user acceptable bounding constraints of service 

performances.  

 

Finally, within these acceptable bounds, the obtained 

performances are considered acceptable and a usage can be 

completed. But, the customer may express some preferences 

about the degree of service quality perceived. Let us call 𝐶𝑝 the 

customer preferences.  

𝐶𝑝 are user preferences of performance.  

 

 

which Design X… 

 

 

knowing I am a 

customer with accepted bounds Cb for service  

performances, 

some skills Cs 
and some preferences Cp  

 

…is best adapted to Usage U? 

 

Figure 2: Objective of a design product : to be 
adapted at best to a given set of usages U 

We determine that the performances of the service 

provided by a given product 𝑋 handled by a user with skill 

𝐶𝑠 are acceptable when performances respect the bound 𝐶𝑝 and, 

in that case that the perceived service quality depends on some 

preferences 𝐶𝑝. Finally, let us call 𝑆 the user-related parameters 

that influence acceptable performance bounds and preferences 

and, consequently, the design choice. It should be noted that 

there is not a strict partition between 𝐶𝑠 and 𝑆. For example, 

gender belongs to 𝐶𝑠 and 𝑆 vectors since it may influence the 

performance achieved (𝐶𝑠 vector) and it may also influence 

how products are viewed in a choice situation (𝑆 vector). 

 S are customer demographics which influence choice 

behavior. 

In the following, we prefer to consider a product as a 

service provider to realize some expected usage. This choice 

has several strong advantages. First, it allows us to consider not 

only a physical product but a mix of products-services; second, 

the usage context surrounding products is made more apparent 
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when viewed in this way. Let us propose a series of structuring 

definitions, starting by the one of a service 

A service consists in transforming an initial state of the 

customer environment into a final state, the discrepancies 

between the initial and the final stages being mostly 

desirable. 

The initial state is the part of the environment that will be 

transformed by the product use (e.g., the board to cut). The 

final state is what has been changed (e.g., the board cut into two 

parts and, unfortunately, some sawdust). Let us note that what 

has been changed is not necessarily desired like sawdust. This 

representation of a service as a transformation (see figure 3) 

allows a clear definition of service performances and a useful 

distinction between these performances. 

Service performances 𝑌 are of two kinds: they feature the 

results of the transformation by the service and they 

feature the transformation conditions. 

Let us call 𝑌𝑟  the first kind of transformation results 

characteristics and 𝑌𝑡 performances characteristics of the 

transformation conditions. Then, the entire performance vector 

is: 

𝑌 = (𝑌𝑟 , 𝑌𝑡) (1) 

The 𝑌𝑟  vector represents the measures of the end 

performances of the resulting service. 

Examples of 𝑌𝑟  for the “cutting wood” problem include the 

precision or the planarity. The performances related to the 

transformation conditions must not refer to any resulting design 

characteristics but rather to the manner in which the 

transformation (design use completion) occurs.  

The 𝑌𝑡 vector represents the measures of the performances 

related to the way the service is delivered. 

 

 
Initial state 

(what will be 

transformed) 

Transformation 

conditions TEMIF: 

Time – Energy – 

Material – Information 

– Flows 

 
Final state 

(what has been 

transformed) 

 

Performances of 

transformations Yt 

 

Figure 3: The customer is seen as a product user and 
a product is seen as a service provider 

Examples of 𝑌𝑡 include the 𝑙𝑖𝑛𝑒𝑎𝑟_𝑠𝑝𝑒𝑒𝑑 or the 𝑛𝑜𝑖𝑠𝑒. 

Transformation conditions may be enumerated after the TEMIF 

acronym – Time, Energy, Material, Information, Flows -. Flows 

correspond to any other type of flow (forces or perceptions like 

safety, comfort, noise…). They may be considered as 

performances if a customer has related specifications or 

preferences. 

The so-called transformation occurs in a service 

environmental context 𝐸 which is common to both initial and 

final states and influences the service performances. More 

generally, it includes the description of the conditions of an 

elementary service to deliver. For instance, an environmental 

context of the “to cut a wood board” service may be the wood 

type, the cut instruction (e.g. length, thickness), the presence of 

a workbench, the location of the cutting operation, etc. 

Variable set 𝐸 represents any variables that describe the 

conditions under which the product is used to provide the 

service. 

 

3. THE USAGE MODEL: GENERAL MODEL 

In the present usage coverage model (see figure 5 for a 

global picture), 𝑌𝑟  and 𝑌𝑡 performances depend both on the 

design solution considered 𝑋, the usage context 𝐸 and the 

customer skills 𝐶𝑠. It is expressed by: 

{
𝑌𝑟 = 𝑓𝑟(𝑋, 𝐸, 𝐶𝑠)

𝑌𝑡 = 𝑓𝑡(𝑋, 𝐸, 𝐶𝑠)
 (2) 

Functions 𝑓𝑟 and 𝑓𝑡 are called performance equations since 

they, most of the time, define explicitly the service 

performances from physics models or empirical studies (virtual 

or real design of experiments that lead to performance 

metamodels, see [15]). The elicitation of theses equations is of 

the utmost importance as soon as we want to study the mapping 

between given usages and a given product design 𝑋 (see next 

chapters). 

The performance bounds 𝐶𝑏 and the performance 

preferences 𝐶𝑝 are dependent on user-related parameters 𝑆. 

It is now time to define what a usage is. We first provide 

the definition of a usage need. Then, we propose three 

definitions of effective usages given a product design 𝑋: 

feasible usage, acceptable usage and preferred usage, ranging 

from the less to the most constraining definition of a usage.  

A usage needed is a set of expected usage contexts 𝐸𝑖 
associated with a usage frequency 𝐹𝑖.  

This usage frequency 𝐹𝑖 is the number of times the product 

is yearly used for the given usage context 𝐸𝑖. A usage needed is 

then expressed by: 

𝑈𝑛𝑒𝑒𝑑𝑒𝑑 = {(𝐸𝑖 , 𝐹𝑖)} (3) 
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An example of a usage needed set is provided in table 2, 

where a given customer expects to successfully cut 𝐹1 wood 

sticks and 𝐹2 wood boards per year. It is interesting to note that, 

in practice, the usage contexts are themselves value sets since 

they are defined as Cartesian products of domains. 

 

Table 2: Example of a usage needed set composed of 
two usage contexts of different usage percents 

Definition of 

usage needed 

Usage contexts Usage 

frequency 

 

𝐸1 =

{
 

 
𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 = {𝑤𝑜𝑜𝑑},

𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 ∈ [5,40],

𝑙𝑒𝑛𝑔𝑡ℎ ∈ {5,60},

𝑤𝑜𝑟𝑘𝑏𝑒𝑛𝑐ℎ = {𝑛𝑜} }
 

 
 

𝐹1 

 

𝐸2 =

{
 

 
𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 = {𝑤𝑜𝑜𝑑},

𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 ∈ [10,30],

𝑙𝑒𝑛𝑔𝑡ℎ ∈ {20,1000},

𝑤𝑜𝑟𝑘𝑏𝑒𝑛𝑐ℎ = {𝑦𝑒𝑠}}
 

 
 

𝐹2 

 

A feasible usage is the subset of needed usage contexts 

that can be fulfilled by a given design 𝑋. 

It means that we look at accomplishing the minimal service 

so as to be feasible, i.e. effectively cutting a wood board or 

stick defined by 𝐸𝑖 without any user requirement neither on the 

quality of the resulting performances 𝑌𝑟  – e.g. the 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 or 

the 𝑠𝑢𝑟𝑓𝑎𝑐𝑒_𝑟𝑢𝑔𝑜𝑠𝑖𝑡𝑦 -, nor on the preferences on the service 

processing 𝑌𝑡 – e.g., the 𝑙𝑖𝑛𝑒𝑎𝑟_𝑠𝑝𝑒𝑒𝑑 or the 𝑛𝑜𝑖𝑠𝑒 -. It can be 

expressed by:  

𝑈𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒(𝑋, 𝑈𝑛𝑒𝑒𝑑𝑒𝑑 , 𝐶𝑠) = 

{
 

 
(𝐸𝑖

∗, 𝐹𝑖), 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 

(𝐸𝑖 , 𝐹𝑖) ∈ 𝑈𝑛𝑒𝑒𝑑𝑒𝑑  

and 𝐸𝑖
∗ ⊆ 𝐸𝑖

and 𝑌𝑟𝑖 = 𝑓𝑟(𝑋, 𝐸𝑖
∗, 𝐶𝑠) 𝑖𝑠 𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒}

 

 

 
(4) 

A “feasible performance” in the aforementioned formula 

means for instance that cutting the board is possible whatever 

the linear speed and the cutting quality. For cutting the board, 

the linear speed must be strictly positive, which requires a 

minimal value of horizontal force and may be impossible by the 

user ability (𝐶𝑠 vector). 

Figure 4 graphically represents the calculation of the 

feasible usage 𝑈𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒  from the needed usage 𝑈𝑛𝑒𝑒𝑑𝑒𝑑 . For 

each needed usage context 𝐸𝑖 it amounts to shrink its domain 

values to its feasible part 𝐸𝑖
∗; this domain reduction being 

expressed by 𝐸𝑖
∗ ⊆ 𝐸𝑖 . As soon as one domain of 𝐸𝑖

∗ becomes 

empty, the initial usage context 𝐸𝑖 cannot be fulfilled, even 

partially, i.e., with certain value ranges. 

 

 

Figure 4: Calculation of the feasible usage set 

𝑼𝒇𝒆𝒂𝒔𝒊𝒃𝒍𝒆 from the needed usage set 𝑼𝒏𝒆𝒆𝒅𝒆𝒅 

 

An acceptable usage is the subset of a usage need that is 

fulfilled by a given design 𝑋 and which is compliant with 

the required quality level of the service results.  

It can be expressed by:  

𝑈𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒(𝑋, 𝑈𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒 , 𝐶𝑠, 𝐶𝑏) = 

{
 
 

 
 

(𝐸𝑖
∗, 𝐹𝑖), 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡

 (𝐸𝑖 , 𝐹𝑖) ∈ 𝑈𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒(𝑋, 𝑈𝑛𝑒𝑒𝑑𝑒𝑑 , 𝐶𝑠)

and 𝐸𝑖
∗ ⊆ 𝐸𝑖

and 𝐶𝑏(𝑌𝑟𝑖) 𝑤𝑖𝑡ℎ 𝑌𝑟𝑖 = 𝑓𝑟(𝑋, 𝐸𝑖
∗, 𝐶𝑠)}

 
 

 
 

 
(5) 

The expression 𝐶𝑏(𝑌𝑟) meaning that the bounding 

constraints 𝐶𝑏 on performances 𝑌𝑟  are respected. For instance, a 

cutting service may be acceptable if and only if the 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 

and the 𝑝𝑙𝑎𝑛𝑎𝑟𝑖𝑡𝑦 of the cutting surface area is sufficient. 

Otherwise, the customer would reject the service and throw or 

recycle the processed wood parts. 

A preferred usage is the possible subset of a usage need 

that is fulfilled by a given design 𝑋 and which is 

compliant with the required quality level of the service 

results as well as with the maximum level of comfort, 

safety and pleasure during the service processing. 

It can be expressed by:  

𝑈𝑝𝑟𝑒𝑓𝑒𝑟𝑟𝑒𝑑(𝑋, 𝑈𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒 , 𝐶𝑠, 𝐶𝑏 , 𝐶𝑝) = 

{
  
 

  
 

(𝐸𝑖
∗, 𝐹𝑖), 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 

(𝐸𝑖 , 𝐹𝑖) ∈ 𝑈𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒(𝑋, 𝑈𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒 , 𝐶𝑠, 𝐶𝑏)

and 𝐸𝑖
∗ ⊆ 𝐸𝑖  

and 𝐶𝑝(𝑌𝑡𝑖)

𝑤𝑖𝑡ℎ 𝑌𝑡𝑖 = 𝑓𝑡(𝑋, 𝐸𝑖
∗, 𝐶𝑠)

 }
  
 

  
 

 
(6) 
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For instance, a cutting service is preferred if and only if the 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 and the 𝑝𝑙𝑎𝑛𝑎𝑟𝑖𝑡𝑦 of the cutting surface area is 

sufficient and the 𝑐𝑜𝑚𝑓𝑜𝑟𝑡 and 𝑠𝑎𝑓𝑒𝑡𝑦 conditions are 

satisfactory. 

Figure 5 may summarize the principles of our usage model.  

The major usefulness of such a Usage Coverage Model 

(UCM) is to be able to choose among several parameterized 

designs and to optimize it, starting from a targeted set of usage 

needed. On an analysis point of view, we want to get a 

graphical image of the need coverage of a given product or a 

given product family, in comparison with other competing 

products or product families. We also want to be able to take 

the different psychological and behavioral customer profiles 

into account in terms of quality requirements concerning both 

the service performance results 𝑌𝑟  and the service processing 

conditions 𝑌𝑡. From the adopted definitions (eq. 4-6) and the 

set-based modeling of the usages, it follows that: 

𝑈𝑝𝑟𝑒𝑓𝑒𝑟𝑟𝑒𝑑(𝑋, 𝑈𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒 , 𝐶𝑠, 𝐶𝑏 , 𝐶𝑝)

⊆ 𝑈𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒(𝑋, 𝑈𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒 , 𝐶𝑠, 𝐶𝑏)

⊆ 𝑈𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒(𝑋, 𝑈𝑛𝑒𝑒𝑑𝑒𝑑 , 𝐶𝑠) ⊆ 𝑈𝑛𝑒𝑒𝑑𝑒𝑑  

(7) 

 

 

Figure 5: Principles of the usage coverage model 

 

Table 3 summarizes the different usage sets we might get 

when using the usage coverage model. We might be able to 

figure out the shrinking ratio of the usage needed set when the 

service must be fulfilled by a given product-service design 𝑋: 

𝑈𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒(𝑋, 𝑈𝑛𝑒𝑒𝑑𝑒𝑑 , 𝐶𝑠) (see row #3 of table 3). As soon as the 

customer requires that the service results be of a certain quality 

level, the effective usage set acceptable for a given design X is 

further shrunk into 𝑈𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒(𝑋, 𝑈𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒 , 𝐶𝑠, 𝐶𝑏) (see row #4 

of table 3). If, in addition, the customer wants to get these 

results with a quality of the service processing, this 

𝑈𝑝𝑟𝑒𝑓𝑒𝑟𝑟𝑒𝑑(𝑋, 𝑈𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒 , 𝐶𝑠, 𝐶𝑏 , 𝐶𝑝) usage set may be 

considered as a mathematical fields of preferences. 

Our ultimate goal is to develop usage-oriented choice 

models for narrowing down the choice alternatives for each 

person to only those which meet his/her requirements. Or, from 

a product point of view, to assess the competitive advantages of 

a given product among a set of preexisting competing products 

defined by slightly different design parameters.  

Table 3: Graphical representations of the 4 different 
usage sets 

Usage type Graphical 

representation of the 

usage set 

 

 

𝑈𝑛𝑒𝑒𝑑𝑒𝑑 

 

 

 

𝑈𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒  

(𝑋, 𝑈𝑛𝑒𝑒𝑑𝑒𝑑 , 𝐶𝑠) 

 

 

𝑈𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒 

(𝑋, 𝑈𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒 , 𝐶𝑠, 𝐶𝑏) 

 

 

 

𝑈𝑝𝑟𝑒𝑓𝑒𝑟𝑟𝑒𝑑  

(𝑋, 𝑈𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒 , 𝐶𝑠, 𝐶𝑏 , 𝐶𝑝) 

 
 

 

Table 4: Basic comparisons of two preferred usage 
sets for two given design products 

Comparison of 

usage sets 

Graphical representation 

of the usage sets 

𝑈𝑝𝑟𝑒𝑓𝑒𝑟𝑟𝑒𝑑(𝑋1)

∪ 𝑈𝑝𝑟𝑒𝑓𝑒𝑟𝑟𝑒𝑑(𝑋2) 

 

𝑈𝑝𝑟𝑒𝑓𝑒𝑟𝑟𝑒𝑑(𝑋1)

∩ 𝑈𝑝𝑟𝑒𝑓𝑒𝑟𝑟𝑒𝑑(𝑋2) 

 
 

For instance, our model might be able to answer questions 

as (see also table 4): 
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- What is the part of the usage set which is best 

preferred by our own product (it may be empty for a 

low-cost tool)? 

- What is the total surface area of the feasible space 

covered by our design solution, in comparison with the 

competing ones? 

- For a given customer segment having a certain quality 

requirement on the service results as well as on the 

service processing, is our product-service competing 

(best preferred or at least acceptable) in considering a 

characteristic usage need scope? 

- And so on. 

 

4. DISCRETE CHOICE ANALYSIS FOR BUILDING 
A USAGE DEMAND MODEL 

Discrete Choice Analysis (DCA) [16] is used to model 

product demand by capturing individual customers’ choice 

behavior, in which performance of a given product is 

considered versus that of competitive products. DCA is based 

upon the assumption that individuals seek to maximize their 

personal customer choice utility, 𝑢, when selecting a product 

from a choice set. The concept of choice utility is derived by 

assuming that the individual’s (𝑛) true choice utility, 𝑢, for a 

design alternative, 𝑖, consists of an observed part 𝑊, and an 

unobserved random disturbance  (unobserved utility): 

𝑢𝑖𝑛 = 𝑊𝑖𝑛 + 𝜀𝑖𝑛 (8) 

While there are a number of DCA techniques popular in 

literature (e.g., Multinomial Logit, Nested Logit, Mixed Logit), 

they are distinguished from each other by the degree of 

sophistication with which they model the unobserved customer 

choice utility error  and heterogeneity in customer preferences. 

While the Multinomial Logit (MNL) model displays the 

Independence of Irrelevant Alternatives (IIA) property, it is 

used in this work to demonstrate the proposed design process. 

In the Multinomial Logit (MNL) model, the coefficients β of 

the observed customer choice utility function 𝑊 for the product 

attributes are identical across all customers. However, 

heterogeneity is modeled by considering demographic 

attributes 𝑆 (e.g., customer’s age, income, etc.) in the customer 

choice utility function. Assuming this utility function can be 

expressed as a linear combination of attributes, 𝑊 is a function 

of the product performance 𝑌𝑖𝑛 (no distinction made here 

between 𝑌𝑟  and 𝑌𝑡) and customer demographic attributes Sn: 

𝑊𝑖𝑛 = 𝛽1𝑌𝑖𝑛 + 𝛽2𝑆𝑛 + 𝛽3(𝑌𝑖𝑛  𝑆𝑛) (9) 

The product performance 𝑌𝑖𝑛, varies for each alternative 𝑖 
based upon the design of the product 𝑋𝑖, and for each person 𝑛 

based upon his/her specific usage environment 𝐸𝑛 (i.e. how the 

product is used) and skill level 𝐶𝑠𝑛, i.e. product performance is 

a function of both the product design and how it will be used. 

Therefore 𝑌𝑖𝑛 can be expressed as: 

𝑌𝑖𝑛 = 𝑓(𝑋𝑖 , 𝐸𝑛 , 𝐶𝑠𝑛) (10) 

This functional relationship is established using physics 

based engineering analysis models or models fit to empirical 

data (i.e. regression modeling). Thus, choice modeling 

considering usage context can be viewed as a 2-level 

hierarchical choice model [15], in which design, usage 

environment, and skill level are mapped to performance at the 

lower level, and performance and demographic attributes are 

mapped to choice utility at the upper level.  

The formulation given by Eqs. (9) and (10) implicitly 

assumes the product is used for a single usage environment, En, 

for each customer. However, customers may use a single 

product in multiple usage environments and with multiple 

usage frequencies, what we gather into a usage needed. For 

example a saw may be used by a customer both for precision 

cutting and general construction needs. Therefore, a 

complementary utility formulation to Eq. (9) can be developed 

for the case of multiple customer usages, 𝐸𝑘, where 𝑘 is the 

number of unique usage environments for the product. Utility 

𝑊𝑖𝑛 is given by: 

𝑊𝑖𝑛 = 𝛽1𝑌𝑖𝑛 + 𝛽2𝑆𝑛 + 𝛽3(𝑌𝑖𝑛 𝑆𝑛) + 𝛽4(𝐹𝑛,𝐸𝑘  𝑌𝑖𝑛,𝐸𝑘)⏟          
𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑒 𝑈𝑠𝑎𝑔𝑒𝑠

 
(11) 

In this expression, the 𝑌𝑖𝑛,𝐸𝑘 are those performances which 

are a function of 𝐸𝑘, whereas 𝑌𝑖𝑛 are performance that are 

independent of specific 𝐸𝑘. The 𝐹𝑛,𝐸𝑘 term is the percentage of 

usage time associated with each specific usage environment 𝐸𝑘. 

The 𝐹𝑛,𝐸𝑘 acts as a weighting factor to place greater weight on 

the most frequent usages of the product, and less weight on 

infrequent usages in the utility function. 

Estimation of the customer choice utility function 𝑊 

allows the choice share 𝐶𝑆, for a choice alternative 𝑖 to be 

determined by summing over the market population 𝑁, all 

probabilities 𝑃𝑟𝑛(𝑖), of a sampled individual 𝑛, choosing 

alternative 𝑖 from a set of 𝐽 competitive choice alternatives: 

𝐶𝑆(𝑖) =∑𝑃𝑟𝑛(𝑖)

𝑁

𝑛

=∑
𝑒𝑊𝑖𝑛

∑ 𝑒𝑊𝑘𝑛
𝐽
𝑘=1

𝑁

𝑛

 (12) 

The set of choice alternatives 𝐽 may include both the new 

designed product and the existing competitive alternatives 

available on the market. The choice alternative set is composed 

of either actual consumer purchase choices from a set of 

product alternatives or simulated product choices, such as those 

resulting from a market survey. Demand for a given design 

alternative 𝑖, at time 𝑡, 𝑄(𝑖)𝑡, is the product of choice share 

𝐶𝑆(𝑖) by the total market size (or aggregate market segment 

demand) 𝐷(𝑡), for a given product (e.g. circular saw or jigsaw): 

𝑄(𝑖)𝑡 = 𝐶𝑆(𝑖) 𝐷(𝑡) (13) 

One challenge in design for usage context, seen in Eq. 

(10), is that it can be challenging to develop a single product 𝑋𝑖 
which achieves high performance 𝑌𝑖𝑛 across many usage 

environments 𝐸𝑛, and customer skill levels 𝐶𝑠𝑛. In product 

design, a trade-off exists between making several unique 
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products or a family of products for usages that are similar, or 

to make fewer, highly flexible products which cover several 

usage contexts. To enable this decision-making process, similar 

usage contexts must first be understood. In our framework, 

usage environment is generally defined by several variables, for 

example usage context includes material type, size, hardness 

and attributes of location for the saw design problem. 

Additionally, customer skill level may be characterized by one 

or more attributes. Usage similarity must take into account all 

usage environments and skill level attributes. Two methods are 

used for identifying similar usages: Latent Class Analysis 

(LCA) [17], used when the usage attributes are categorical 

(e.g., type of wood) or ordinal (e.g. skill level on a scale of 1-3) 

measures, and Cluster Analysis (CA) [18] when the usage 

variables are continuous (e.g. thickness of cut to be made). 

These methods are capable of identifying the optimal number 

of latent classes or clusters, and all usage contexts which 

belong to each latent class or cluster. A product development 

team can use Eq. (13) to estimate the potential choice share for 

a product design 𝑋𝑖 for each of the usage context clusters or 

latent classes for product design decision-making. 

5. APPLYING THE USAGE MODEL FOR 
“CUTTING WOOD STICKS AND BOARDS” 

In this section we will provide an example set of usage 

environments and performances, as well as an example of the 

propagation of usage-specific performance to choice utility. Let 

us imagine what variable sets may be for the service of “cutting 

wood sticks and boards” for a given user and with the aid of a 

given saw tool. 

The usage context variables 𝐸 may be: 

 The location where the cutting operation must or 

is supposed to take place. We may want a more or 

less flexibility in the tool mobility. Then, we get 

the following discrete context variable: 

𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 ∈  {𝑜𝑢𝑡𝑠𝑖𝑑𝑒, 𝑟𝑜𝑜𝑚, 𝑔𝑎𝑟𝑎𝑔𝑒, 𝑔𝑎𝑟𝑑𝑒𝑛} 

 The material to be cut: 

𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙
∈ { 𝑤𝑜𝑜𝑑, 𝑠𝑡𝑒𝑒𝑙, 𝑝𝑙𝑎𝑠𝑡𝑒𝑟, 𝑐𝑜𝑛𝑐𝑟𝑒𝑡𝑒, 𝑏𝑟𝑒𝑎𝑘} 

 The type of cut which is planned: 

𝑡𝑦𝑝𝑒_𝑜𝑓_𝑐𝑢𝑡
∈ {𝑟𝑖𝑔ℎ𝑡, 𝑖𝑛𝑐𝑙𝑖𝑛𝑒𝑑, 𝑐𝑢𝑟𝑣𝑖𝑙𝑖𝑛𝑒𝑎𝑟, 𝑔𝑟𝑜𝑜𝑣𝑒} 

 The cutting trace width, whatever the type_of-cut: 

𝑤𝑖𝑑𝑡ℎ ∈ 𝑅 

 The cutting curvilinear length, whatever the 

type_of_cut: 

𝑙𝑒𝑛𝑔𝑡ℎ ∈ 𝑅 

 The presence of a workbench that stabilizes and 

maintains a wood board or a wood cut during the 

cutting operation: 

𝑤𝑜𝑟𝑘𝑏𝑒𝑛𝑐ℎ ∈  {𝑦𝑒𝑠, 𝑛𝑜} 

 The presence or not of an electrical outlet in the 

neighborhood of the place where the need is 

effective: 

𝑜𝑢𝑡𝑙𝑒𝑡 ∈  {𝑦𝑒𝑠, 𝑛𝑜} 

The performances 𝑌𝑟  corresponding to the service results 

may be: 

 The planarity of the cut surface area: 

𝑝𝑙𝑎𝑛𝑎𝑟𝑖𝑡𝑦 ∈ 𝑅 

 The precision of the cut surface area relatively to 

the target and depending of 𝑡𝑦𝑝𝑒_𝑜𝑓_𝑐𝑢𝑡: 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∈ R 

 The cut surface area rugosity: 

𝑠𝑢𝑟𝑓𝑎𝑐𝑒_𝑟𝑢𝑔𝑜𝑠𝑖𝑡𝑦 ∈ {𝑠𝑜𝑓𝑡,𝑚𝑒𝑑𝑖𝑢𝑚, 𝑟𝑜𝑢𝑔ℎ} 

 The edge lifting: 𝑒𝑑𝑔𝑒_𝑙𝑖𝑓𝑡𝑖𝑛𝑔 ∈  {𝑦𝑒𝑠, 𝑛𝑜} 

 The purchasing price: 𝑝𝑟𝑖𝑐𝑒 ∈ 𝑅 

The performances 𝑌𝑡 corresponding to the transformation 

conditions – TEMIF standing for Time, Energy, Material, 

Information, Fields - may be: 

 (T) 𝑙𝑖𝑛𝑒𝑎𝑟_𝑠𝑝𝑒𝑒𝑑  (𝐶𝑠 dependent) 

 (T) 𝑝𝑟𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛_𝑡𝑖𝑚𝑒 (𝐶𝑠 dependent) 

 (E) 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑎𝑙_𝑒𝑛𝑒𝑟𝑔𝑦 (𝐶𝑠 dependent) 

 (M) 𝐷𝑢𝑠𝑡_𝑟𝑎𝑡𝑖𝑜 =
𝑇𝑜𝑡𝑎𝑙_𝑑𝑢𝑠𝑡 (𝑙𝑒𝑛𝑔𝑡ℎ × 𝑤𝑖𝑑𝑡ℎ)⁄  

 (I) 𝑉𝑖𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦 

 (F) 𝑆𝑎𝑓𝑒𝑡𝑦    (𝐶𝑠 dependent) 

 (F) 𝑁𝑜𝑖𝑠𝑒 

 (F) 𝐹𝑜𝑟𝑐𝑒&𝑉𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛𝑠 (𝐶𝑠 dependent) 

 (F) 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔_&_𝑚𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒_𝑐𝑜𝑠𝑡𝑠 (𝐶𝑠 
dependent) 

The design vector 𝑋 may be composed of a set of 

variables, specific to any design solution. In table 5, two design 

solutions, able to “cut wood sticks and boards” are described by 

their major design variables: a rotating saw and a jigsaw. Here, 

our understanding of design vector 𝑋 is much closer to the 

marketing attributes any customer may apprehend whenever 

he/she looks at purchasing a given tool than to the design 

parameters of Suh in axiomatic design theory [19]. One can 

note that the composition of 𝑋 vectors is not necessarily the 

same for two different design architectures. In table 5, the 

jigsaw has an additional 𝑋 component and the speed variable is 

rotational for the circular saw and is a translational frequency 

for the jigsaw. Conversely, the composition of the 𝑌 vector is 

common for all the saw architectures since it gathers 

performances exclusively linked to the service. 
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With expressions for 𝑌𝑟  and 𝑌𝑡 for the service of cutting 

wood sticks and boards, the consumer data required for 

estimating the choice model can be collected. A choice-based 

conjoint survey can be completed by a sample of consumers 

from a target market segment, characterized by varying usage 

environments 𝐸, skill levels 𝐶𝑠, and demographic attributes 𝑆. 

Each model to be estimated will have a different 

optimal conjoint design and sample size [16]. In this survey, the 

respondents are provided with a set of saw designs with 

differing performance levels 𝑌, and select their preferred saw 

design from the choice alternatives. Completion of the survey 

by all respondents provides the data necessary for estimation of 

the choice model. Estimation of the choice model allows 

prediction of the potential choice share for a given saw design 

𝑋𝑖 for a target market characterized by (𝐸, 𝐶𝑠, 𝑆), using Eq. 12. 

 

Table 5: Representation of two design solutions X 

Circular saw Jigsaw 

 

 
𝑃𝑜𝑤𝑒𝑟 =  1000 𝑊 𝑃𝑜𝑤𝑒𝑟 =  500 𝑊 

𝑇𝑦𝑝𝑒_𝑜𝑓_𝐵𝑙𝑎𝑑𝑒 =  {𝑤𝑜𝑜𝑑} 𝑇𝑦𝑝𝑒_𝑜𝑓_𝐵𝑙𝑎𝑑𝑒 
=  {𝑤𝑜𝑜𝑑, 𝑠𝑡𝑒𝑒𝑙} 

𝑠𝑝𝑒𝑒𝑑 =  1 𝑚/𝑠 𝑠𝑝𝑒𝑒𝑑 ∈  [1, 15] 𝑠𝑡𝑟𝑜𝑘𝑒 𝑠⁄  

𝑀𝑎𝑥𝑖𝑚𝑎𝑙_𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 
∈  [10𝑚𝑚, 40𝑚𝑚] 

𝑀𝑎𝑥𝑖𝑚𝑎𝑙_𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 
∈  [3𝑚𝑚, 45𝑚𝑚] 

𝐿𝑖𝑔ℎ𝑡 =  {𝑦𝑒𝑠} 𝐿𝑖𝑔ℎ𝑡 =  {𝑛𝑜} 
𝐿𝑎𝑠𝑒𝑟 =  {𝑦𝑒𝑠} 𝐿𝑎𝑠𝑒𝑟 =  {𝑛𝑜} 

𝐶ℎ𝑎𝑛𝑔𝑒𝑎𝑏𝑙𝑒_𝐵𝑙𝑎𝑑𝑒 =  {𝑛𝑜} 𝐶ℎ𝑎𝑛𝑔𝑒𝑎𝑏𝑙𝑒_𝐵𝑙𝑎𝑑𝑒 =  {𝑦𝑒𝑠} 
𝐷𝑢𝑠𝑡_𝐴𝑠𝑝𝑖𝑟𝑎𝑡𝑖𝑜𝑛 
=  {𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒_𝑜𝑝𝑡𝑖𝑜𝑛} 

𝐷𝑢𝑠𝑡_𝐴𝑠𝑝𝑖𝑟𝑎𝑡𝑖𝑜𝑛 =  {𝑛𝑜} 

𝑃𝑟𝑖𝑐𝑒 𝑃𝑟𝑖𝑐𝑒 

 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔_𝑐𝑜𝑠𝑡 since blades 

frequently break 

 

Prediction of choice share for a given design enables use 

of the Decision-based Design framework [13] to make 

engineering design decisions.  

In order to provide further explanation of our method, we 

will use the brief example of a jigsaw tool being used to cut a 

wood board. For simplicity, we will only concern ourselves 

with the comfort of the user’s wrist, 𝑃𝑐𝑜𝑚𝑓𝑜𝑟𝑡  as the sole 

measure of performance: 

𝑃𝑐𝑜𝑚𝑓𝑜𝑟𝑡 = 1 − |
𝑀𝑤

𝑀𝑤 𝑚𝑎𝑥
| , ∈ [0,1] (14) 

where 𝑀𝑤 𝑚𝑎𝑥 is the maximum amount of wrist torque that the 

user can provide (an element of skill), while 𝑀𝑤 is the torque 

received in the wrist of the user, calculated as: 

𝑀𝑤 = 𝐹𝑎 (𝐻𝑤 +
𝑇𝑐
2
) + 𝐹𝑐𝐿𝑤 + 𝐹𝑓𝐻𝑤 − (𝑑 + 𝐿𝑤)𝐹𝑟 (15) 

and is a function of design and context attributes. 𝐻𝑤 and 𝐿𝑤 

describe the position of the wrist, while 𝑑 describes the location 

of the reaction force on the jigsaw slider, all of which are 

elements related to the product design. Elements of context 

include 𝑇𝑐, which is the thickness of the board being cut, and 𝐹𝑓 

and 𝐹𝑡, which are both functions of the friction factor between 

the jigsaw and wood. The remaining variables are intermediate 

variables, which are simply functions of other design and 

context variables. 𝐹𝑎 captures the force of the advancing blade 

on the wood, while 𝐹𝑐 describes the force of the cutting blade. 

With expression for 𝑌𝑡 performance 𝑃𝑐𝑜𝑚𝑓𝑜𝑟𝑡 defined, its 

use in choice modeling can be demonstrated. A choice-based 

conjoint survey can be completed by a sample of consumers 

from a target market segment, characterized by varying usages 

𝑈, skill levels 𝐶𝑠, and demographic attributes 𝑆. In this survey, 

the respondents are provided with a set of saw designs with 

differing performance levels of performance, including 

𝑃𝑐𝑜𝑚𝑓𝑜𝑟𝑡 , and select their preferred saw design from the choice 

alternatives. Completion of the survey by all respondents 

provides the data necessary for estimation of the choice model. 

Estimation of the choice model allows prediction of the 

potential choice share for a given saw design 𝑋𝑖 for a target 

market characterized by (𝐸, 𝐶𝑠, 𝑆). An example of the utility 

function for the two usages demonstrated in Table 3, 

considering only the single performance 𝑃𝑐𝑜𝑚𝑓𝑜𝑟𝑡 and a given 

user characterized by two 𝑆, age (Age) and income (Inc), is 

given by (interactions omitted): 

𝑊𝑖𝑛 = 𝛽1(𝐹1 𝑃𝑐𝑜𝑚𝑓𝑜𝑟𝑡,1) + 𝛽2(𝐹2 𝑃𝑐𝑜𝑚𝑓𝑜𝑟𝑡,2) + 𝛽𝑎𝑔𝑒  𝐴𝑔𝑒

+ 𝛽𝑖𝑛𝑐  𝐼𝑛𝑐 

(16) 

where F1 and F2 are the frequencies of usage for usages 1 and 

2, and 𝑃𝑐𝑜𝑚𝑓𝑜𝑟𝑡,1 and 𝑃𝑐𝑜𝑚𝑓𝑜𝑟𝑡,2 are the comforts associated 

with usages 1 and 2. This example demonstrates the 

propagation of a performance measure calculated using 

(𝑋, 𝐸, 𝐶𝑠) to the choice level utility function. The choice model 

provides prediction of choice share for a given design, enabling 

use of the Decision-based Design framework [13] to make 

engineering design decisions. 

 

CONCLUSION 
The usage coverage model (UCM) we proposed in this 

paper intends to represent a more thorough marketing model for 

products and services in which the contextualization of usage is 
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fundamental. Our model attempts to accomplish this by 

embodying a paradigm in which customers are understood as 

product employers and products as service providers. This 

method of quantifying individuals’ performances during 

product usage is new; it offers the advantage of linking with 

user experience to introduce the perceived quality of a 

product’s service, as well as to consider particular service 

delivery conditions. In this way, the UCM model is able to 

distinguish between the quality (or performance) of the 

product’s service results and the quality of the product’s service 

delivery process.  

In this paper, the principles of the UCM model – Usage 

Coverage Model –, i.e. terms, variable definitions and classes 

as well as relation classes are proposed. Four kinds of usage 

sets are defined. A Discrete Choice Analysis (DCA) model is 

proposed to build demand models that better correlate design 

parameters, product-service performances and demographic 

variables on the one side, and usage contexts, usage frequency 

ratios, user skills on the other side. 

This paper has presented the UCM model through the 

example of the choice of a saw tool for a cutting usage. Much 

work is being carried out to further develop the framework. We 

are currently creating adapted questionnaires to administer to 

customer panels to investigate cutting usages. The use of Latent 

Class Analysis (LCA) [17] and/or Cluster Analysis (CA) [18] to 

identify clusters of similar usages is being investigated. A 

method to narrow down the choice alternatives for a given 

consumer, based upon his/her usage and preferences, using 

constraint programming is under development. The physics-

based models of performances to provide unique performance 

levels for each usage context of each individual are currently 

under development. Usage coverage metrics are being 

developed to quantify the usage coverage of a given design. 

Extending these usage coverage metrics to product families is 

also a future goal. 
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