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SUMMARY

A novel integration scheme is proposed for fictitious domain finite element methods. It relies on
the use of a surface tracking strategy based on anisotropic mesh adaptation. Thanks to an error
estimator, the method builds iteratively an adapted anisotropic mesh which is refined near the
geometrical interface, and elongated in the direction of small curvature. This strategy allows to
decrease the integration cost which can be problematic for high order fictitious domain methods.
In addition, it opens the possibility for the creation of unfitted solid shell strategies that can
be used for the treatment of thin structures. Numerical studies show that the method leads to
promising results for both integration cost and behaviour with respect to locking.
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1 Introduction

Fictitious domain methods have recently gained more attention because of their favourable
properties to conduct design-through analysis [1]. Indeed, this concept aims at creating
more efficient part designs thanks to the tight relationship between CAD and analysis.
It allows designers to draw parts with mechanical efficiency in mind. Such strategies
require a seamless transition between geometrical representation (CAD surfaces for in-
stance) and analysis. Isogeometric analysis [2] was proposed with this objective in mind,
and has proved to be a very efficient method. However, meshing is still necessary: it
requires clean CAD surfaces, a volumetric parametrization of the solid [2] (whereas the
CAD only deals with surface representation), and also trimming-free surfaces [3, 4] ,
although this last topic is the subject of numerous recent works [5, 3, 6, 7, 8]. Thanks
to their ability to use unfitted meshes, fictitious domain methods are also an answer to
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this objective. Albeit known for decades [9], fictitious domain methods have been re-
cently revisited in the context of the X-FEM [10, 11, 12, 13, 14, 15], Cartesian grids [16]
for low-order approximations, and also in the context of higher order approximations
with the introduction of the Finite Cell method [17, 18, 19, 20, 21, 22]. This method
can be seen as a hybrid between p-fem and fictitious domains, retaining advantages of
both (i.e. exponential convergence for smooth solutions without meshing burden). The
difficulty shared by these methods lies in the cost and accuracy of the integration of
the weak form, as meshing difficulties are transferred into the proper integration of this
quantity. For low order approximations, the geometrical error is usually of higher order
than the approximation error: ”coarse” polygonal discretizations are sufficient if their
size is similar to the size of the approximation elements. Unfortunately, it is not the case
for higher-order approximations where the geometrical error has to be kept smaller than
the approximation error (which decreases exponentially). Sub-grid integration strate-
gies have been proposed in the context of both Finite Cell [19] and higher-order X-FEM
[23, 14]. In the first case, integration points in the sub-grid are filtered based on their
location whereas a fine triangulation of the surface is built for the latter. These two
approaches are satisfactory, but can require quite large computational resources for the
integration due to the large number of integration points, unless pre-computed strategies
like in [24] are considered. Recent contributions [25, 26, 27, 28] propose to use moment
fitting techniques [29, 30, 31] to construct integration rules on the fly. Blended inte-
gration cell methods have also been proposed in order to decrease the integration cost
thanks to large mapped integration cells [32, 33, 34, 35, 36, 37]. All these methods can
improve the efficiency of the integration although the most robust method remains the
sub-grid based integration. In this paper, we propose an efficient variant of sub-grid
integration rules that improves its numerical efficiency in low-curvature areas, and also
evaluate new possibilities opened by this method. In particular, we will focus on the
treatment of slender structures that are typically challenging for this family of methods,
as the size of the integration cells must be smaller than the thickness of the structure.
The method is based on an anisotropic mesh adaptation strategy [38] which consists in
optimizing not only mesh density, but also elements shape. A large literature is devoted
to this topic, interested reader is referred to [39, 40, 41, 42, 43, 44, 45, 46, 47] to name
a few. The adaptation strategy that is considered here is relying on the metric tensor
proposed by Coupez [48, 49]. This approach is based on the level-set representation of
the interface and ensures a proper representation of this surface with a minimum num-
ber of elements. The resulting mesh is naturally refined near large curvature regions
and elongated along low curvature zones. The proposed method enables to decrease the
number of integration points, but can also effectively capture the very thin areas of the
domain.
We thus propose to study the performances of fictitious domain methods for this family
of problems, which are generally approximated by means of shell and plate elements.
These models are computationally efficient as they require very few dofs through the
discretization of the mid-surfaces. However this meshing step can be tedious and these
elements are unable to represent complex through the thickness behaviours, and lead to
modelization issues for contact and in plate to solid transition zones. Thereby leading
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researchers to develop so-called solid-shell elements that are based on displacement-only
kinematic, with one layer of element across the thickness in order to improve their com-
putational efficiency. Such methods can effectively model thick and thin areas, large
strain problems, and capture through the thickness phenomena (especially for nonlinear
problems). The meshing step is also alleviated (although not removed). Naive solid-shell
elements are unfortunately subjected to membrane and shear locking so that adapted
formulations relying generally on assumed strain formulations with reduced integration
and hourglass control are usually used [50, 51, 52, 53]. This family of methods have been
recently extended in the context of isogeometric analysis by Bouclier et al. [54, 55, 56].
In addition, note also the contribution of Düster et al. [57] who proposed effective p-fem
formulations for plates en shells. All these methods rely on the meshing of the structure
which can be tedious for complex industrial parts. We therefore propose to evaluate the
performances of high-order fictitious domain methods in this context in order to combine
both the performances of fictitious domains (meshing ease) and high-order methods (ex-
ponential convergence). The proposed method can be seen as an extension of the method
proposed in [15].

The remainder of the paper is organized as follows: first, the anisotropic mesh adap-
tation method used in this contribution is introduced and illustrated. Then, its coupling
with fictitious domain methods is presented. In a second part, the strategy is assessed
both with respect to the integration cost and with respect to solid-shell applications.
The method is finally verified against common shell benchmarks in both 2D and 3D.

2 Fictitious domain strategies based on anisotropic mesh
adaptation

2.1 Motivation

The use of fictitious domain methods for thin structures can be traced back to only two
contributions [18, 15]. The Shell Finite Cell [18] consists in mapping a 2D parametric
space onto a thin 3D space. The Finite-Cell method is used in the parametric space
to streamline the representation of complex geometrical features. In [15], a moderate
order (quadratic) X-FEM approximation in the physical space was used. This approach
requires a large number of approximation elements in order to be able to resolve the
thickness of the structures and represent geometrical edges with a good accuracy (see
Figure 1 (a)). Increasing the order of the approximation and using sub-grid level-sets
[23, 14] was also advocated, but led to a large amount of integration points (see Fig-
ure 1 (b)). Indeed, the size of the geometrical cells must be smaller than the thickness
of the structure so that it can be represented. In the case of mixed slender and massive
zones, it either leads to massive integration costs or the disappearance of the slender
zones, depending on the user-defined size of these cells. In addition, the edges of the ge-
ometry are lost as their scale is below the geometrical resolution of the geometrical mesh.
The objective here is to propose an alternative geometrical representation strategy for
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such applications. This approach, which is based on anisotropic mesh adaptation, is top
to bottom and allows to capture both small and large geometrical features. It should
also be very efficient for representing low-curvature areas that are common for industrial
designs.

Figure 1: Strategies for thin structures (thick lines: approximation elements, dashed
lines: geometrical elements): (a) moderate order X-FEM [15]; (b) sub-grid
level-set [23, 14].

2.2 Anisotropic mesh adaptation for level-sets

The objective of anisotropic mesh adaptation is to construct a mesh for which the ap-
proximation error is uniform and below a given threshold. The main difference with
classical (isotropic) mesh adaptation lies in the shape of the elements. The only pa-
rameter for isotropic mesh refinement is the element size field across the structure of
interest, whereas anisotropic mesh refinement allows to specify the size of the elements
in all the directions to achieve error uniformity. If the solution has a slow evolution
in one direction, then elements size can be increased along this direction without any
particular influence on the error level. In the example presented in Figure 2, the error
is obviously lower for the anisotropic mesh for a given number of vertices.

The method relies on the construction of a metric tensor, M(x) which is used by the
mesher to redefine the way lengths are computed depending on the direction. This metric
tensor is usually obtained on an element-basis [58], but in practice it is more convenient to
work with nodal metrics as it leads to continuous metric fields in space. These continuous
fields greatly simplify metric interpolation and extrapolation operations. The approach
considered in this contribution follows this alternative path, and relies directly on a
nodal metric (without any post-processing of elementary quantities). This approach was
proposed in [48], and depends on a so called length-distribution tensor which is derived
from a statistical concept introduced in polymer science [59]. The originality lies in the
construction of the metric, and the associated edge-based error estimator which avoids
complex Hessian reconstructions like those proposed in [46, 60]. In the case of level-sets,
the target region for the adaptation process is not the whole domain, but the zone near
the iso-zero. This is achieved here by working with the regularized Heaviside function
of the level-set:

uε(x) = ε tanh

(
φ(x)

ε

)
. (1)
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Figure 2: Interpolation of the function sin(xπ/2) cos(xπ) on two meshes composed of 100
nodes. Left: isotropic mesh, right: anisotropic mesh.

This function is a proper choice as it is C∞ and concentrates the interpolation error
solely in the vicinity of the iso-zero.

The features of the metric are now illustrated for some 2D examples. We only focus on
some qualitative illustrations, in order to highlight the main features of the adaptation
procedure, as it has already been deeply studied in [48, 61, 49]. To this end, different
geometries are considered: (i) a plane interface, (ii) a circular interface and (iii) a corner
interface. The first geometry involves no curvature, the second has a constant one, and
the third one a varying curvature. Adapted meshes for different values of regularization
parameter ε are presented in Figure 3.

As expected, the elements are aggregated in a band of length ' 2
√

2ε and elongated
along the directions with small curvature. In regions of large curvature (near the apex
of the corner), then the elements are isotropic. In addition, it should be noted that
decreasing ε allows to master the geometrical accuracy of the discrete geometry, as the
approximated iso-zero lies in the 2

√
2ε band around the real iso-zero.

2.3 Anisotropic mesh adaptation for fictitious domains

The anisotropic integration mesh which is generated by the anisotropic mesh adaptation
procedure has to be linked to the approximation mesh, so that the weak formulation
can be integrated properly. In the case of sub-grid level-sets or with the Finite-Cell, this
connection step is trivial as the integration cells are embedded within the approximation
mesh (see Figure 1 (b)). In the present case, an ad-hoc strategy has to be proposed as
the anisotropic integration mesh is completely unrelated to the approximation mesh (see
Figure 4(a)).

In order to build a set of embedded integration cells from the anisotropic mesh, we
choose to focus on regular quadrangular or hexahedral approximation meshes. Then, the
regular pattern of this approximation mesh is used to slice the integration mesh along
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ε = 10−1 ε = 10−2 ε = 10−3 ε = 10−3 (zoom)

Figure 3: Illustration of the anisotropic procedure for various interfaces: straight (509,
513, 517 nodes), circular (765, 787, 792 nodes) and corner (751, 759, 763 nodes)
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the boundaries of the approximation elements, thereby leading to a set of embedded
anisotropic integration cells ((see Figure 4(b)). This operation can be done robustly and
efficiently by re-using level-set slicing routines. Note however that this strategy is not
restricted to regular grids and could be easily extended to octree-based approximation
meshes, applying it recursively in the leaves of the octree.

In a last step (Figure 4(c)), integration cells are only kept for the approximation ele-
ments containing the interface to be captured. This allows to restrict integration effort
only where it is needed. After this procedure, one obtains a suitable integration mesh
for the fictitious domain procedure.

Note that this slicing procedure leads to an increase in the number of integration cells,
which could be balanced by only retaining the narrow-band of the anisotropic integration
mesh. The development of such a strategy is currently in progress. Throughout this
contribution, all the integration cells are equipped with full Gauss quadrature rules,
designed so that the polynomial quantities involved in the formulation can be evaluated
exactly. This leads to a large number of integration points, but one could also use a
non-uniform quadrature rule, such as the one proposed in [62]. It consists in lowering the
number of integration points for the very small cells that are created near the interfaces
in order to further improve the numerical efficiency of the integration.

(a) (b) (c)

Figure 4: (a) Approximation mesh (thick lines) and integration mesh (thin lines); (b)
Sliced integration mesh; (c) Resulting integration cells.

2.4 Comparison with octree adaptation

This section is devoted to the characterization of the strengths and weaknesses of the
anisotropic procedure compared to the classical octree-based strategy, in terms of ge-
ometrical accuracy only. The influence of this geometrical accuracy on the solution of
the physical problem is studied in Section 3.1. The two methods are compared for fixed
level-sets, by measuring their geometrical accuracy with respect to the number of nodes
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in the meshes they produce. Given a level-set φ(x) and a mesh, the (absolute) geomet-
rical error Eg associated to the mesh is defined as the integral of the distance between
the discrete iso-zero of the level-set Γh and the exact iso-zero. This quantity can be
evaluated easily when the exact level-set of the problem is known:

Eg =

∫
Γh

|φ(x)|dΓ. (2)

We study the compared evolution of this error between octree and anisotropically adapted
meshes. Throughout this section, octree and anisotropic results are depicted with solid
and dashed lines respectively. Moreover, these curves share similar ticks for a given
geometry. First, circular interfaces are considered with increasing radii, from 0.05 to 5
(see Figure 5 (a)). Octree meshes were generated by changing their depths from 5 to
10, and the anisotropic meshes were constructed with the same target number of nodes.
Figure 5 (b) shows that the performance of these two methods are similar, and that

(a) (b)

Figure 5: Geometrical convergence. (a): Domain ([−1, 1]2) and circular interfaces (R =
0.05, 0.5, 5); (b): Convergences: octree: thick lines, anisotropic: dashed lines.

it is not influenced by the curvature of the curve. This can be explained by the fact
that in this case, the error is already homogeneous around the interface for isotropic
meshes (the anisotropic strategy also tends to create isotropic element in this case, see
Figure 3). Then, the case of a geometry mixing low and large curvature is considered
in Figure 6 (a). The interface is obtained by the intersection of two off-centred circu-
lar level-sets of varying radii. The corresponding interface tends to a straight corner
when the radius of the circles is increased. From the convergence study presented in
Figure 6 (b), we can draw the following conclusions: (i) The presence of large and low
curvature areas it better handled by the anisotropic approach. This stems from the fact
that the anisotropic adaptation method is able to optimize the mesh when the geomet-
rical error is non uniformly distributed in the domain, whereas the uniform size of the
elements generated by the octree cannot. (ii) The larger the discrepancy between the
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(a) (b)

Figure 6: Geometrical convergence. (a): Domain ([−1, 1]2) and interfaces (R =
0.5, 5, 50); (b): Convergences: octree: thick lines, anisotropic: dashed lines.

low and large curvature areas, the better the performances of the anisotropic method.
(iii) The efficiency of the anisotropic algorithm is at least on par with the octree scheme.

Finally, note that the performances of the anisotropic strategy are hindered by the
layers of elements in the zones near the interface, as they do not contribute to the
improvement of the geometrical accuracy. Methods making use of the narrow-band only
may further improve its performances (more than for the octree).

3 Numerical examples

The numerical examples are divided in two parts: in the first one, the performance of the
proposed approach is assessed with respect to the ratio between the cost of the numerical
integration and the accuracy. In a second part, the potential of the use of such approach
is highlighted in the case of the treatment of thin structures.

3.1 Integration cost

In the previous section, the parameters that influence the geometrical performances of
the anisotropic adaptation scheme were studied. We focus now on the implications of
these conclusions when dealing with physical problems. The objective of this section is
to study to what extent do the geometrical conclusions extend to full calculations.

3.1.1 Circular Interface

Consider an infinite plate with a circular hole in its center which is loaded in uniaxial
tension σ∞ = 1.0 MPa along x axis (see Figure 7). The analytical solution of this prob-

10



lem is given in [63] and is used here as a reference solution for error monitoring. Only
a square of length L = 2.0 mm with a circular hole of radius a = 0.55 mm at its center
is considered here. Finally, tractions computed from the exact solution are applied on
the boundary of the domain, and three dofs are prescribed to zero in order to avoid
rigid body motion. The exact solution of this finite problem is therefore the same as the
exact solution inside the boundary. Young’s modulus is set to 1.0 MPa, and Poisson’s
ratio to 0.3. A p-convergence study is performed for p = 1 to 12, and the error in the
energy norm is monitored with respect to the number of dofs and integration points.
The approximation mesh is composed of 2 × 2 quadrangular elements with Legendre
hierarchical shape functions. Typical integration meshes are depicted in Figure 8. In
the octree case, the influence of the quality of the integration is presented in Figure 9
with hg = h/16 and hg = h/64 near the interface (where hg stands for the size of the ele-
ments in the geometrical mesh crossed by the interface). This typical convergence curve
highlights the interplay between geometrical and approximation errors. We now restrict
ourselves to the coarsest mesh, and these results are compared with those obtained us-
ing anisotropic integration meshes. These meshes were designed so that the number
of integration cells is similar between the two methods. With such coarse meshes (see
Figure 10), the anisotropic regularization parameter is set to 3. 10−2. The convergence
curves corresponding to these three integration meshes are depicted in Figure 11. If one
compares the convergence with respect to the number of dofs, then one can see that the
behaviour of the anisotropic integration mesh is similar to the one of the octree, even if
better error levels can be obtained. More interesting is the convergence with respect to
the number of integration points, as these curves represent the integration effort which
is required to attain a given error level. It is shown that for a similar number of inte-
gration points, the anisotropic integration performs better than the octree one (see the
curve ”Aniso 259”): for the same number of integration points, the asymptotic error is
divided by 2. Before the point where the geometrical error exceeds the approximation
error, the two schemes perform the same. More interestingly, the coarsest anisotropic
mesh (curve ”Aniso 212”) constantly outperforms the octree one: it is more efficient
and gives more accurate results than the octree. These results, however, do not show
the full potential of the method: Indeed, it was shown in Section 2.4 that in the case
of a constant curvature, the performances of the anisotropic strategy are similar to the
performances of the octree. Hence, a case with non-uniform curvature is considered in
the next section.

3.1.2 Varying curvature interface

Consider the example presented in Figure 12. It represents a square of length 2 × 2
with a square hole of length a = 0.8 at the center of the frame. A Laplace equation is
solved on this domain: source and flux are prescribed respectively in the domain and on
the boundary so that the solution is u(x, y) = cos(πx/a) sin(πy/a) (see Figure 12 for a
sketch). The problem is solved by means of a 4×4 mesh which is presented in Figure 12.
The geometry is either represented using an octree mesh or using an anisotropic mesh.

A first solution is obtained by means of an octree mesh with hg = h/32: in this case,
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Figure 7: Infinite plate with a hole submitted to uniaxial tension: geometry and approx-
imation mesh.

Figure 8: Typical integration meshes: octree (left) and anisotropic, ε = 10−6 (right)

Figure 9: Typical convergence curve (octree integration)
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Figure 10: Similar integration meshes (left to right): octree with hg = h/16, anisotropic
with 259 elements, anisotropic with 212 elements.

(a) (b)

Figure 11: Comparison of the performances of octree and anisotropic integration meshes.
Left: with respect to the number of dofs, Right: with respect to the number
of integration points.
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Figure 12: Kinked interface: left, Mesh and domain; right, exact solution.

the geometry is represented exactly, as the corners of the square are located on the edges
of the elements. A p-convergence is conducted, from p = 1 to 8, and it can be seen in
Figure 14(a) that an exponential convergence is obtained in the energy norm. This is
consistent, since the geometry is captured exactly and the solution is regular. The center
of the hole is now moved to (−0.18,−0.09), so that it is not located on the edges of the
elements.

Figure 13: Integration cells for an octree integration scheme with hg = h/32.

The corresponding integration mesh is shown in Figure 13 (1168 nodes): the error in
the perimeter length of the square is 0.5% in this case. It can be seen in Figure 14(a)
that this geometrical error causes a severe loss of accuracy as the convergence stagnates
at a level of 0.4%.

Anisotropic integration is now considered (with a regularization parameter of 10−4)
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(a) (b)

Figure 14: Error in the energy norm. (a) with respect to dofs, (b) with respect to the
number of integration points.

which leads to the 639 nodes mesh presented in Figure 15. Using this mesh for the
geometry enables to recover the exponential convergence for all the polynomial range.
However, we are also interested in the efficiency of the integration scheme. Various
integration schemes are compared in Figure 14(b), where the error in the energy norm is
plotted with respect to the number of integration points. One can see that if an octree
mesh is used, then error levels similar to the anisotropic mesh can be obtained only by
selecting very fine elements in the vicinity of the corners (h/256). The price to pay for
the integration is an increase of one order of magnitude of the number of integration
points. If the target error level is near 10−3, then coarser octree meshes can be selected
(hg = h/64 is sufficient here). Nonetheless, the same error level can be obtained if an
anisotropic integration mesh is used: in this case, the number of integration points can
be reduced by one order of magnitude. Similar conclusions can be drawn for larger target
error levels.

In conclusion, we have demonstrated that the use on the anisotropic integration strat-
egy enables to save a large number of integration cells if the interface contains both low
and large curvature zones (which is the case for a large number of industrial structures).
On the contrary, the benefits of the anisotropic strategy are smaller when constant cur-
vature zones are considered (see Sections 2.4 and 3.1.1). Yet, in all cases the strategy is
at least as efficient as octree integration. In addition, the method works ”top to bottom”
in contrast to the octree: it enables to capture small features that could be lost by the
octree (below the resolution of the maximal depth).

3.2 2D Thin structures

Thanks to its features, the proposed method is well adapted if thin structures are of
interest. As these slender geometries can be represented accurately and efficiently, we
try to assess fully three-dimensional fictitious domain strategies for such structures. The
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Figure 15: Kinked interface: anisotropic mesh (639 nodes, ε = 10−4).

salient benefits are the ease of meshing, the possibility to handle true three-dimensional
solutions with simple transition between thin and massive zones and general nonlinear
models. As locking is the main difficulty for solid-shell methods, we focus on the robust-
ness of the method with respect to locking by applying the method to classical test-cases
from the literature.

3.2.1 Quarter circle beam

Consider a quarter circle beam as depicted in Figure 16(a). If the width of the beam
is assumed to be small, then the problem can be solved in 2D (on the cross-section)
with the plane stress assumption. Such geometry is prone to locking when discretized
with classical solid finite elements. The beam is blocked at its bottom face and a unit
vertical load is distributed on the left face. The radius of the beam is kept fixed whereas
the thickness h is set to R/10, R/100 or R/1000, which correspond respectively to
slenderness ratios of 10, 100 and 1000. Solving this problem with a Timoshenko beam
model gives the following deflection:

urefy =
F Rh2

µ b
+

3FπR3

E b
, (3)

where µ is the shear modulus, E Young’s modulus and b the width of the beam. The
problem is solved by means of fictitious domain method with the anisotropic integration
algorithm. The resulting integration meshes for the slenderness ratios given above are
presented in Figure 17. All meshes were designed with a regularization parameter ε =
10−6 and a target of 1100 nodes for the two smaller thickness ratios, and 1500 nodes for
the thinnest geometry.

The approximation mesh is kept fixed with 16×16 hierarchical elements in the bound-
ing box of the beam. The corresponding remaining cells are presented in Figure 18. A
p convergence is conducted with p from 1 to 8, and the vertical displacement on the
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Figure 16: Quarter circle beam: problem description

Figure 17: Geometrical meshes: from left to right 1087, 1099 and 1581 nodes.

Figure 18: Elements containing matter for slenderness ratios of 10, 100 and 1000.
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left edge of the beam is monitored. The corresponding results are compared to the ref-
erence solution in Figure 19. It can be seen that the convergence of the displacement
towards the reference solution is very fast, and almost not influenced by the slenderness
ratio. Note also that such a problem could be solved by means of conforming high-order
elements [64] or isogeometric elements [54].

Figure 19: Convergence of the displacement for slenderness ratios of 10, 100 and 1000.

3.2.2 A discussion on conditioning

The influence on the condition number of the finite element operator is now discussed.
Consider the problem of a clamped beam of width t depicted in Figure 20a. The beam
is immersed in a mesh composed of 16× 1 or 16× 3 quadrangular elements, depending
on its slenderness. A hierarchical Legendre approximation is defined on these elements,
and the evolution of the condition number of the operator against the increase of the
slenderness of the beam L/t is monitored during p-refinement (p = 1 · · · 6). The con-
dition number of the operator κ(A) = λmax/λmin is computed through the evaluation
of the extreme eigenvalues of A, λmax and λmin. These eigenvalues are computed by
means of an implicitly restarted Arnoldi iterations algorithm [65]. Note that a Shift and
Invert algorithm is used to estimate efficiently λmin: Rather than finding this minimal
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Figure 20: Problem for the conditioning study. High slenderness ratio (top) and low
slenderness ratio (bottom).

eigenvalue, the following modified eigenvalue problem is considered: (A− σI)−1x = νx,
where σ is close to λmin, and ν = 1/(λmin− σ). This strategy enhances the convergence
of the algorithm to the desired portion of the spectrum.

The evolution of the condition number is depicted in Figure 21 (a). The impact of the
slenderness ratio L/t is clearly seen, as although large slenderness can be considered (up
to 1000), the condition number increases at a rate which is clearly linked to L/t. For
slenderness ratios larger 200, round-off errors prevent to compute accurately λmin when
p > 4 (this is due to the inverse of A that appears in the Shift and Invert eigenvalue
problem), so that the polynomial range for plotting is reduced. It has to be noted that
p = 4 led to converged (in 2D) or almost converged results (in 3D) for all the numerical
examples presented in this paper. It is also interesting to mention that slenderness is
not the only cause of these conditioning issues: massive beams can also lead to very
large condition number (see Figure 20b for the example of a beam with L/t = 7.9).
This behaviour is discussed carefully in [66] where the authors have shown that the large
condition number of Finite-Cell operators can be linked either to a large discrepancy in
the volumic fraction of the approximation elements (see Figure 20b), or to the quasi-
linear dependency of the polynomial basis (which tends to become the primary cause of
conditioning issues for slender structures as in Figure 20a).

Preconditioning strategies, such as diagonal scaling can efficiently cure the first cause,
but not the second one. De Prenter et al. proposed a Symmetric Incomplete Per-
muted Inverse Cholesky preconditioner (SIPIC) [66] that can efficiently precondition for
both volumic fraction and quasi-linear dependency issues. Although this preconditioning
strategy is not used in this next examples of the paper, we are currently investigating its
use. An initial characterization of the performances of the preconditioner is presented
in Figure 21 (b). It can be seen that SIPIC preconditioner successfully improves the
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(a) (b)

Figure 21: Evolution of the condition number for p-refinement (p = 1 · · · 6). (a) no
preconditioning; (b) SIPIC preconditioner

condition number for our problem. The preconditioner is very efficient and leads to an
almost constant condition number independently of the order of the approximation (for
Legendre basis). The preconditioner is finally compared against classical preconditioners
for two different slenderness ratios in Figure 22 (Jacobi and Incomplete Cholesky with
preserved sparsity, see [66] for the setup of the preconditioners). It can be seen that
SIPIC preconditioner is to be very robust, although is seems sometimes less efficient
than the incomplete Cholesky preconditioner. Nevertheless, in every case the sparsity of
the SIPIC preconditioner is far better than for the incomplete Cholesky preconditioner,
see Figure 23.

(a) (b)

Figure 22: Comparison of the performance of various preconditioning strategies during
p-refinement (p = 1 · · · 6). (a) Slenderness = 100; (b) Slenderness = 1000
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Figure 23: Comparison of the sparsity pattern of SIPIC and Incomplete Cholesky pre-
conditioner (with preservation of the sparsity pattern) for a slenderness ratio
of 7.9 p = 4.

3.3 3D thin structures

3.3.1 Scordelis-Lo roof

Consider the Scordelis-Lo roof [67] with dead load benchmark which is depicted in Fig-
ure 24. The geometrical and material properties are taken from [68]. This problem
is a well known benchmark problem to assess the performances of shell and solid-shell
elements. We want to treat this problem by means of the X-FEM, in order to study
whether the anisotropic meshing algorithm is able to capture accurately the geometry
of the roof and also its sensitivity to locking.

Due to symmetries, only one fourth of the roof is modelled, and the end diaphragm
is considered as rigid. The regularization parameter of the anisotropic algorithm is set
to 5.10−2 which is 40 times smaller than the thickness of the roof. The resulting mesh,
which contains 18 150 nodes is depicted in Figure 25.

The computational mesh and the iso-zero of the level-set representing the geometry
are shown in Figure 26: notice how coarse the mesh with respect to the geometry is.

A p convergence is conducted (p = 1 · · · 5), and both strain energy and displacement
at point A (see Figure 24) are monitored. Two computational meshes are considered:
one with 2×2×2 elements (as depicted in Figure 26(a)) and one with 8×8×8 elements.
The vertical displacement at point A is compared to the reference value 0.00885 [67],
and the strain energy to the reference value given in [68]: Uref = 0.003933076912.
The corresponding displacement field is depicted in Figure 26(b) for various polynomial
orders.

The evolution of the displacement at point A is presented in Figure 27 (a): Even the
coarsest mesh converges to the reference solution for low polynomial orders (cubic) and
with less than 2000 dofs. Concerning the convergence of the relative error in the energy
norm (Figure 27 (b)), very low error levels can be attained with nearly exponential
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Figure 24: Scordelis-Lo roof with dead load benchmark problem

Figure 25: Anisotropic geometrical mesh.
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(a) (b)

Figure 26: Scordelis-Lo roof: (a) Computational mesh and geometry; (b) deformed con-
figuration for p = 1, 2 and 3

convergence in the pre-asymptotic range.

(a) (b)

Figure 27: Scordelis-Lo roof: (a) Convergence of Uz(A); (b) Convergence of the strain
energy.

3.3.2 Twisted beam

Consider the Twisted Beam problem proposed in [67], and illustrated in Figure 28. The
beam is clamped on one end, and subjected to an out-of-plane loading on the opposite
face (uniform tractions). This problem is known to be a severe test for assessing shell
elements performance. Following [56], two beam thickness are considered h = 0.32 and
h = 0.0032, for the so-called thick and thin cases respectively. Reference displacements
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Figure 28: Twisted beam: geometry and boundary conditions.

at the center of the free end of the beam are given in [67]. The problem is solved on the
very coarse meshes depicted in Figure 29 by increasing the polynomial order.

Figure 29: Twisted beam: Geometry and approximation meshes.

Anisotropic integration meshes (see figures 31 and 32) are obtained from very coarse
meshes such the one presented in Figure 30, and by means of a regularization parameter
of 10−3.

Typical (non smoothed) von Mises stress fields are depicted in figures 33 and 34 for
the thick and thin cases respectively.

The convergence of the displacement of center of the free end section is presented
in Figure 35, and compared to the reference solution. For the thick case, a very fast
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Figure 30: Twisted beam: Initial geometrical mesh before adaptation.

Figure 31: Twisted beam: anisotropic meshes for the thick beam (ε = 10−3).
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Figure 32: Twisted beam: anisotropic meshes for the thin beam (ε = 10−3).

Figure 33: Twisted beam: von Mises stress field (left to right: increasing polynomial
order)
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Figure 34: Twisted beam: von Mises stress field (left to right: increasing polynomial
order)

convergence is observed (for p ≥ 3), whereas the convergence is slower for the thin beam
(for p ≥ 4). Yet, convergence is still very fast. For the thin beam, the use of one unique
element was also tested with a very good efficiency.

3.4 Three dimensional stiffened panel

As a more realistic example, consider the stiffened panel presented in Figure 36. The
general dimensions of the panel are 600 × 1000mm, and its thickness is 2.944mm. The
panel is blocked along its y and z outer boundaries, and subjected to a constant pressure
P on its top face. The geometry is captured by means of an anisotropic mesh composed
of 64000 nodes presented in Figure 37. The regularization parameter ε was set to 10−1,
and the bounding box of the mesh is 600× 600× 1000mm.

Next, a p convergence is conducted, and both displacement and strain energy are
compared to an overkill quadratic solid finite element computation involving 500 000
dofs.

The mechanical problem is solved on a regular grid composed of 16 elements along
each side of the cube. The associated computational mesh is represented in Figure 38.
Displacement and stress fields are compared for both computations (with p = 4 approx-
imation) in Figure 39, and it can be seen that they both agree very well although the
fictitious domain calculation only involves 21 000 dofs.

The corresponding convergences are depicted in Figure 40. It can be seen than both
displacement and energy converge to the reference solution with no meshing burden.
However, Figure 40 (b) also highlights a slower convergence rate than in the previous
examples. This could be related to the geometrical accuracy that may deviate the results
from the reference solution or to conditioning issues that may hinder the accuracy.
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(a) (b)

Figure 35: Twisted beam: Convergence of the displacement field at the center of the end
section. (a) Thick beam; (b) Thin beam.

X
Y

Z

Figure 36: Stiffened panel: dimensions and boundary conditions (in blue: fixed bound-
ary; in red: uniform pressure).
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Figure 37: Stiffened panel: geometrical mesh (64000 nodes) and corresponding level-set
iso zero.

Figure 38: Stiffened panel: computational mesh.
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17.78.830 3e+31.5e+30

Figure 39: Stiffened panel: comparison between the p = 4 computation (top) and the
reference solution (bottom). Left: displacement, right: von Mises norm of
the stress field. Note that the discrepancy between these two solutions is
magnified here as the stress field is assumed to be linear on each element in
the fictitious domains case (it is cubic in reality).

(a) (b)

Figure 40: Stiffened panel: (a) Evolution of the maximal displacement on the structure;
(b) Approximation mesh; (c) Convergence of the strain energy error.
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3.4.1 Ribbed Corner

The aim of this last example is to highlight the performance of the method for geometries
involving both massive and thin areas. A ribbed corner, as depicted in Figure 41 (a) is
considered. This part is made of a linear elastic material with a 200 000 MPa Young’s
modulus and a 0.3 Poisson’s ratio. The bottom face of the part is fixed, and surface
tractions are applied on its extreme ~x face. The approximation and adapted geometrical

(a) (b) (c)

Figure 41: Ribbed corner: (a) Geometry and boundary conditions; (b) Adapted geomet-
rical mesh (390 473 nodes)

meshes are shown in Figures 41 (b) and (c) respectively. The evolution of displacement
and stresses during the elevation of the polynomial order are presented in Figure 42. It
can be seen that the proposed approach is able to treat seamlessly both thin and thick
areas of the part. The evolution of the strain energy during p refinement is presented in
Figure 43. Comparison is made with a linear conforming finite element approximation
with increasing number of elements, and an overkill conforming finite element solution
(1 765 101 dofs) which serves as reference. It can be seen that two orders of magnitudes
can be saved for a given accuracy, with respect to the direct finite element calculations.
Note here that the combination of the proposed method with octree refinement near
re-entrant corners would certainly improve the convergence.

4 Conclusion

An efficient integration method has been proposed in the context of fictitious domain
methods. It relies on an edge-based error estimator and an associated metric field that
drives an anisotropic mesh adaptation procedure. In 2D, it has been shown that for
a given accuracy, this approach could lead to one order of magnitude less integration
points compared to classical sub-grid based integration strategies. This occurs especially
when the interfaces exhibit both low and large curvatures, which is common for indus-
trial structures. For more homogeneous curvatures, the approach was demonstrated to
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Figure 42: Ribbed corner: Evolution of the mechanical fields during p convergence. From
left to right: p = 1,2, 3, 4, 5 and 6.)

Figure 43: Ribbed corner: Evolution of the strain energy during p refinement, and com-
parison with conforming F.E. computations.)
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be as least as accurate as subgrid-based integration schemes. Finally, it is important to
note that this approach is top to bottom, which make it possible to discover very small
features that could not be represented by the subgrid scheme if it falls below its spatial
minimal resolution. It has been shown that thanks to this flexible tool, high-order fic-
titious domain methods could be used as solid-shell methods, handling naturally thin,
solid regions and their connection. Numerical examples have demonstrated that locking-
free and computationally efficient solutions could be obtained for classical benchmarks.
Still, additional work should be conducted to further improve the approach: mesh refine-
ment strategies at the approximation level should be considered in order to capture local
stress concentrations, while improving the conditioning of the operators is of primary
importance if iterative solvers are used. The strategy proposed here extends naturally
with tree-based approximation grids to handle the first issue, whereas preliminary re-
sults indicate that the preconditioner proposed in [66] seems to be a promising approach.
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[17] A. Düster, J. Parivizian, Z. Yang, and E. Rank. The finite cell method for three-
dimensional problems of solid mechanics. Computer Methods in Applied Mechanics
and Engineering, 197(45-48):3768–3782, aug 2008.

[18] E. Rank, S. Kollmannsberger, C. Sorger, and A. Düster. Shell Finite Cell Method: A
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representation in finite element analysis based on Cartesian grids independent of the
geometry. International Journal for Numerical Methods in Engineering, 103(6):445–
468, aug 2015.

[35] L. Kudela, N. Zander, T. Bog, S. Kollmannsberger, and E. Rank. Efficient and
accurate numerical quadrature for immersed boundary methods. Advanced Modeling
and Simulation in Engineering Sciences, 2(1):10, 2015.

[36] L. Kudela, N. Zander, S. Kollmannsberger, E. Rank, L. Kudela, N. Zander, S. Koll-
mannsberger, and E. Rank. Smart octrees: accurately integrating discontinuous
functions in 3D. Computer Methods in Applied Mechanics and Engineering, To
appear, 2016.
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[57] A. Düster, D. Scholz, and E. Rank. pq-Adaptive solid finite elements for three-
dimensional plates and shells. Computer Methods in Applied Mechanics and Engi-
neering, 197(1-4):243–254, dec 2007.

[58] P. J. Frey and F. Alauzet. Anisotropic mesh adaptation for CFD computations.
Computer Methods in Applied Mechanics and Engineering, 194(48-49):5068–5082,
2005.

[59] S. G. Advani and C. L. Tucker III. The use of tensors to describe and predict
fiber orientation in short fiber composites. Journal of Rheology (1978-present),
31(8):751–784, 1987.

[60] A. Claisse, V. Ducrot, and P. J. Frey. Levelsets and anisotropic mesh adaptation.
Discrete and Continuous Dynamical Systems, 23(1-2):165–183, 2009.

[61] T. Coupez and E. Hachem. Solution of high-Reynolds incompressible flow with
stabilized finite element and adaptive anisotropic meshing. Computer Methods in
Applied Mechanics and Engineering, 267:65–85, 2013.
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