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Abstract

Snapshot multispectral cameras that are equipped with filter arrays acquire a raw image that represents

the radiance of a scene over the electromagnetic spectrum at video rate. These cameras require a demosaicing

procedure to estimate a multispectral image with full spatio-spectral definition. Such a procedure is based on

spectral correlation properties that are sensitive to illumination. In this paper, we first highlight the influence

of illumination on demosaicing performances. Then we propose camera-, illumination-, and raw image-based

normalisations that make demosaicing robust to illumination. Experimental results on state-of-the-art demosaicing

algorithms show that such normalisations improve the quality of multispectral images estimated from raw images

acquired under various illuminations.

Index Terms

Image demosaicing, Multispectral filter array, Illumination, Spectral correlation, Snapshot camera.

I. INTRODUCTION

Digital multispectral cameras sample the electromagnetic spectrum into several spectral bands. Such devices

provide multispectral images that represent the scene radiance of each spectral band as a separate channel.

Multispectral images are acquired in different illumination conditions for various application fields such as

medical imaging [1], precision agriculture [2], art studies [3], vision inspection for food quality control [4] or

waste sorting [5]. The information available in each channel of a multispectral image results from a spectral

integration of the product between the scene reflectance, illumination, camera filter transmittances and sensor

sensitivity. Therefore, multispectral images are dependent upon the illumination properties and the camera

spectral sensitivity.

For nearly twenty years, multispectral images have been acquired using sequential technologies, i.e., one

spectral band or one single pixel row at a time [6]. Recently snapshot multispectral cameras have emerged

to acquire all spectral bands in a single shot [7]. In particular, a single-sensor snapshot technology uses a

multispectral filter array (MSFA) [8, 9] and provides a raw image in which each pixel is characterised by

the level of a single spectral component. The component levels that miss at each pixel can be estimated by a

process known as demosaicing to recover all channels in full definition. Demosaicing relies on two properties of

multispectral images, namely spatial correlation between spatially close pixels within a channel, and spectral

correlation between levels of different components at the same pixel [10].

In this paper, we study the impact of the illumination on spectral correlation and its influence on demosaicing

performances. We observe that spectral correlation decreases when the illumination becomes non-homogeneous

over the spectrum. Then we propose a method that adjusts channel levels before demosaicing, which improves

demosaicing robustness to illumination variations. This method uses normalisation factors that either depend on

the camera spectral sensitivity only (camera-based normalisation), on both the sensitivity and the illumination

(camera- and illumination-based normalisation), or on the statistics extracted from the acquired raw image (raw

image-based normalisation).

This paper is organised as follows. In Sec. II we simulate the acquisition of fully-defined multispectral
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images under various illuminations. These images are then used to simulate raw images according to a given

MSFA. In Sec. III we shortly review multispectral demosaicing methods and present their limitations when

illumination changes. In Sec. IV we propose camera-based, camera- and illumination-based, and raw image-

based normalisations that are robust to illumination. Finally, we experimentally show the impacts of these

normalisations on demosaicing performances in Sec. V.

II. RAW IMAGE SIMULATION

To assess demosaicing performances, fully-defined multispectral images are required to serve as references

although they cannot be provided by single-sensor multispectral cameras. In this section, we simulate the

acquisition of reference multispectral images, then we sample them to form raw images that will undergo

demosaicing.

A. Multispectral image simulation

Let us consider the multispectral image I = {Ik}Kk=1 made of K fully-defined channels associated to K

spectral bands. Assuming ideal optics and spatially homogeneous illumination over the sensor, the level Ikp of

channel Ik at a pixel p is given by a simple image formation model as:

Ikp = Q

(
∫

Ω

E(λ) ·Rp(λ) · S
k(λ)dλ

)

, (1)

where Q is a quantization function of the received energy, Ω is the considered spectral range, E(λ) is the

illumination, Rp(λ) is the reflectance of the surface element observed at pixel p, and Sk(λ) is the spectral

response curve (SRC) of the camera for the band k (combining the filter transmittance and sensor sensitivity).

To simulate reference multispectral images from this model, we consider:

• Four CIE standard illuminants (E, D65, F12 and A) and two real illuminations (Paulmann 2900K halogen

lamps (HA) and Advanced Illumination DL097-WHIIC LED diffuse dome (LD)) whose relative power

spectral distributions E(λ) are defined for all λ ∈ Ω
·
= [400 nm, 700 nm] (see Fig. 1(a)).

• The reflectance data provided by CAVE [11] and FOSTER [12] databases that respectively represent 32

scenes of real-world materials and objects acquired in indoor conditions and 8 natural scenes acquired in

outdoor conditions. Each scene is acquired over 31 spectral bands of width 10 nm and evenly centred at

λ ∈ {400 nm, . . . , 700 nm}, leading to 31-channel images. By associating each channel with its band centre

and assuming linear continuity of reflectance, we get the reflectance Rp(λ) for each pixel p and all integer

λ ∈ Ω using linear interpolation.

• The spectral sensitivity of IMEC’s “snapshot mosaic” multispectral camera [13] (shortly called IMEC camera

in the following) that is among the very few ones of the same kind available on the market up to now. IMEC

camera segments Ω into K = 16 spectral bands. Each band k ∈ B
·
= {1, . . . ,K} is acquired according to

the associated SRC Sk(λ) centred at λk ∈ Λ
·
= {469, 480, 489, 499, 513, 524, 537, 551, 552, 566, 580, 590,

602, 613, 621, 633} (in nanometres). To avoid most spectral artefacts, the optical device is equipped with a

450–650 nm band-pass filter (see Fig. 1(b)).

January 19, 2018 DRAFT



4

wavelength λ (nm)

E
(λ
)

(a)

wavelength λ (nm)

S
k
(λ
)

(b)

Fig. 1. Image simulation data: (a) Relative spectral power distributions of CIE E, D65, A, and F12 illuminants and of HA and LD

real illuminations (acquired with Avantes AvaSpec-3648 spectrometer). (b) IMEC camera SRCs (caption: centre wavelengths λk
∈ Λ in

ascending order).

The 16 reference channels simulated according to IMEC camera SRCs are obtained from Eq. (1) by a discrete

sum with dλ = 1. E(λ), Rp(λ), and Sk(λ) are real-valued functions and Q quantizes the energy on 8 bits so

that 0 ≤ Ikp ≤ 28 − 1. To prevent saturation in the simulated images, the illumination E(λ) is scaled to reach

255 at its maximum over Ω, and SRCs are scaled so that maxl∈B

∑

λ∈Ω
Sl(λ) = 1. Reflectance values range

between 0 and 1, FOSTER reflectance values superior to 1 being truncated. For each of the six illuminations,

this simulation overall provides 32 (CAVE) and 8 (FOSTER) 16-channel multispectral images of size 512×512

(CAVE) and 1344× 1024 pixels (FOSTER).
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Fig. 2. Basic MSFA pattern of IMEC camera. Note that bands (shown indices) are not arranged in ascending order of the classical pixel

read-out due to manufacturing constraints.

B. Raw image simulation and demosaicing

MSFAs are defined by a basic repetitive pattern that samples each spectral band at least once. For instance,

the 4 × 4 basic pattern of IMEC camera samples each band exactly once as shown in Fig. 2. Single-sensor

multispectral cameras provide a raw image Iraw in which each pixel p is associated with a single component

k ∈ B according to the MSFA pattern. Let A be the set of all pixels and Ak be the pixel subset where the MSFA

samples the band k, such that A =
⋃

k∈B
Ak. Then, Iraw can be simulated from the reference fully-defined

image I = {Ik}k∈B by spectral sampling according to the location of p: for all p ∈ Ak, Irawp = Ikp .

To obtain an estimated multispectral image Î with K fully-defined channels, the demosaicing procedure

estimates the K−1 levels that miss at each pixel in Iraw: for all p ∈ Ak, Îp =
(

Î1p , . . . , Î
k−1
p , Ikp , Î

k+1
p , . . . , ÎKp

)

,

where Îip, i 6= k, is the estimated level of channel Ii at p.

III. DEMOSAICING AND SPECTRAL CORRELATION LIMITATIONS

Gunturk et al. [14] show that the three channels of natural colour images are strongly correlated. By an

analysis of the wavelet coefficients, Lian et al. [15] confirm that the spatial high-frequency information carried

by the different channels are not only strongly correlated but almost identical. This spectral correlation is

often used to find the missing components at a given pixel in colour demosaicing schemes [16]. Multispectral

demosaicing uses it in different methods that we present in Sec. III-A. The extension of spectral correlation to

the multispectral domain however ignores its sensitivity to illumination. That leads us to highlight the effect of

illumination changes on spectral correlation in Sec. III-B.

A. Multispectral demosaicing methods

Only few methods in the literature are suitable to demosaic raw images provided by IMEC camera. The

most intuitive one computes a weighted average of the available levels in the neighbourhood of each pixel.

Such weighted bilinear (WB) interpolation uses spatial correlation only. Brauers and Aach [17] take spectral

correlation into account in a demosaicing algorithm based on the spectral channel difference (SD) planes.

Mihoubi et al. [10] use the pseudo-panchromatic image (PPI) defined as the average of all channels of a

multispectral image. Showing that spectral correlation between a given channel and the PPI is stronger than

between-channel correlation, they estimate the PPI from the raw image and propose a demosaicing scheme based
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on PPI differences (PPID). They also extend the binary tree-based edge-sensing (BTES) [18] and discrete

wavelet transform (DWT) [19] demosaicing methods to IMEC MSFA in PPIBTES [20] and PPIDWT [10].

These methods respectively use the edge and high-frequency information of the estimated PPI to interpolate

the missing levels of each channel. Shinoda et al. [21] propose a multispectral local directional interpolation

(MLDI) that combines BTES edge-sensing mechanism with SD spectral correlation implementation.

B. Spectral correlation and illumination

To highlight the effect of spectrally non-uniform illumination on spectral correlation, we compute the

correlation coefficient between the high-frequency information of each channel pair [14, 15]. For this purpose,

we apply a circular high-pass filter with a cut-off spatial frequency of 0.25 cycle/pixel on the 2D Fourier

transform of each channel. The Pearson correlation coefficient between two high-pass filtered channels Ĩi and

Ĩj , (i, j) ∈ B2, is given by:

C
(

Ĩi, Ĩj
)

=

∑

p∈A
(Ĩip − µi)(Ĩjp − µj)

√

∑

p∈A
(Ĩip − µi)2

√

∑

p∈A
(Ĩjp − µj)2

, (2)

where µi is the mean level of Ĩi. For each illumination we compute the average correlation coefficient µC over

all possible channel pairs and the standard deviation σC of the correlation coefficient.

Table 1. Correlation average and standard deviation (averages over all 32 CAVE (a) and 8 FOSTER (b) simulated images).

(a) CAVE

E D65 F12 A HA LD

µC 0.894 0.884 0.514 0.785 0.814 0.724

σC 0.040 0.043 0.166 0.086 0.081 0.092

(b) FOSTER

E D65 F12 A HA LD

µC 0.681 0.665 0.342 0.575 0.609 0.495

σC 0.104 0.106 0.192 0.133 0.132 0.139

Table 1 shows the correlation and its dispersion on average over all 32 (CAVE) or 8 (FOSTER) simulated

images for each illumination of Fig. 1(a). These results show that the illuminations whose spectral power

distribution is uniform over Ω (E) or can be considered as such (D65) provide channels with the highest and

less scattered spectral correlations. The illuminations A and HA, for which E(λ) increases with respect to

λ over Ω, provide channels with lower and more scattered spectral correlations. The illuminations F12 and

LD, for which E(λ) ≈ 0 except for three marked peaks, provide channels with the lowest and most scattered

spectral correlations.

The spectral power distribution of the illumination therefore strongly affects image spectral correlation, which

may affect the performance of demosaicing procedures that rely on this property. In the next section we propose

several ways to overcome this issue.

IV. ILLUMINATION-ROBUST DEMOSAICING

A. Normalisation steps for demosaicing

After a first study of the influence of illumination non-uniformity on the channel level ranges, Mihoubi

et al. [10] use pre- and post-normalisation steps for demosaicing, which improves the estimation of the PPI
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Fig. 3. Normalisation steps for demosaicing.

under various illuminations. Here, we investigate these procedures in depth by proposing new normalisation

approaches and by extending them to the demosaicing methods presented in Sec. III-A.

Figure 3 illustrates these normalisation steps. Before demosaicing, we adjust the level scale of each channel

by computing a new raw level I ′rawp at each pixel p. For this purpose, the pre-normalisation step normalises

the raw image at each pixel subset {Ak}k∈B by a specific factor ρk∗ as:

I ′rawp = ρk∗ · Irawp for all p ∈ Ak, (3)

where ∗ refers to a normalisation approach (see Sec. IV-B). Demosaicing is then performed on the scale-adjusted

raw image I ′raw to provide the estimated image Î
′. After demosaicing, the post-normalisation step restores the

original level scale of all pixels of each estimated channel Î ′k as:

Îkp =
1

ρk∗
· Î ′kp for all p ∈ A. (4)

In the following we propose three ways to compute the normalisation factor ρk∗ of each channel.
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B. Normalisation factors

Equation (1) shows that image formation results from the product between the reflectance Rp(λ), illumination

E(λ), and SRCs Sk(λ) associated to the spectral bands. A first approach to limit the influence of illumination

and camera sensitivity on the level ranges is to use the SRCs provided by the camera manufacturer (see Sec. IV-

B.1) and illumination properties (see Sec. IV-B.2) [22]. When there is no prior knowledge about the camera

and illumination conditions, we propose to use the available levels in Iraw in order to balance the level ranges

(see Sec. IV-B.3).

1) Camera-based normalisation: When prior knowledge about the camera sensitivity is available, Lapray

et al. [22] balance all SRCs {Sk(λ)}k∈B so that the area defined by each of them over Ω is equal to 1. We

then propose the following normalisation factor ρkcam based on camera properties:

ρkcam =
maxl∈B

∑700

λ=400
Sl(λ)

∑700

λ=400
Sk(λ)

. (5)

2) Camera- and illumination-based normalisation: When both the SRCs {Sk(λ)}k∈B of the camera and the

illumination E(λ) of the scene are known, Lapray et al. [22] apply a scheme similar to a white balance on

each channel. For this purpose the maximal energy that would be obtained from a perfect diffuser (R(λ) = 1

for all λ ∈ Ω) is divided by the energy obtained on each channel. We then propose the following normalisation

factor ρkci based on camera and illumination properties:

ρkci =
maxl∈B

∑700

λ=400
Sl(λ)E(λ)

∑700

λ=400
Sk(λ)E(λ)

. (6)

3) Raw image-based normalisation: In contrast with the two previous approaches, raw image-based nor-

malisation does not use any prior knowledge about camera or illumination. We instead propose to balance the

level ranges of all channels by only using the raw image levels [10]. For this purpose, we consider the ratio

between the maximum level over all channels and the maximum level that is available for each channel in the

raw image Iraw. The normalisation factor ρkraw is then given by:

ρkraw =
maxs∈A Iraws

maxs∈Ak Iraws

. (7)

Note that this is similar to the max-spectral approach proposed by Khan et al. [23] for illumination estimation.

In the next section we assess the demosaicing performances reached when each of these three normalisation

approaches is used.

V. EXPERIMENTS

To study the influence of illumination changes on the demosaicing performances, we compare the reference

image I and its estimation Î for each demosaicing method described in Sec. III-A and each illumination of

Fig. 1(a). For this purpose, we compute the peak signal-to-noise ratio (PSNR) on average over all channels as:

PSNR(I, Î) =
1

K

∑

k∈B

10 log10

(

(

maxp∈A Ikp
)2

MSE(Ik, Îk)

)

, (8)
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where MSE(·, ·) denotes the mean squared error between two channels. Because maxp∈A Ikp can be low in

case of low energy in the spectral band associated to channel Ik, Eq. (8) takes into account this actual maximal

level rather than the theoretical one (255) to avoid misleading PSNR values.

Each method is assessed without and with the normalisation approaches proposed in Sec. IV-B. Tables 2(a)

and 2(b) show the average PSNRs over CAVE and FOSTER databases, the best result for each illumination

being highlighted as bold. They show that without normalisation the performances of all demosaicing methods

are affected by illumination changes. Normalisation has no effect on images estimated by WB since this method

only uses spatial correlation. Using camera-based normalisation (ρkcam), the performances are fairly improved

on illuminants E and D65 whose spectral power distribution is uniform. However, performances can be reduced

in the case of illumination LD whose power distribution is located on three dominant narrow bands. Using

camera- and illumination-based normalisation (ρkci) provides the best performances for most of illuminations and

methods. However, the illumination is unknown and has to be estimated when the camera is used in uncontrolled

conditions. The same performances are practically reached by raw image-based normalisation (ρkraw) that does

not require any prior knowledge about the camera or illumination. This simple approach which estimates these

informations by using statistics of the raw image therefore gives satisfactory results whatever the demosaicing

method and scene illumination conditions.

The best improvement provided by normalisation is reached using the PPID demosaicing method under

HA illumination. For illustration purposes, we select an extract of size 125 × 125 pixels from the “Chart and

stuffed toy” CAVE image simulated under the HA illumination. Reference and estimated images (using PPID)

are converted to the sRGB colour space after integration by the rectangle method of the product between

pixel levels and the CIE XYZ 2◦ standard observer functions over the 16 band centres λk ∈ Λ. The results

displayed in Fig. 4 show that the estimated image without normalisation presents severe zipper artefacts and

false colours. Applying camera-based normalisation reduces those artefacts and the other two normalisation

approaches slightly further improve the visual results.

(a) Reference (b) None (c) ρkcam (d) ρk
ci

(e) ρkraw

Fig. 4. sRGB renderings of a central extract of size 125 × 125 pixels from “Chart and stuffed toy” CAVE image simulated under HA

illumination. (a) reference image, (b)–(e) images estimated by PPID demosaicing method with different normalisation approaches.

VI. CONCLUSION

In this paper, we show that spectral correlation is fairly reduced in images acquired under illuminations

that are non-homogeneous over the spectrum. This severely affects the performance of demosaicing schemes
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Table 2. PSNR (dB) of estimated images according to illumination (see Fig. 1(a)) (averages over all 32 CAVE (a) and 8 FOSTER (b)

simulated images). Demosaicing methods: see Sec. III-A. Normalisations: camera-based ρkcam, camera- and illumination-based ρk
ci

, raw

image-based ρkraw (see Sec. IV-B).

(a) CAVE

Method Norm. E D65 F12 A HA LD

None 31.91 31.88 30.28 31.69 31.75 31.48

ρkcam 31.91 31.88 30.28 31.69 31.76 31.48

ρk
ci

31.91 31.88 30.28 31.69 31.75 31.48
WB

ρkraw 31.91 31.88 30.28 31.69 31.76 31.48

None 33.47 33.74 28.51 31.72 31.25 32.47

ρkcam 35.48 35.42 30.69 34.50 34.15 32.18

ρk
ci

35.48 35.42 32.31 34.95 35.06 34.39
PPIDWT

ρkraw 35.42 35.36 32.25 34.89 35.01 34.34

None 34.13 34.10 31.84 33.72 33.82 33.42

ρkcam 34.29 34.23 31.99 33.94 34.04 33.43

ρk
ci

34.29 34.23 32.12 33.99 34.12 33.58
PPIBTES

ρkraw 34.29 34.23 32.12 33.99 34.12 33.58

None 33.80 34.02 29.23 32.26 32.02 32.68

ρkcam 35.30 35.23 31.19 34.51 34.36 32.70

ρk
ci

35.30 35.24 32.29 34.80 34.94 34.30
SD

ρkraw 35.25 35.19 32.20 34.75 34.89 34.26

None 36.95 37.17 31.37 34.99 34.70 35.50

ρkcam 38.71 38.60 33.31 37.54 37.50 35.24

ρk
ci

38.71 38.59 34.32 37.86 38.14 37.02
MLDI

ρkraw 38.68 38.56 34.28 37.84 38.12 36.99

None 36.71 37.06 30.32 34.36 34.08 34.71

ρkcam 39.84 39.65 32.50 37.89 37.60 34.73

ρk
ci

39.84 39.69 34.18 38.49 38.81 37.46
PPID

ρkraw 39.74 39.59 34.10 38.40 38.73 37.40

(b) FOSTER

Method Norm. E D65 F12 A HA LD

None 33.09 33.13 29.83 32.27 32.20 32.50

ρkcam 33.10 33.13 29.84 32.27 32.20 32.51

ρk
ci

33.10 33.13 29.83 32.27 32.20 32.50
WB

ρkraw 33.09 33.13 29.83 32.27 32.20 32.51

None 33.09 33.46 27.02 30.88 30.28 31.99

ρkcam 36.30 36.27 29.05 34.44 33.78 32.19

ρk
ci

36.30 36.22 31.12 35.29 35.41 34.64
PPIDWT

ρkraw 36.39 36.31 31.09 35.28 35.42 34.71

None 34.49 34.53 30.59 33.45 33.39 33.63

ρkcam 34.80 34.80 30.77 33.82 33.77 33.65

ρk
ci

34.80 34.79 30.96 33.91 33.90 33.91
PPIBTES

ρkraw 34.81 34.80 30.96 33.91 33.91 33.91

None 33.93 34.26 28.09 31.81 31.44 32.62

ρkcam 36.31 36.27 29.89 34.71 34.29 33.04

ρk
ci

36.31 36.25 31.17 35.25 35.32 34.83
SD

ρkraw 36.38 36.32 31.10 35.24 35.33 34.88

None 36.44 36.79 29.84 33.96 33.54 35.01

ρkcam 39.28 39.20 31.61 37.16 36.90 35.06

ρk
ci

39.28 39.16 32.66 37.74 37.96 37.06
MLDI

ρkraw 39.31 39.19 32.60 37.73 37.96 37.07

None 35.31 35.70 28.18 32.70 32.26 33.36

ρkcam 38.95 38.80 30.17 36.57 36.03 33.80

ρk
ci

38.95 38.77 31.96 37.44 37.71 36.29
PPID

ρkraw 39.04 38.86 31.92 37.42 37.71 36.35
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that mainly rely on assumptions about spectral correlation. To overcome this limitation, we propose to insert

normalisation steps in the imaging pipeline to adjust channel levels before demosaicing and restore them

afterwards. The channel-specific normalisation factor can be deduced either from the SRCs of the camera, from

the SRCs and the illumination, or directly estimated from the raw image levels. Experimental results show that

normalisation based on the sole SRCs provides good but illumination-sensitive results. Normalisation based on

SRCs and illumination informations provides the best results despite illumination is not always available in

practice. At last raw image-based normalisation provides promising results without any a priori knowledge about

the camera or illumination, and thus constitutes a good compromise for demosaicing. Future work will focus

on the assessment of these approaches with other cameras and on experiments with sensor noise consideration.
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