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Preface

In his beautiful book [60], Jean Petitot proposes a sub-Riemannian model for the
primary visual cortex of mammals. This model is neurophysiologically justified.
Further developments of this theory lead to efficient algorithms for image recon-
struction, based upon the consideration of an associated hypoelliptic diffusion. The
sub-Riemannian model of Petitot and Citti-Sarti (or certain of its improvements) is
a left-invariant structure over the group SE(2) of rototranslations of the plane. Here,
we propose a semi-discrete version of this theory, leading to a left-invariant structure
over the group SE(2,N), restricting to a finite number of rotations. This apparently
very simple group is in fact quite atypical: it is maximally almost periodic, which
leads to much simpler harmonic analysis compared to SE(2). Based upon this semi-
discrete model, we improve on previous image-reconstruction algorithms and we
develop a pattern-recognition theory that leads also to very efficient algorithms in
practice.

This research has been supported by the European Research Council, ERC StG
2009 “GeCoMethods”, contract n. 239748, by the iCODE institute (research project
of the Idex Paris-Saclay), by the SMAI project “BOUM?”, and by the Grant ANR-
15-CE40-0018 of the ANR. This research benefited from the support of the “FMJH
Program Gaspard Monge in optimization and operation research” and from the sup-
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This book contains, among others, results from [[10} |13} 142]. For their kind per-
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Chapter 1
Introduction



2 1 Introduction

1.1 Neurophysiological considerations and the Citti-Petitot-Sarti
model

The primary visual cortex V1 is a (not small) part of the brain, whose location is
shown on Figure ﬂ;ﬂ It is responsible, after the retina, for elementary representa-
tions of the visual field, by visual charts, that take into account not only position,
but also orientation.

In the paper [67] and his beautiful book [66], Jean Petitot describes a sub-
Riemannian model of the visual cortex V1. The main idea goes back to the paper by
Hiibel an Wiesel in 1959 (Nobel prize in 1981) who showed that in the visual
cortex V1, there are groups of neurons that are sensitive to position and directions
with connections between them that are activated by the image. The key fact is that
the system of connections between neurons, which is called the functional architec-
ture of V1, preferentially connects neurons detecting alignments.

Roughly speaking, neurons of V1 are grouped into orientation columns, each of
them being sensitive to visual stimuli at a given point of the retina and for a given di-
rection on it. Orientation columns are themselves grouped into hypercolumns, each
of them being sensitive to stimuli at a given point with any direction (see Figure[T.3).

In the visual cortex there are two types of connections: the vertical connections
among orientation columns in the same hypercolumn, and the horizontal connec-
tions among orientation columns belonging to different hypercolumns and sensitive
to the same orientation. For an orientation column it is easy to activate another ori-
entation column which is a “first neighbor” either by horizontal or by vertical con-
nections. This is the so-called pinwheels structure of V1. (See Figures[I.2]and[I.3])
Pinwheels are the locations where multiple orientation columns converge. Orienta-

& - Primary Visual
Cortex (V1)

Fig. 1.1: The primary visual cortex
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Fig. 1.2: Pinwheel structure of V1 (from [56])

tion columns are organized radially around a point known as a singularity. As one
can check on Figure [I.2} there are both clockwise and counterclockwise oriented
pinwheels.

connections among orientation columns in the same hypercolumn
(vertical) orientation columns

visual cortex V1

T
—

I . . .
connections among orientation columns
belonging to different hypercolumns
and sensible to the same orientation
(horizontal)

activation | |/

curve

Plane of the image

Fig. 1.3: Cells in the primary visual cortex

From the mathematical point of view, it is thus assumed that V1 lifts the images
f(x,y) (i.e., functions of two position variables x,y in the plane RR? of the image) to
functions over the projective tangent bundle PTR?. This bundle has as base R? and
as fiber over the point (x,y) the set of directions of straight lines lying on the plane
and passing through (x,y).

Consider for instance the simplest case in which the image is a smooth curve
t — (x(¢),y(t)) € R2. Lifting this curve to PTR? means to add a new variable 6(¢)
that is the angle of the vector (x(¢),y(¢)). Since we are obliged at some point to go
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to certain stochastic considerations, it is convenient to write this lift in the following
“control form”. We say that (x(-),y(-), 0(-)) is the lift of the curve (x(-),y(-)) if there
exist two functions u(-) and v(-) (called controls) such that

x(1) cos(0(t)) 0
¥(t) | = sin(8(r)) |u(@)+ |0 [v() (1.1)
0(r) 0 1

Here the control u(t) plays the role of the modulus of the planar vector (x(z),y(z)),
but can take positive and negative values since the angle 0(¢) is defined modulo 7.
The control v(z) is just the derivative of 6(r).

Remark 1.1. . The vector distribution N(x,y, 0) := span{F (x,y,0),G(x,y,0)}, where
F(x,y,0) = cos(@)% +sin(9)a% and G(x,y,0) = aaTa is a vector distribution that en-
dows V1 = PTR?with the structure of a contact manifold. Indeed N is completely
non-integrable (in the Frobenius sense) since F and G satisfy the Hérmander condi-
tion: span{F, G, [F,G]} = T,PTR? for each g € PTR?.

Notice that the definition of vector field F is not global over PTR? since it is
not continuous at 8 = w ~ 0: the distribution N is not trivializable and a correct
definition of it would require two charts. However, for sake of simplicity, we pro-
ceed with a single chart with some abuse of notation. Notice, however, that if we
lift the problem to the group SE(2) of rototranslations of the plane, which is a
double covering of PTRZ, the structure becomes trivializable and the definition of
F becomes global. We do this often along the paper. We will just underline places
where the projectivization comes in and is important.

In the model described by Petitot, when a curve is partially interrupted, it is re-
constructed by minimizing the energy necessary to activate the regions of the visual
cortex that are not excited by the image.

Since for an orientation column it is easy to activate another orientation column
which is a “first neighbor” either by horizontal or by vertical connections, following
Petitot, the energy necessary to activate a path ¢ € [0,T] — (x(¢),y(¢),0(¢)) is given

b
y /0" (x(t)2 +y(1)* + ;é(t)2> dt = /(: (u(t)z i ;v(t)2> i (12

Here, the term x(¢)? +y(¢)? is proportional to the energy necessary to activate hori-
zontal connections, while the term 0'(t)2 is proportional to the energy necessary to
activate vertical connections. The parameter o > 0 is a relative weight.

To conclude, in V1, the problem of reconstructing a curve interrupted between
the boundary conditions (xg,yo,6) and (x1,y1,6;) becomes the optimal control
problem:
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x(1) cos(6(1)) 0
y(e) | = sin(0(r)) |u(@)+ |0 [v() (1.3)
o) 0 1
= u(t)F(x,y,0) +v(1)G(x,,0), (1.4)
T
/ (u(t) + év(t)z)dt ~ min (1.5)
0

(x(0),¥(0),6(0)) = (x0,0,60), (x1,y1,61) = (x(T),5(T),6(T)).  (1.6)

Finding the solution to this optimal control problem can be seen as the problem
of finding the minimizing geodesic for the sub-Riemannian structure over PTR?
defined as follows: The distribution is N and the metric g, over N is the one obtained
by claiming that the vector fields F and v/aG form an orthonormal frame.

By construction this sub-Riemannian manifold is invariant under the action of
the group SE(2) of rototranslations of the plane. Indeed, {(N,8q)}¢cjo.| are the
only sub-Riemannian structures over PTR? which are invariant under the action of
SE(2). See for instance [1]].

Remark 1.2. From the theoretical point of view, the weight parameter « is irrelevant:
for any a > 0 there exists a homothety of the (x,y)-plane that maps geodesics of
the metric with the weight parameter ¢ to those of the metric with @ = 1. For
this reason, in all theoretical considerations we fix & = 1. However its role will be
important in our image reconstruction algorithms.

Remark 1.3. In the optimal control problem the time T should be fixed, but
changing T changes only the parameterization of the solutions. For the same reasons
as in Riemannian geometry, minimizers of the sub-Riemannian energy (I.3) are the
same as the minimizers of the sub-Riemannian length

(020,00 = [ @R+ Lvepyar (1.7

The history of this model goes back to the paper by Hoffman [51] in 1989, who
first proposed to regard the visual cortex as a manifold with a contact structure. In
1998, Petitot [67, [66] wrote the first version of the model as a constrained mini-
mization problem on the Heisenberg group and gave an enormous impulse to the
research on the subject. In 2006, Citti and Sarti [23] required the invariance under
rototranslations, and wrote the model on SE(2), recognizing it as a sub-Riemannian
structure and explicitly introducing the vector fields F, G. In [[15], it was proposed
to write the problems on PTR? to avoid some topological problems and to be more
consistent with the fact that the visual cortex V1 is sensitive only to directions (i.e.,
angles modulo 7) and not to directions with orientations (i.e., angles modulo 27).
The theory was wonderfully completed in Petitot’s book [66].

The detailed study of geodesics was performed by Yuri Sachkov in a series of
papers [69, [70]. For modifications of the model aimed to avoid the presence of
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geodesics whose projection on the plane has cusps, see [23, 72} 11, [14]]. This model
was also deeply studied by Duits et al. in [31},34], with medical imaging applications
in mind, and by Hladky and Pauls [50]. Of course this model is closely related with
the celebrated model by Mumford [62]]. See also [4} [7].

The model described by Petitot was used to reconstruct smooth images by Ar-
dentov, Mashtakov and Sachkov [60]. The technique developed by them consists of
reconstructing as minimizing geodesics the level sets of the image where they are
interrupted.

When applying the above strategy to reconstruct images with large corrupted
parts, one is faced to the problem that it is not clear how to put in correspondence
the non-corrupted parts of the same level set. For this reason, in [15}34], was pro-
posed the following method. In system (1.1J), excite all possible admissible paths in
a stochastic way, obtaining the SDE:

dx; cos(6;) 0
dy[ = Sin(@t) du, + 0 th, (18)
do; 0 1

where u;,v; are two independent Wiener processes. To this SDE is naturally associ-
ated a diffusion process (here we have fixed o = 1):

v 1
> :EAIP’ (1.9)
s s J . 292
A=F"+G = (cos(@)ax-i-mn(e)ay) t502

The operator A is not elliptic, but it is hypoelliptic (indeed it satisfies the Hormander
condition). By the Feynman—Kac formula, integrating Equation [I.9) with the cor-
rupted image as the initial condition, one expects to reconstruct the most probable
missing level curves (among admissible).

Remark 1.4. Note that the operator A is the intrinsic sub-Riemannian Laplace oper-
ator over the (unimodular) group SE(2), as defined in [2].

To summarize, in this model, the process of reconstruction by V1 of corrupted
images is the following

e The plane image f(x,y) is lifted to a certain “function” f(x,y,8) on the bundle
PTR?

e The diffusion process (I.9) with the initial condition W,—o = f is integrated on
the interval ¢ € [0,T] for some T > 0.

e The resulting function fr = W,—r on the bundle PTR?is projected down to a
function fr(x,y), which represents the reconstructed image.

The lifting procedure should be as follows: the image is assumed to be a smooth
function f(x,y). Then, it can be naturally lifted to a surface S in PTR? by lifting its
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level curves{ﬂ Ata point (x,y, 0) we would like to set f(x,y, 0) = f(x,y) if (x,y,0) €
Sand f(x,y,0) =0 elsewhere. But this would be nonsense since S has zero measure
in PTR?. Hence, f(x,y) is lifted to a distribution f(x,y,8), supported in S, and
weighted by f(x,y). We refer to [[15] for details.

The idea of modeling the process of reconstruction of images in V1 as an
hypoelliptic diffusion was presented first in [23] and was implemented in de-
tails with various modifications and different purposes by many authors. See, e.g.,
[[72,115,130, 134,122} [81]] and references therein. A clever variant to the lifting process,
which inspired the left-invariant lifts used in this work, was proposed in [34,[35].

It turns out that although good looking, Equation (1.9) is not easy to integrate
numerically. In particular, the multiscale sub-Riemannian effects are hidden inside.
(The numerical literature for PDEs in sub-Riemannian geometry appears to be very
scarce.)

For the equation (I.9) it is possible to compute the associated heat kernel, see
[2, 130} 134]. See also [80] for a review on its numerical implementations. Moreover,
the numerical integration starts to be a rather large problem, due to the number of
points/angles in a reasonable image.

Some promising results about inpainting using hypoelliptic diffusion were ob-
tained in [15]). In this paper a reasonable algorithm is presented. This algorithm is
recalled here, with some improvements. See also [[13]].

To end this section, we mention that the initial purpose of the aforementioned
algorithms was the so-called “modal” reconstruction. (See Figure [I.4]) That is, the
reconstruction of contours that are actually perceived by the observer. However, the
results obtained, especially those of [13]], show that these algorithms can be used
also for “amodal” completions. This term designates the completion via a mental
extrapolation of contours that are not visible by the observer. Since some of the re-
sults are uncanny with respect to what a human observer can do, this suggests that
this model, although very efficient in practice, is not a completely realistic neuro-
physiological model.

1.2 Our semi-discrete model

We shall use certain elementary and non elementary facts from representation the-
ory of locally compact groups. For general representation theory see the book of
Dixmier [27]] or [8 78 [19]. For a detailed treatment of SE(2) see [[76]. Almost pe-
riodic functions and Bohr compactification will also be important here. See again
[27] and [79} 24]]. We also need standard results on duality theory for locally com-
pact groups. Recall that compact groups are subject to Tannaka duality (an avatar

! It is widely accepted that the retina performs some smoothing, see [57]. After such smoothing,
the image f(x,y) is in general a Morse function, and the lifted surface is a smooth surface. See
[15].
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(a) Modal completion (Kanisza triangle). (b) Amodal completion.

Fig. 1.4: The two different neurophysiological types of contour completion.

of Pontryagin duality on abelian groups). Here, we will consider maximally almost-
periodic (MAP) groups, which are subject to Chu duality, a generalization of Tan-
naka duality. For Chu duality, see the foundational paper of Chu [21]] and the book
by H. Heyer [48]].

In the Petitot model, we assume a finite number of columns in the hypercolumns.
Moreover, this number is assumed to be rather smal (between 15 and 50). It cor-
responds to a small number of directions on PTR?, and a small number N of angles
on the double-covering SE(2). Then, we are naturally led to the consideration of
the (semi-discrete) subgroup of rigid motions, corresponding to rotations with an-
gles 2"7” (k integer). This group is denoted by SE(2,N). It is the semi-direct product
SE(2,N) = Zy x R? of the finite abelian group Zy = Z/NZ by R?. It is a very
interesting group that we will study in details, together with some of its (finitely
generated) subgroups. We also mention that this group has already been used in
various image processing papers, e.g., [[74, 123} 29].

The semi-discrete group of Euclidean motions SE(2,N) turns out to have quite
a rich structure: although non-compact, it is a MAP group and, even more, it is a
Moore group, i.e. all its unitary irreducible representations are finite dimensional.
Since, just as SE(2), it is a semi-direct product, these representations can be com-
puted by using Mackey’s machinery (see [59, 8], but we shall recall precisely what
we need in the paper).

In the paper, we treat two questions that investigate the way V1 performs image
reconstruction of corrupted images, and also (this is our conjecture) the way V1
computes some important quantities that are used at a higher level in the brain, to

2 Looking at the literature, discussing with Petitot and other people, we could not get a clear answer
about this number N. This estimate (15 to 50) comes from our own numerical experiments in both
image reconstruction and pattern recognition.
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perform planar pattern recognition. For both purposes the structure of SE(2,N) is
crucial.

We already explained how in the (continuous) Petitot model image reconstruc-
tion is performed by lifting to SE(2) and integrating a certain hypoelliptic Laplace
operator (see Remark E] above).

Usual Fourier transform diagonalizes the usual Laplace operator. Similarly, the
generalized Fourier transform [27]] over SE(2) disintegrates our sub-Riemannian
Laplace operator A into a continuous sum of Mathieu-type operators. At the level
of SE(2,N), the same scenario appear: A semi-discrete Laplacian Ay comes in the
picture, and it is again disintegrated by Fourier transform over SE(2,N) into a (con-
tinuous) sum of finite dimensional (Mathieu-like) linear operators. In particular, the
corresponding heat kernel has a simple explicit expression. From these considera-
tions, we derived interesting numerical methods for the problem of completion of
images.

1.3 Textures

We are led to consider as models for textures, certain (sometimes finite dimensional)
subspaces APr(IR?) of the space By(R?) of Besicovitch almost periodic functions
(see [24]). Approximation and interpolation of usual images by elements of these
texture spaces (adapted to the structure of SE(2,N)) is an interesting problem in
itself, to which we provide a reasonable solution.

This representation is crucial in our work, since it is deeply used in both problems
treated herein, i.e image reconstruction and pattern recognition. In fact, these very
natural finite dimensional subspaces APg (Rz) are (roto)translation invariant over
SE(2,N). Moreover, the unitary irreducible representations of SE(2,N) act on some
of these spaces APr(IR?). This leads to very reasonable algorithms for both image
reconstruction and pattern recognition. In particular, over these spaces, the semi-
discrete diffusion becomes just a linear ordinary differential equation.

Moreover, we remark that such representation is of interest in itself due to its
close relation with the Fast Fourier Transform algorithm, with the problem of the
’polar” Fourier transform [J5], and more generally with the non-uniform FFT, about
which there is an important amount of literature. We give just a small non-exhaustive
list of references: [6, (17, 136,58 164} 165, 168]. This is in particular an important ques-
tion in the fields of NMR and computed tomography.

1.4 Triple convolution and bispectrum

For real valued functions f(x) over R, the auto-correlation and the triple correlation
(or triple convolution) are
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A) = [ 100 (e+s)d

T(s1s2) = [ F0f (e s)f (et s2)dv

Denoting by f () the usual Fourier transform of f, it is easily computed that the
Fourier transform A(s) is just the power spectrum A(s) = f(1) f(A)*. (Here * stands
for conjugate).

Also, the Fourier transform (over R x R) T'(4;,A;) of the triple correlation
T(s1,s2) is what is called the Bispectrum of f:

T (M, A2) = F(M)f(A2) f(A +A2)*.

The bispectrum (or equivalently the triple convolution) is translation-invariant, and
is used for long in many areas of signal processing ([44} 40l |54} 53]). It was also
used for texture discrimination of music instruments (see [28]) an it is suspected
that the auditive cortex proceeds with bispectra.

These invariants already appeared in pattern recognition. They are alternatively
called Fourier descriptors (see [10} 74, 41]). In these papers, a natural abstract gen-
eralization on locally compact groups is proposed. For G a locally compact group
and f € L*(G), with dg being the Haar measure, the bispectrum of f is the operator
valued map:

BS/(A1,42) = f(A) @ f(A2) o f(A1 @ M), (1.10)

where A;,A; are unitary irreducible representations of G, and * denotes the ad-
joint operator. Bispectra are clearly invariant w.r.t the action of translations of G.
The main fact is that they are highly discriminating between functions up to
translations.

Let us say that a set of translation-invariants is weakly complete if it discrim-
inates between functions modulo the action of translations, over a residual subset
of Lz(G). It turns out that, when G is abelian, compact (separable), or MAP,
the bispectra are weakly complete. This is the main fact, and the residual sub-
set of functions over which bispectra discriminate is just the set of f such that the
Fourier transform 7 is an invertible operator.

Hence, the idea is very simple: to discriminate between images on the plane,
i.e. functions f(x,y), let us, as for image reconstruction, lift the functions f(x,y)
to functions Lf(x,y,0) over SE(2,N), and compute the bispectral invariants of Lf.
(We mention that different pipelines are possible, see, e.g., [[73].) After this step,
we would like to feed a learning machine (such as an SVM machine [75]), or a
deep learning machine, with the lifted bispectra BS; r. We expect to get very good
performances for pattern recognition [[74]].

Our (plausible?) expectation is that the primary visual cortex feeds higher level
strata of the brain with such invariants.

Unfortunately, a very bad feature appears: if we require (which is natural) the lift
to be left-invariant, the Fourier transform Lf of Lf is never invertible (on the con-
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trary, it has always rank at most one). Therefore, we do not know whether bispectral
invariants are weakly complete over L?(R?) or not.

A long piece of this monograph has for purpose to overcome this difficulty.
Roughly speaking, we need the extra ingredient of “’centering” the images (which
can be done with respect to the gravity center of the image for L?(R?) images, but
which is not so easy in the case of almost periodic functions). The purpose of this
centering procedure is to eliminate the effect of translations. After this centering,
we define quite naturally another set of invariants, richer than the bispectrum, that
we call rotational bispectral invariants. They make sense for both cases of images
in L?(IR?), and for our texture spaces APr(R?). As a last step, we are able to derive
weak completeness results.

1.5 Organization of the paper

The second chapter introduces all the technical tools and concepts we need, i.e.
general facts about locally compact groups, the non-commutative Fourier transform
and general Plancherel’s theorem, Chu duality. We introduce our centering opera-
tors, we recall the main facts of Mackey’s imprimitivity theory, together with the
induction-reduction theorem for the decomposition of tensor products of induced
representations. We define weakly cyclic functions, and we discuss a (more or less
standard) version of the abstract wavelet transform, that will be useful in our lifting
process.

We define Bohr compactification, Bohr and Besicovitch almost periodic func-
tions and our relevant subspaces APr(G) of almost periodic functions. We discuss
the process of centering almost periodic functions.

Chapter 3 discusses the lifting problem, mainly from R? to SE(2) or SE(2,N).
In fact, we do it in a slightly more general context. We show first that continuous
left invariant lifts are essentially wavelet transforms, and we characterize injectivity
of the lifts. We then show that Fourier transforms of (left-invariant) lifted functions
have always rank one. To finish, we define almost left-invariant lifts and cyclic lifts,
that will be enough for our discrimination purposes.

Chapter 4 deals with almost periodic interpolation and approximation. As we said
in the introduction (Section[I.3), this chapter is interesting in itself. It is strongly re-
lated with the problems of non-uniform FFT and polar FFT. We define a generalized
Fourier-Bessel operator, and we prove a factorization theorem for this operator. This
factorization theorem is the key point for the algorithms of evaluation, interpolation,
approximation of functions in our texture spaces APr(G).

Chapter 5, Pattern Recognition, is the heart of the paper. Bispectral invariants
are defined in general by formula (T.T0). We prove the main discrimination result
over abelian, compact and Moore groups. Next, we treat the problem of discrim-
inating lifted functions. First, we define cyclic lifts and provide a proof of weak
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completeness in that case. The remaining of the chapter studies our rotational bis-
pectral invariants in view of weak completeness.

In Chapter six, we focus on the image reconstruction problem, recalling previous
results and providing some improvements in the case of SE(2,N). We construct the
heat operator in the case of SE(2,N) via elementary stochastic considerations and
we recall the expressions of the heat Kernels in both cases of SE(2) and SE(2,N).
We present the basic completion algorithm, and we show how it works in the case
of our spaces APr(G) of almost periodic functions, in which case it just relies on
integrating linear ordinary differential equations (a finite number of them, provided
that F is finite).

Chapter 7 is about applications. First we care about image reconstruction, and
we show how our basic algorithm can be substantially improved on by certain
natural heuristic considerations. We show some very convincing reconstruction re-
sults. However these results provide very little improvement w.r.t. the state-of-the-
art, which actually consists of extremely efficient algorithms. (See, e.g., [37, [18]].)
Therefore, our main contribution here is not over this practical area. In fact we just
“validate” the Citti-Petitot-Sarti model and our semi-discrete improvement of it.
Moreover, we reduce the diffusion to ODE’s which is conceptual gain only.

Second, we care about pattern recognition. On the contrary, in this area we get
very interesting practical results, with several advantages w.r.t. some other standard
methods. The basic idea, as we said, is to feed a learning machine with our bispec-
tral invariants. These invariants have a number of good features for discrimination:
they are continuous invariants (which is absolutely necessary) and they rely on the
consideration of a set F of basic frequencies (over the frequency plane). Depend-
ing on the application, it is quite an easy routine to select properly this set F, that
in some situations has a clear frequency interpretation. Moreover, this approach al-
lows rather easily to pass to 3D pattern recognition. Roughly speaking, it is enough
to feed the learning step with a number of pictures of the object under consideration,
taken under several distinct points of view.

To test our invariants, we chose to use the SVM learning machine by V. Vapnik
[73]], and some of its improvements. We remark, however, that we could have cho-
sen a more fashionable deep learning machine. On the web, one can find easily a
series of test data, results and procedures in order to perform comparisons with other
methods. We present some of these comparisons, mostly from our papers [74. [10]].

To finish, we insist on the fact that the main interest (from the image processing
point of view) of this semi-discrete model (i.e., the lift of images to functions over
SE(2,N)) is not image completion but pattern recognition.
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This chapter introduces the concepts that are the main subject of the rest of
this work, along with the essential tools that are needed. After a brief introduc-
tion on harmonic analysis in non-commutative groups, we introduce the general
setting considered in this work, alongside with some essential facts on its represen-
tation theory. Afterwards, we recall some basic notions on almost-periodic func-
tions and and a precise construction that allows to select some relevant subspaces.
Finally we present our models for natural images (compactly supported functions
of L?(IR?)) and textures (properly selected finite-dimensional subspaces of almost-
periodic functions in the plane).

2.1 Prerequisites

In the following, we briefly recall some well-known fact in commutative and non-
commutative harmonic analysis. In particular, we introduce the Fourier transform
and the Plancherel theorems that will be the basis of our work.

2.1.1 Conventions

Scalar products on complex-valued vectors or functions of an Hilbert space .7¢ are
always assumed to be linear in the second variable. According to this convention,
the tensor product of u,v € JZ is the linear operator

uv(w) = u(v,w), Yw e . 2.1)

That is, (u®v); j = u;v;.

2.1.2 Harmonic analysis on locally compact abelian groups

Let G be a locally compact abelian group with additive notation. A character of
G is a continuous group homomorphism A : G — C such that |A(a)| = 1 for any
a € G. Defining the product of two characters as the point-wise multiplication and
the inverse as the complex conjugation, the set

G = {A | A is a character of G}, (2.2)

endowed with the topology of uniform convergence on compact sets, is a locally
compact abelian group, called the (Pontryagin) dual group of G.

It is straightforward to check that Q : G — G defined by Q,(1) == A(x), is a

continuous group homomorphism. In particular, G C G.
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Theorem 2.1 (Pontryagin duality). The map €2 is a group isomorphism, and thus
G is canonically isomorphic to the dual of G.

The Fourier transform allows to carry the above isomorphism to the level of
complex-valued functions defined on G and G. Namely, endow G with its Haar
measure and for any f € L?>(G)NL'(G) define its Fourier transform f € L?(G) by

7A) = /G FOA(x)dx. 2.3)

Observe, in particular, that letting avg f = [ f(x)dx it holds avg f = f(4), where
o(+) = 1 is the identity of G. We have the following.

Theorem 2.2 (Plancherel Theorem). There exists a unique measure dA on G,
called Plancherel measure, such that the above defined Fourier transform can

be extended to an isometry F : L*(G) — L*(G). In particular, whenever f €
L*(G)NLY(G) and f € L*(G)NLY(G), it holds that

F ) = /@f@)w)dm 2.4)

Remark 2.1. When G = R the above procedure yields the classical Fourier trans-
form. Indeed, the Haar measure of R is the Lebesgue measure, R = R can be real-
ized as the set of x — ¢2™* for A € R, and the Plancherel measure is the normalized
Lebesgue measure.

The left regular representation of G is the map x — 7, € % (L*(G)) defined as
T.f (v) = f(y — x). Then, the fundamental property of the Fourier transform, at least
for our purposes, is the following.

Theorem 2.3. For any f,g € L*(G) and any x € G it holds that

f=tg < f(A)=L(x)g(A) VAeG. (2.5)

2.1.3 Fourier transform on locally compact non-commutative
groups

Let G be a locally compact unimodular group, not necessarily abelian. A unitary
representation T of G is a continuousE] homomorphism T : G — % (#¢7), where
J7 is a complex (possibly infinite dimensional) Hilbert space. A representation
T is irreducible if no nontrivial closed subspace of 7 is invariant for all T (a),
a € G. Two representations T and T’ are equivalent if there exists a linear invertible
operator A : J# — 4 suchthat AoT = T’ o A. In this case we write T = T’.

! With respect to the strong topology of % (7). Recall that this is not the norm topology, w.r.t.
which irreducible representations are not in general continuous.
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The dual set of G is the set G of all equivalence classes of unitary irreducible
representations of G. Although, for G abelian, the only irreducible representations
are the characters, and this set coincides with the Pontryagin dual, in the general case
it has no group structure. The Fourier transform of a function f € L*(G) NL!(G) is
then defined by

A1) = / f(a)T(a) 'da, VT €G. 2.6)
JG
Observe that f(T') is a Hilbert-Schmidt operator on .77

Remark 2.2. The same formula can be used to define the values of f on not neces-
sarily irreducible unitary representation of G.

We have the following generalization of Theorem [2.4]

Theorem 2.4 (Unimodular non-commutative Plancherel Theorem). Let G be a
locally compact separable unimodular group. Then, there exists a (unique) Plancherel
measure fi on G such that the above definition can be extended to an isometry
F:L*(G) — Lz(@7 (g). In particular, the following inversion formula holds

fla)= [[Te(F(T)o T (@) dfic(T). 2.7)

As in the abelian case, the Fourier transform has a nice behavior w.r.t. to the
action of the left regular representation A : G + % (L*(G)), defined by A (a) f(b) :=
f(a='b), as shown in the following.

Theorem 2.5 (Fundamental property w.r.t. the action of the left regular repre-
sentation). For any f,g € L*(G) and any a € G it holds

f=A(a)g < F(T)=3(T)oT Y(a) VT €G. (2.8)

2.1.4 Chu Duality

Chu duality is an extension of the dualities of Pontryagin (see Theorem and
Tannaka (for compact groups) to a class of more general groups. In particular, it
applies to Moore groups, i.e., those groups whose unitary irreducible representations
are all finite dimensional. Here, the difficulty is to find a suitable notion of bi-dual,
carrying a group structure. See [47].

Let Rep, (G) denote the set of continuous unitary representations of G over C".
Taking as a basis of neighborhoods at T € Rep, (G) the sets

W(T.K.):={p €Rep,(C) | |IT(@)—p(a)lus <& VacK}, (2.9

for € > 0 and K C G compact, the set Rep,(G) is a topological space which turns
out to be locally compact since G is so. The Chu dual of G is the topological sum
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Rep(G) := U Rep, (G). (2.10)

n>1

A quasi-representation of G is a continuous map Q from Rep(G) to {J,~; % (C")
such that for any T € Rep,,7y(G), T’ € Rep,,7/(G), and U € 2 (C"T)) it holds

1. Q(T) e 7 (C""):;

2. Q(TeT)=Q(T)®Q(T");

3. 0(T®T')=0(T)®Q(T');

4. QUoToU Y)Y =UoQ(T)oUY;

The set of quasi-representations of G is denoted by Rep(G)Y and is called the
Chu quasi-dual. Setting E(T) := 1d,,ry and Q" (T) = Q(T "), the Chu quasi-dual
is an Hausdorff topological group w1th identity E. Finally, we can define the contin-
uous group homomorphism Q : G — Rep(G)" as

Q,(T) =T(a). @2.11)

Definition 2.1. A locally compact group G has the Chu duality property if Q2 is a
topological group isomorphism.

The main result is then the following.
Theorem 2.6. Any Moore group has the Chu duality property.

Observe that, since all abelian and/or compact groups are Moore, Chu duality
contains both Pontryagin and Tannaka duality.

2.2 General setting

We now present the general setting that we will consider for most of this work,
that of certain semi-direct product groups. We also recall some well-known facts
regarding the corresponding representation theory.

Let us consider the semi-direct product G = K x H, obtained thanks to the action
ke K+ ¢(k) € Aut(H) . We will always assume the following:

H is an abelian separable connected locally compact group.
K is an abelian finite group of cardinality N.

The restriction of the action k — ¢ (k) to H\ {o} is free.
The Haar measure of H is invariant under the ¢ (k)’s.

The above assumptions guarantee that G is unimodular [63, Ch. II, Prop. 28].
Note that G is also automatically post-liminal. Later on we will explicitly compute
the unitary irreducible representations of G, which will be finite dimensional, thus
proving that G is a Moore group.
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Remark 2.3. The freeness assumption on the action of K could probably be re-
moved. However, this would yield to a more complicated description of the rep-
resentations of G and it is outside the scope of this work, whose main motivation is
SE(2,N) =Zy x R?.

Additive notation is used for H and multiplicative one for K. We denote the
identity of H by o and that of K by e. The letters x, y, z are reserved for elements of H,
while k,h, ¢, a, B are elements of K. Elements of the Pontryagin duals H and K are
denoted, respectlvely, as A SHE H and kh,.. e K. The identities of the Pontryagin
duals are 6 € H and ¢ € K. Elements of G are denoted either by a,b € G or as
couples (k,x), (h,y).

The action of K on H induces a contragredient action of K on ]ﬁL still denoted
k+ ¢ (k) and defined by ¢ (k)A(x) = A(¢(k!)x). The left regular representations
of H and K are called translation and shift operators and denoted by x +— 1, €
% (L*(H)) and k +— S(k) € % (L*(K)), respectively. Their actions on f € L?(H)
and v € L*>(K) ~ CV are given by

nf(y)=f(y—x) and S(k).v(h) =v(k 'h). (2.12)

When K is cyclic, i.e. K ~ Zy, the shift operator is completely determined by S =
S(1) via S(k) =S¥ =So---08, k times.

The left regular representation of G is denoted by A : G — % (L*(G)), and its
action on f € L*(G) is A(a)f(b) = f(a~'b). Exploiting the semi-direct product
structure of G, we can consider the quasi-regular representation of G, denoted by
n:G — % (L*(H)) and whose action on f € L*(H) is

n(k,x)f() = f((kx) ") = Fok Ny —x),  V(kx)€G,yeH (2.13)

The quasi-regular representation is far from being irreducible, see, e.g., [39]. Indeed,
to any measurable K-invariant U C H, is associated the following closed invariant
subspace

o = oy ={f € L*(H) |suppf C U}. (2.14)

By conjugating the quasi-regular representation with the Fourier transform on H we
obtain the representation # on L*(H). Since ¢ (k)A = ¢ (k)A, # is given by

(k) f(A) = F (=6, f)(A) = A(x) f(9(k1)A). (2.15)

Throughout the paper we will be interested in quotienting out the effect of the
action of HI, or one of its subsets, on Lﬁ(H)

Definition 2.2. Let .«7 C L?>(H) be invariant under the action of 7 and let U C H.
A centering of </ w.rt. U is an operator @ : o/ — ¢ that acts by @(f) = 7. f,
where ¢ : @/ — H is such that, for any f, g € 7,

P(f)=P(g) < IxeUst f=1g. (2.16)

Observe that the above implies that for any k € K it holds
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D(f)=0k)P(g) < IxeUs.t f=mn(xk)g. (2.17)

It is then clear that @ (.<7) C 7 is invariant under the action of K.

2.2.1 Representation theory

A complete description of the unitary irreducible representations of G can be ob-
tained via Mackey machinery, see e.g., [8, Ch. 17.1, Theorems 4 and 5]. We recall
it in the following.

Theorem 2.7 (Representations of semidirect products). To any k € K corre-
sponds the unitary representation of G defined by 79k = k and acting on C. On

the other hand, to any A € H\ {0} corresponds the unitary representation T* act-
ing on L*(K) and defined by

T (x,k) = diag, (¢ (R)A (x)) S(k). (2.18)

Moreover, the dual set Gis the union of the set of the nontrivial orbits in H under
the action of K and of {6} x K. Indeed, for any { € K it holds that T®(D* o S(¢) =
S(¢) o T* and hence TM is equivalent to T*> whenever Ay, belong to the same

orbit. Finally, the Plancherel measure [l is supported outside of {0} x K.

Remark 2.4. When G = SE(2,N), the set of nontrivial orbits can be identified with

A

the “slice of Camembert” . C R2 = R?, defined by
S ={E® | E R, 0 [0,2/N)}. (2.19)
Let {e; }xcx be the canonical basis of L?(KK) given by

ex(h) = {1 ifk=h, (2.20)

0 otherwise.

Then, the coefficients of 7% (k,x) w.r.t. this basis are
T (k)i j = (T* (k,x)ej i) = 9 (kj) A (x) Gij, .21)

where §; ; denotes the Kronecker’s delta. In ChapterE] we will explicitly compute

the coefficients of T# with respect to the dual basis K and we will relate these to
Bessel functions.

Proposition 2.1. Let f € L*(G). Then, for any A € H \ {6}, the components of
F(T*) w.rt. the canonical basis {e; }i € K of L*(K) are

F@h)i;=F (G )(@()A). (2.22)
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Moreover, for any f € L'(G)NL*(G) and for any k € K it holds
FIohy = avg (k). (2.23)

Here, we let avg, € L*(K) be defined as

avgf(k) =avg f(-,k) = /Hf(x,k) dx. (2.24)
Proof. Since (k,x)~' = (k=!,—¢ (k= ")x), the first statement follows by (2.21):

HTMi= ¥ [ 1) T, f s

keK

= Z F(f(k, '))(d)(j)l)(si’k—lj (2.25)

keK
=Z(fi1 ) (@()A).

On the other hand, to prove the second statement it suffices to compute

Faroh =y /H FeOk(—0)ydx= Y ave (O k(D) =avg, (k). (2.26)

ek ek

2.2.1.1 Induction-Reduction theorem

Throughout the paper, we will use a well-known fact on tensor product representa-
tions: the Induction-Reduction Theorem. (See [[8]].) This theorem allows to decom-
pose the tensor products of representations T4 © T2, acting on CN @ CN 2= CN*N,
to an equivalent representation acting on @,k CV, which is a block-diagonal op-
erator whose block elements are of the form TR Tn particular, the Induction-
Reduction Theorem plays the role of the Klebsch-Gordan decomposition in the non-
compact case. We use it several times in our technical computations, Section 3.2 in
particular, and in the proof of our main results.

Theorem 2.8 (Induction-Reduction Theorem). For any Ay, A, € H\ {6} it holds

T}L] ® le o @ Tl] +¢(h)/12. 2.27)
heK

In particular, the unitary equivalence A : L*(K x K) — @ L*(K) is given by

A=EPAr,,  Ay=Po(ldaS(h™)), (2.28)
heK
where & : L*(K x K) — L*(K) is the operator Po(£) = @(¢,£), ¢ € L*>(K x K).

Proof. Let {e;}icx be the canonical basis of L?(K). It is clear that to prove the
theorem it suffices to show that, for all (k,x) € G and i, j € K, it holds
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(T’ll (k,x) @ T (k,x)).ei®ej= (A* o @ Thte(h)A oA) eiQej. (2.29)
hek
By (2:21)), the right hand-side computes to
(TH (k,x) @ T* (k,x)).e; @ ej = @ (ik) [M + ¢ (i7" )Ao] (W) en@ejp.  (2.30)
On the other hand, for all 4 € K, it holds
(TR0 A, e @e; = 81,0 (ik) (M + 0 (h) Aa] (x)ei- (2.31)

Since a simple computation shows that A*((v;)sek) (r;8) = v,—1,(r), this yields

(A* P Th+o(A oA) ei@ej(rs) =68 1, ¢(ik) A1+ 00 's)A] (x)ei.

hek
(2.32)
Finally, it is easy to check that the above coincides with (2.30) for all r,s € K.

The action of linear operators % : @,cx L*(K) — @pex L*(K), can be block-
decomposed as

(BY) =Y. Brwve YW= (Vi) € PLK). (2.33)
leK heK

To be precise, B, = pno %o pj, where pj, : @pex L*(K) — L*(K) is the projec-
tion on the on the s-th component and pj, its adjoint. Direct computations yield the
following.

Proposition 2.2. Let A be the equivalence in Theorem[2.8} Then, the following holds

e For any linear operator 7 : L*(K x K) — L*(K x K) with components T =
(T5j.rs)ijrs the operator Ao T o A* has k,{ block component:

(Ao T 0A*) =Po(Id®S(h™")) 0 T o (Id®S(£)) o P* @34
= (Fiin,j,je)i,jeK- '
In particular, for a couple of linear operators B,C : L*(K) — L*(K) it holds
(Ao (B&C)oA*); =Po(B&S(h ")CS(£))oP* = (B; jCux ju)i jex- (2.35)

o Let S(k) : @per L*(K) = @pei L*(K) be defined by S(k)(Wi)n = (Wi-14)n for
any ¥ = (W) nek and k € K. Then,

AoS(h)@S(l)oA* =8(t"'h) o P S(h). (2.36)
keK
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2.2.2 Weakly cyclic functions

In this section we present the space of weakly-cyclic functions. These are functions
of L2 (H) whose Fourier transform, evaluated on a.e. orbit in I w.r.t. K yields a well-
behaved element of L?(IK). Since all our results in pattern recognition of Chapter
will apply only to this class of functions, we will later show, in Section [5.4.2] that
the generic image is indeed represented by a weakly-cyclic function.

A vector v € L*(K) is cyclic if {S(k)v}rex is a basis for L?(K). If K is cyclic and
finite with N elements, recalling that S(k) = S for S = S(e), this is equivalent to the
following circulant operator (see Appendix [A) being invertible

Circv= (v, 8v, ..., 8" 1v). (2.37)

For f € L*(H) we denote by f € Lz(]?]l) the abelian Fourier transform on H. From

~

the action ¢ of K on H we obtain a contragredient action on L?(H), still denoted by

0, letting ¢ (k) f(1) = f(¢(k~')A). Finally, for A € H we let the vector f; € L2 (K)
be the evaluation at A of the (inverse) K-orbit of f, that is

hky=e(kHjA) VkeK. (2.38)
Observe that S(k) /3 = fy(-1)2> since S(k) . (k) = ¢ (k).0 (") F(A).
Since f, = (f(0),...,f(0)) the vector f; cannot be cyclic for every A € H, thus
motivating the following definition.

Definition 2.3. A function f € L (H) is weakly cyclic if f; is cyclic for a.e. A € H.
We denote by ¢ C L*(H) the set of weakly cyclic functions.

2.2.2.1 Real valued functions

Our arguments in the following are heavily based on exploiting the weak-cyclicity
property. However, we now show that, if K satisfy an “evenness” condition, no real-
valued function can be weakly-cyclic. The rest of this section is then devoted to
define the concept of R-weak-cyclicity, which will be exploited in Section to
circumvent this problem.

Definition 2.4. The action of K on H is even if there exists ko € K such that ¢ (ko) =
—1Id.

A necessary condition for the action to be even is that ko = k;, !, The example to
keep in mind is that of the natural action of Zy on R2 when N is even, in which case
ko=N/2.

Proposition 2.3. Let K be acting evenly on H and define the following proper R-
linear subspace of L*(K)
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Z = {v € LX(K) | v(h) = v(koh) Vhe K} . (2.39)

Then, f; € X forany f € L2 (H) and any A € H. In particular, fy is never cyclic.

Proof. From the evenness of the action, it follows that ¢ (h)A = —¢ (koh)A for any
A € Hand h € K. Using that f(A) = f(=A), the statement follows from

A

Fa(h) = F(@(W)A) = F(—9(koh)A) = F(@(koh)A) = fo (koh), VheEK. (2.40)

Observe that .2 is invariant under the action of the shift operator. We then say
that w € 2 is R-cyclic if span{S(k)w}rcx = 2, and pose the following.

Definition 2.5. If the action of K on H is even, a real valued function f € L]%Q(H)
is weakly R-cyclic if f; is R-cyclic for a.e. A € H. On the other hand, if K is not
acting evenly on H, f € L]le (H) is weakly R-cyclic if it is weakly cyclic in the sense
of Definition

We denote by g C L]%{(H) the set of weakly R-cyclic functions.

Let K be acting evenly on H. Consider V = {e, ko } <K and fix any section o :
K/V — K. Define the map B : L>(K/V) — 2" as

Bw(h) — {w([h]) if h € range o, 2.41)

w([h]) otherwise.

Obviously B is invertible and R-linear, and thus it endows L?(KK/V') with the struc-
ture of a real vector space. When K = Zy with N even, the natural choice for ¢
leads to identify L2(IK/V) with the first N /2 components of vectors in L?(K) = CV.

Since 2" is invariant under the shifts, Sg(¢) = B~! 0 §(¢) o B is a representation
of K acting on L?(KK/V). Its action can be described explicitly:

v([(='h]) if ¢~ 'o([h]) € rangec

W otherwise. (2.42)

Se(O)v([H]) = {

It is then immediate to see that v € 2 is R-cyclic if and only if span{Sg (¢)B~'v} sk V=
L*(K/V). We can then translate the R-cyclicity property to vectors of L?>(K/V). In
particular, when K is cyclic with N elements, R-cyclicity of w € L2(K/V) = CN/2

is equivalent to the invertibility of the following “even circulant” matrix

Circg w = (W, Spw,..., Sy 2,1W> . (2.43)
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2.2.3 Wavelet transform

We now introduce the concept of (continuous) wavelet transform. In Chapter 3| we
will observe that, under some reasonable assumptions, the operators lifting functions
from L*(H) to L?(G) can always be seen as wavelet transforms associated with the
quasi-regular representation 7. The following results are well-known and can be
found, e.g., in [39]. (See also [38]].)
Let T be a strongly continuous unitary representation of a locally compact group
G on the Hilbert space 7 = J¢7. Given a vector ¥ € 7, the wavelet transform
of ¢ € S w.rt. the wavelet W is the linear bounded operator Wy : 52 — C,(G)
defined by
Wyo(a) = (T(a)¥,@)r  VYacG. (2.44)

We call ¥ admissible if Wy is an isometry from % onto L*>(G) and weakly admis-
sible if Wiy is a bounded one-to-one mapping onto L*(G).

If G = K x H is a semi-direct product, it is natural to consider the wavelet trans-
form w.r.t. the quasi-regular representation 7, acting on L% (H). Recall that ¥* (x) :=
Y (—x). Straightforward computations then show that Wy @(k,-) = @ x (¢ (k)¥*),
where x denotes the usual convolution product in L?(G). We will need the follow-
ing observation,

F(Wao(k,))(A) = 9()P*(A)(A), VA eH. (2.45)

As an immediate consequence, see [39], we have that
Wl ) = [ 10 PIF 201, 4 (2.46)

Here, P, is the vector defined in (2:38). We then have the following.
Theorem 2.9. Let ¥ € L*(H). Then,

o Y isweakly admissible < A — ||‘f’\* all 2(K) 8 strictly positive and belongs to
L= (H);
o Wisadmissible <= it holds ||'¥*; || 2x) = 1 for a.e. 2 € H.
In the sequel, we will frequently need to know the non-commutative Fourier
transform of a wavelet transform Wy ¢, which is given in the following.

Proposition 2.4. Let W € L*>(H). Then, it holds
Weo(Th) = P*, @ ¢, € HS(L2(K)), Vo € L*(H), A € . (2.47)

Moreover, if ¥ € L' (H) N L?(H) it holds

‘m(T(3xl%): {an((p) avg('}’) lfk:e.a V@ELZ(H)QLI(H),]}GK.
0 otherwise.

(2.48)
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Proof. By Proposition[2.1]and (2.43)), we have

VVIFP(TA),-,]- = (Weo(i'j,)) (0(j)A)

(2.49)

This completes the proof of the first part of the statement.
On the other hand, observe that avgy,, , = avg @ avg ¥ Indeed,

/ Ak ) P(y)dy = avg¥*  VkeK,ycH. (2.50)
H

~

Thus, avgy, ,(¢) = avgpavg P and avgy, ,,(k) = 0 for k # ¢, and the second part
of the statement follows from Proposition

As a consequence of the Induction-Reduction Theorem we also obtain this result.

Corollary 2.1. Let ¥ € L2(H) Then, for any A, A, € H\ {6} and any ¢ € L*(H),
we have - .
AoWyp(TH @T™)0 A" = ¥*) Lo, © P +o0, (2.51)

Here, A is the equivalence from L*(K x K) to @k L*(K) given by the Induction-
Reduction Theorem. (See Theorem[2.8])

Proof. The statement follows from the Induction-Reduction Theorem, the fact that
the Fourier transform commutes with equivalences and direct sums, and Proposi-

tion 2.4]

2.3 Almost periodic functions and MAP groups

As we already mentioned, we consider almost-periodic functions as a model for
textures. In this section we introduce both Bohr and Besicovitch almost-periodic
functions from the group-theoretic point of view, i.e., as the pull-back of certain
functional spaces on the Bohr compactification of G. We then proceed to introduce
areasonable concept of action of G on Besicovitch almost-periodic functions, under
which we will show in Chapter [5|how to discriminate. Finally, in Section [2.3.1] we
introduce the finite-dimensional spaces of almost-periodic functions which will be
the main object of interest in Chapter {] For the results in this section we refer to
[27, Ch. 16].

Definition 2.6. The Bohr compactification of a topological group G is the universal
object (Gb, o) in the category of diagrams ¢’ : G — K where o’ is a continuous
homomorphism from G to a compact group K.
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When G is abelian, one can construct G’ in the following way: Let @d be the
Pontryagin dual G endowed with the discrete topology. Then, its dual is a compact

abelian group and it holds G’ = @d. Moreover, o is the continuous homomorphism
whose dual 6 : G; — G is the identity map.

As a consequence of the definition, o(G) is dense in G’ and G” = G whenever
G is compact. In any case, ¢ induces a bijection between the finite-dimensional
continuous unitary representations of G and those of G°.

Definition 2.7. If the map ¢ : G — G” is injective, the group G is said to be maxi-
mally almost periodic (MAP).

The group G is MAP if and only if the continuous finite-dimensional unitary
representations of G separate the points. A connected locally compact group is MAP
if and only if it is the direct product of a compact group by R”. In particular, the
Euclidean group of rototranslations SE(2) is not MAP. Indeed, letting G, be the
connected component of the identity o, a locally compact group G such that G/G,
is compact is MAP if and only if it is the semi-direct product of a compact subgroup
K and of a normal subgroup H =2 R” such that every element of H commutes with
the component of K containing the identity [27, 16.5.3]. We will only be interested
in MAP groups satisfying this property, as SE(2,N).

Definition 2.8. The set AP(G) of Bohr almost-periodic functions over G is the pull-
back through o of the continuous functions over GP. On the other hand, the set

B (G) of Besicovitch almost-periodic functions over G is the pull-back through ¢
of L*(G").

It can be shown that Bohr almost-periodic functions are exactly the uniform lim-
its over G of linear combinations of coefficients of finite-dimensional unitary repre-
sentations of G. In particular, when G is abelian, this amounts to say that f € AP(G)
if and only if it is the uniform limit of characters, that is

f)~ Y ap(A)A(x), (2.52)

AEH;

where J7; C G is a countable set. If G is MAP then AP(G) is dense in C(G), in the
topology of uniform convergence over compact subset.

On the other hand, f € B,(G) if and only if it can be written as a square integrable
linear combination of coefficients of finite-dimensional unitary representations of
G. In particular, if the finite-dimensional unitary irreducible representations of G
are uncountable, B>(G) is a non-separable space. In the abelian case, this amounts
to say that f € B,(G) if and only if

f@) =Y arA)Ax) st Y lapA)F < +eo. (2.53)

Aedy A€y

We now show the connection between AP(G) and B,(G) in a more explicit way.
Consider the set C,(G) of continuous bounded functions over G endowed with
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the supremum norm. It can be shown that f € C,(G) is in AP(G) if and only if
{A(a)f}aec is a relatively compact subset of Cp,(G). In this case, the convex hull
K of {A(a)f}scq in Cp(G) contains exactly one constant function, whose value is
called the mean value of f and is denoted by M(f). In the case G = R, it holds

. 1 /T
M) = Jim L S (2.54)

Let f € AP(G) and denote by f’ the function of C(G’) such that f = f' o G.
Then, it holds that M(f) = [, f'(s) ds, where the integration is taken w.r.t. the Haar
measure of total mass equal to 1 on G”. Endowing AP(G) with the sesquilinear
form (f|g) = M(fg) = (f’,g') we obtain a pre-Hilbert space which is canonically
isomorphic to C(G’) regarded as a subspace of L?>(G’). Since continuous functions
over compact spaces are dense in L?, the closure of AP(G) w.r.t. the induced norm
is then B>(G).

The above shows, in particular, that the pull-back 6* : L*(G") — B,(G) is indeed
an isomorphism of Hilbert spaces. Tl/n\ls, in the abelian case, characterization (2.53))

is an immediate consequence of L2(G?) = L2(G,).

Remark 2.5. Observe that many non-zero functions over G are the pull-back of a.e.
zero functions in G. In particular it can be proved, and it is a trivial consequence of
(2.54) in the case G =R, that for any f € C.(G) any function f’ : G” — C such that
f = f' oo has to be zero a.e. on G”. Due to this fact, functions in B,(G) represent
indeed equivalence classes of functions G — C.

Let f € B>(G) be expressed as in (2.53)), then the following Parseval equality
holds
(15 ="Y las@)P. (2.55)

Aedy

As a consequence, the usual diagonalization of the convolution takes place w.r.t. the
scalar product (-|-):

frarg)= Y ap(d)ag(r)ermr. (2.56)
AEAFNHy

To conclude the section, let us consider the case of G = K x H under the hy-
potheses introduced at the beginning of the paper. Then, G is a MAP group and
G’ = K x HP, where the action of K on H’ is obtained through the injection
oy : H — HP (see [26]]). Observe that functions f € By(G) are exactly those such
that f(k,-) € B,(H) for any k € K. We will denote by o the injection of G in G”.
With abuse of notation, since og (x, k) = (k, o (x)), we will omit the subscript when
no confusion arises.

Since whenever H is non-compact we have that B (H) N L?(H) = {0}, the quasi-
regular representation is of no use to distinguish the action of G on B, (H). Indeed,
to define the action of G of B,(H) we need to work on the Bohr compactified, as
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follows. Let 7° be the quasi-regular representation of G’ in Lz(Hb). Since the pull-
back ¢* : L*(H’) — B, (H) is an isomorphism, we can consider the representation
ng of G’ on B, (H). Finally, we pose the following.

Definition 2.9. The B, (H)-quasi regular representation of G is mg, = 71:11b 00gG.

Since it can be shown that 7, (k,x)f(y) = f(¢(k~'(y —x)) for any f € B,(H),
(k,x) € G, and y € H, the B,(H)-quasi regular representation is the correct way to
consider the action of G on Besicovitch almost-periodic functions.

2.3.1 Subspaces of almost periodic functions

Let G = K x H satisfy the assumptions of Section[2.2} Recall that Bohr (resp. Besi-
covitch) almost-periodic functions are the uniform (resp. ¢2) limits of linear com-
binations of coefficients of unitary irreducible representations. In particular, each
N-dimensional irreducible representation determines an N-dimensional subspace of
almost-periodic functions.

For the remaining of the sectlon let us denote by S cH any representative of
H/K. Then, for a given set F C 7 we let

APp(G) = span {<T’L(~)em,e,,> |n,m e K} C B>(G). (2.57)
Namely, f € AP¢(G) if and only if there exists .#; C F such that

fla) = Z Z (T*(a)en, em) anm(A), with Z Z |an (L) |* < oo

let}i/f nmekK AE. }iffn mekK
(2.58)
Observe that, if F is countable APr(G) is a separable subspace of B(G), while if
F is finite APr(G) is finite dimensional and APz (G) C B2(G) NAP(G).
Direct computations, using the explicit expression for the coefficients of
T*, yield the following.

Proposition 2.5. For any f € APr(G) and any (k,x) € G, it holds,

Z Z o (nk)A k n,A), where f(k,n,),) =da,(A). (2.59)
AeryneK

In particular, there exists a (linear) bijection Fap : APy (G) — C* @ CK @ 2(F),
mapping f to f.

Recall that f € AP(G) if and only if f(k,-) is an almost-periodic function over the
abelian group H, for all k € K. For this reason, there exists a natural embedding of
AP(H), the set almost-periodic functions over H, in AP(G) that acts by lifting y €
AP(H) to ¥ € AP(G) given by ¥ (k,x) = 8 (k) w(x). As an immediate consequence
of this fact and of Proposition [2.5] we get the following.
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Corollary 2.2. Let APr(H) be the subspace of AP(H) of almost-periodic functions
on H that lift to APr(G). Then, for any y € APr(H) we have ay,, = 0 if n # m.
Moreover, for any x € H it holds,

y(x) = Z Z (M)A (x) ¥(n,A), where [(n,A) = a,,(1). (2.60)

A€eF neK

In particular; there exists a (linear) bijection Fap : APp(H) — CX @ (2(F), map-
ping y to .

From the above, it follows that whenever |f/’\ \F|>0,no f € APr(H) is weakly
cyclic or weakly R-cyclic. This motivates the following definition.

Definition 2.10. A function f € APz (H) is AP-weakly cyclic if the vector f :=
f(-,1) defined in Corollaryis cyclic fora.e. A € F\ {0}. Similarly, a real valued
function f AP (H) is AP-weakly R-cyclic if fj is R-cyclic for a.e. A € F\ {6}.
The sets of AP-weakly cyclic and AP-weakly R-cyclic functions are denoted
respectively by €A and 64°F.
In order that the bispectral invariants defined in Part|5| make sense on AP (H),
we need some assumptions on the set F. Namely, let £ = g ¢ (k)F C H and

19 ={(A, M) €EF xF | A1+ ¢(k)A, € F forany k € K} . (2.61)

Then, we pose the following.

Definition 2.11. The set F C .7 is bispectrally admissible if F = F; UF, C H with
Fi x F{ C I® and such that for any A € F5 it holds A = A; + ¢ (k) A, for some A1, A, €
Fiand ke K.

For a practical algorithm that generates bispectrally admissible sets, and some
theoretical results on this subject, see Appendix [B]

2.4 Functional spaces under consideration

In this section we introduce the two functional spaces we are interested with: com-
pactly supported real-valued square-integrable functions on the plane, which model
natural images, and Besicovitch almost-periodic functions on the plane, which
model textures.

2.4.1 Compactly supported square-integrable functions on the
plane

Let Dg C R2 be the compact disk of radius R > 0. For fixed R > 0, the size of the
screen, images are elements of
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¥ (Dg) = {f € L3(R?) | 3c € R? s.t. supp f C c+Dg and avg f #0}.  (2.62)

Recall that the set % is the set of weakly R-cyclic L% (R?) functions, defined in
Section The following can be proved by using the same argument of the third
case in Theorem 5,11

Theorem 2.10. For any R > 0 the set 6x NV (Dg) is open dense in ¥V (Dg).

We now define a centering operator for images, in the sense of Definition [2.2]
which acts by translating the geometric center of the image into the origin. More
precisely, let

S ={feLZ(R*)NLL(R?) |avgf #0}. (2.63)

This is a closed subspace of L2 (R?) N Lk (R?) with open and dense complement.
Then, for f € .7, the geometric center of f is the point cent(f) = (x{ ,x£ ), where

F_ 1 / _
xi=——— [ xif(x)dx i=1,2. 2.64
[ = e .64
The centering operator @, : .¢ — .# is then defined by @.(f) = Teent(f)Sf> SO that
the geometric center of &.(f) is always the origin.

Since ¥ (Dg) C .#, using this centering we obtain the following identification

¥ (Dg) =2 (R*@ { f € L§(Dg) | cent(f) =0})/ ~, (2.65)

where (c1, f) ~ (c2,g) if and only if either f =g =0or f = g and ¢; = ¢,. That s,
acouple (c, f) € ¥ (Dg) is composed of the actual image f and its center c.

2.4.2 AP functions on the plane

The space B»(G) of Besicovitch almost-periodic functions on a topological group
G has been introduced in Section We will consider B(R?) as a model of tex-
tures. Recall that to distinguish the action of SE(2,N) on B;(RR?) we have to use the
B> (R?)-quasi regular representation, introduced in Definition

When considering textures, due to the finiteness of the screen, we will restrict
ourselves to certain subsets of B;(IR?). This is achieved by considering the space
APy (R?), where F C Sisa bispectrally admissible set, introduced in Section|2.3.1
Let us denote by APr g (R?) C APx(IR?) the set of real valued functions in APr(R?).
Observe that APrg(R?) # @ only if

F=—F, where  F= | RiF. (2.66)
keZy
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Theorem 2.11. When F is finite, the set €Y is open and dense in APr(R?). More-
over, when F is countable the set €2 is residual. The same results are frue for the
set Cp¥ w.rt. APgr(R?), when F = —F.

Proof. We start by claiming that the set of cyclic vectors in CV is open and dense.
The openness follows from the fact that circulant matrices are diagonalized by the
discrete Fourier transform (unitary) matrix .#y. Indeed, this yields

N—-1
{ve CV|viscyclic} = Zy (ﬂ {recV| ﬁﬁéO}), (2.67)
j=0

which proves that {v € CV | v is cyclic} is open since it is the inverse image under an
isometry of a finite intersection of open sets. The density follows by observing that
Circ(v+w) = Circv+ Circw and that, due to the analyticity of € — det(eA + B), if
A, B are two matrices with A invertible and B not invertible, then €A + B is invertible
for all € > O sufficiently small. This completes the proof of the claim.

Then, by definition,

AP = (N {f| /i is cyclic.}. (2.68)

AEF

Since by the previous claim the sets on the r.h.s. are open and dense, this completes
the proof of the statement regarding 6*AF. The proof of the statement regarding €72'F
follows from similar arguments.

2.4.2.1 Centering almost periodic functions

In the final part of the paper, in order to be able to restrict only to the action of Zy,
we will need to quotient out the effect of translations on B, (R?). Here, given a finite
set F C.7 and a compact subset K of R?, we define a centering of an appropriate
subset of APz(R?) C By(R?) w.r.t. K, in the sense of Deﬁnition This centering
is obtained exploiting the fact that functions of APy (IR?) are restrictions of periodic
functions on a bigger space.

Let us denote by Q the cardinality of F, so that

F:{A{;:Rk/lf\keZN,jzo,...,Q—l}c@. (2.69)

By Corollary this allows to identify APz (R?) with CN @ C€.

Let T be the torus, endowed with the multiplicative group law given by the em-
bedding T C C. Then, APr(RR?) is isomorphic to the linear space #(T) of linear
expressions on T¢V, via the following isomorphism:
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0-1 : . -1
C:fx)=Y Y ajsdl(x) e APr(R*) = f(z) = Y Y ajuz € 7#(T).
kEZy j=0 kEZy j=0

(2.70)
Clearly, also f € #(T) can be identified with its components on CY @ C2. More-
over, letting A : R* — T2V be defined by A (x) = (A (x))x j, wehave I "' f = fo A
for any f € ¥#(T). In this sense, functions in APr(R?) are restrictions to R? of
periodic functions in a ON-dimensional space.
The following proposition, which is a direct consequence of the definition of I,
shows how the rotation and translation operator are modified by I".

Proposition 2.6. For all h € Zy and y € R?, the images under I of the rotation and
translation operators on APF(]Rz) are given by:

Ry=S_4®Id  and T =T1y). (2.71)
We now restrict our attention to the following space of “admissible textures™:
S ={f e APp(R?) | Im(f) € T s.t. maxRol f=Rol f(m(f))}. (2.72)

Here, for any z € C, we let Rz denote its real part. In Lemmawe will prove that
J ={f € APr(R?) | f! # 0, Vk, j}, and hence that admissible textures are open
dense in APy (R?).

For f € .7, by the previous proposition it is clear that m(7, f) = m(f) —A(y). A
first guess for centering functions on .# would then be to translate them by y such
that A (y) = m(f). Unfortunately, this is usually impossible.

Proposition 2.7. The set A(R?) is a 2-dimensional sub-manifold of TN whenever
N >2and F # {0}, or N =2 and F contains at least two elements at the same
distance from the origin or belonging to the same straight line through the origin.

Proof. Observe that A is a Lie group homomorphism. Letting {e}, e, } be the canon-
ical basis for R? and A, : R? — R the corresponding Lie algebra homomorphism,
for any & € R? we have

A(8) =Aoexp(§er +&rer)
= expoAi(&ier + Sre2) = exp(1A.(e1)) exp(&2Ai(e2)).  (2.73)

Here, we exploited the fact that [A.(e}),Ax(e2)] = Ax([er,e2]) = 0.

A simple computation shows that A, (e;) = (A (e;))xj» i = 1,2. Since the two ex-
ponentials on the r.h.s. of commutes, to prove that A (R?) is a 2-dimensional
sub-manifold of T2V it suffices to show that A, (e;) and A, (e;) are linearly inde-
pendent. To this aim, let us denote A = & /@F27k/N) Then, simple computations
show that the linear dependence of A, (e1) and A, (e2) is equivalent to the existence
of a € R such that whenever &§; # 0 it holds

tan (ay—%\?k) :ché'j’ Vke{0,...,N—1}. (2.74)
J
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Since tan 8 = ¢ has two solutions for 6 € [0,27), this is clearly impossible whenever
N > 2, thus proving this case. On the other hand, if N = 2, this reduces to

(X—éj

&

which cannot be satisfied under the given assumptions.

tan @; = forall js.t. §; #0, (2.75)

Since A(R?) is a two-dimensional manifold, we have that in general m(f) ¢
A(R?). Even worst, the function & € A(R?) — ||m(f) — &|| could not even attain
a minimum. For this reason, we need to restrict our attention to a bounded set of
translations.

Fix a compact K C R?. Since {A(y) | y € K} is a closed subset of T2V the value
minye |[m(f) — A(y)]| is attained in at least one point. We then let

Hx = {f eS| mi11<1 [m(f) — A(y)| is realized at exactly one point of R ¢ € .7 (E).
ye

(2.76)
Definition 2.12. The center of f € % is the point cent(f) € R? such that
() = cent(f)[| = min flm(f) — A ()]l 2.77)

The centering of Zx w.r.t. K is then the function @ : Zx — Zx defined by @(f) =
chnt(f)f~

Remark 2.6. Here we centered w.r.t. the maximum of the real part of the function
I f since we cannot define the geometric center of a function in AP (IR?). Indeed,
it is easy to see that all functions in ¥ (T) have zero average.

The following follows immediately from the definition.
Proposition 2.8. The set Zx is residual in APr(R?).
We conclude the section with the following characterization of .#.
Lemma 2.1. Let any f € APr(R?) be represented as
0-1 j
f@) =Y ¥ pjue?lik . (2.78)
kEZy j=0

Then, .9 = {f € APp(R?) | pjx # 0,Vj,k}. Moreover, we have that m(f) =
(=60)k.-

Proof. From the definition of I" and the addition formula of the cosine, follows that
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Rolf(z) Aj{::kezZ:N ( ajk)cos (27rzk) S(ajx)sin (27:4))
le Y pjicos (27[ i+ Zk)) (2.79)
J=0 keZn

=0jk (Zk)

Since all the @; ; depend of different variables, it is clear that the maximum is real-
ized at those points Z = (/) such that

o) = maxgu($), Vi €{0,....M~1} k€ Zy. (2.80)

Clearly, if p;x = 0 for some k, j then ¢@;; = 0, proving the only if part of the
statement. On the other hand, if p;; # O then @;; has exactly one maximum in
Z‘,i = —0; «, completing the proof of the lemma.
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Let G = K x H be a semi-direct product, as considered in Section Here,
we are interested in operators L : L?>(H) — L?(G), which we call lift operators for
obvious reasons. Observe that, via the isomorphism 6* : By (H) — L*(H”) any lift L
L?>(H") — L*(G”) induces a lift L’ : Bo(H) — B,(G) of Besicovitch almost periodic
functions.

We are mainly interested in identifying the action of the quasi-regular representa-
tion on f € L?(H) by analyzing the Fourier transform of the lift Lf € L?(G). Thus,
the first, and more natural, requirement on the lift operation is to intertwine the
quasi-regular representation acting on L?(H) with the left regular representations
on L*(G). We call these type of lifts left-invariant. We show that, under some mild
regularity assumptions on L, left-invariant lifts coincide with wavelet transforms, as
defined in Section [2.2.3] These kind of lifts have been extensively studied in, e.g.,
[34]], and related works.

Unfortunately, left-invariant lifts have a huge drawback for our purposes: they
never have an invertible non-commutative Fourier transform Z? (T’L). The second
part of this chapter is then devoted to the generalization of the concept of cyclic lift,
introduced in [74] exactly to overcome the above problem. In this general context,
we will present a cyclic lift as a combination of an almost-left-invariant lift and a
centering operation, as defined in Deﬁnition As a consequence, we obtain a
precise characterization of the invertibility of Lf(T*) for these lifts.

3.1 Left-invariant lifts

In this section we introduce the most natural class of lift operators and we show that,
under mild regularity assumptions, these lifts coincide with wavelet transforms. This
will allow us to prove the non-invertibility of the Fourier transform Lf(T*).

Definition 3.1. A lift operator L : L?>(H) — L*(G) is left-invariant if
A(a)oL=Lon(a), foranyacG. 3.1)
It is clear from the definition that for an injective left-invariant lift it holds
Lf=A(a)Lg <= f=m(a)g. (3.2)

In the sequel we will thus be mainly interested in injective left-invariant lifts.

Obviously, any wavelet transform via the quasi-regular representation induces a
left-invariant lift operator. As presented in Section [2.2.3| the injectivity of these lift
is equivalent to the existence of a weakly admissible vector. Later on we will call
these regular left-invariant lift operators. R

It is readily seen from Theorem that if H is not compact, no admissible
vector exists for the quasi-regular representation of G. Thus, in this case no regular
left-invariant lift can be an isometry.
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Remark 3.1. Closed invariant subspaces of 7 are characterized in (2.14)), and in par-
ticular they are of the form &/ = o4, where U C H is a K invariant measurable
set. From Theorem [2.9] it follows the existence of admissible vectors for any sub-
representation 7y of 7 with |U| < 4-eo. By considering restrictions of regular left-
invariant lift to these subsets, it is then possible to obtain isometric lifts. However,
due to the Paley-Wiener Theorem, none of these %7, contains the compactly sup-
ported functions when H is non-compact. It is worth to mention that this is the
approach chosen in [34]], while in [9, Appendix B] the authors circumvent the prob-
lem by requiring additional regularity, that is, by considering lift operators of the
form L : H*(H) — L*>(H).

We now characterize those left-invariant lifts that come from wavelet transforms,
showing that most “reasonable” injective left-invariant lifts are of this type. We re-
mark that, as a consequence, it is possible to derive a characterization of the range
of these lifts. See, e.g., [32| Theorem 4].

Theorem 3.1. Let L : L*(H) — C(G) NL?*(G) be a linear left-invariant lift such that
f + Lf(e,0) is a continuous function from o to C. Then, there exists ¥ € L*(H)
such that A — || 9| 12(k) IS essentially bounded on H and

Lf(a) = W f(a) (= (x(@)¥.f))  VaeG. (33)
Moreover, L is injective if and only if A — || ¥ |12 is a.e. strictly positive.

Proof. By the assumptions, f — Lf(e,0) is an element of the dual L?(IH)*, which
by Riesz Theorem can be identified with L2(H). Thus, there exists ¥ € L*(H) such
that Lf(e,0) = (f,¥). Formula (3.3) is then obtained from the left-invariance of L.
Indeed, by this and the unitarity of 7, for any a € G it holds

Lf(a)=A(a ")Lf(e,0) = L(n(a ") f)(e,0) = (m(a™") [, ¥) = (f,m(a)¥).

Finally, the fact that A — || ¥ || 12(k) belongs to L™(H) is a consequence of the
discussion following (2.46)), while the last statement is a consequence of Theo-
rem [2.9]

Remark 3.2. In the above theorem, we could have assumed the function f —
Lf(e,o0) to be continuous from C.(H) (or Cy(H)) to C. Due to the characteriza-
tion of the dual of C.(H) (or Co(H)), this would have yield the same result with the
wavelet ¥ being a finite (or locally finite) Radon measure on H.

The trivial lift considered in [[74]] is obtained in a similar way, choosing ¥ = §,,
the Dirac delta mass centered at the identity of H. Observe that this choice does not
guarantee range L C C(G).

Definition 3.2. A left-invariant lift L is regular if it satisfies the assumptions of The-
orem [3.1]and is injective.

We then have the following result, which proves the non-invertibility of the
Fourier transforms of regular lifts.
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Corollary 3.1. Let L : L*>(H) — L*(G) be a regular lift. Then, it holds that
rank Lf(T*) <1,  forany A € H\ {o}. (3.4)

Proof. The result is an immediate consequence of Theorems [2.4]and [3.1]

3.2 Cyclic lift

In [[74] to overcome the difficulties presented by non-invertible Fourier transforms,
a different lift operator (called cyclic lift) is considered. In this section we put those
ideas in a more general context. Indeed, close analysis of the cyclic lift of [74]],
shows that it is the composition of two operators, that we will discuss in the follow-
ing sections.

3.2.1 Almost left-invariant lifts

The first problem to overcome when building a lift that can yield invertible Fourier
transforms, is to avoid left-invariance.

Definition 3.3. An operator L : L>(H) — L*(G) is almost left-invariant if
A LI (kx) = L((, ¢ (k)y) ) (k,x),  forall (k,x), (hy) €G. (3.5

From the definition, it immediately follows that injective almost left-invariant
lifts satisfy

Lf =A(h,0)Lg < f=mn(h*0)g (3.6)
Lf(e,-) = Ale,y)Lg(e,-) <= f=rm(e,y)s. (3.7)

Observe that the second equivalence holds only for Lf(e,-). The fact that it cannot
be extended to k # e implies that the invariants of almost left-invariant lifts cannot
separate the action of translations on L?(H). To overcome this problem we will later
introduce cyclic lifts.

The following theorem (similar to Theorem [3.1)) justifies the above definition.

Theorem 3.2. Let L : L*>(H) — C(G)NL*(G) be a linear almost left-invariant lift
such that f +— Lf (e, 0) is a continuous function from L*(H) to C. Then, there exists
¥ ¢ L*(H) satisfying

A Z |‘f’\*,1 (k*)|? is essentially bounded on H, (3.8)
keK

and such that
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Lf(k,x)={¢(k)m(k,x)¥.f)  V(kx)€G. 3.9
Moreover, L is injective if and only if the function in (3.8)) is strictly positive.

Proof. As in Theorem [3.1] from the Riesz representation theorem follows imme-
diately that Lf(e,0) = (¥, f) for some ¥ € L*(H). Then, (3.9) follows by writing
Lf(k,x) = A(k,x)"'Lf(e,0), using the definition of almost-left invariance, and the
unitarity of 7. Indeed, this yields,

Lf(kx) = Ak, ( “Dx)Lf(e,0)
<'I’,7r —o(k " )x)f)
(7 (k2,0 (k)0)¥, f)

= (¢(k)m (k X)‘P f)

To prove (3.8), observe that by we have

(3.10)

A

F(Lf (k) (2) = F(9(K)A) P9 (k~)A). (3.11)

This allows to compute, via the Parseval identity,

LAl = X, [ 000 (oa ) a2
keK*
=/A|f(¢ WY [Pk )P du (3.12)
keK
= L1F6WuP ¥ 1%, 07) P
heK

Since (L!(H))* = L™(H), this implies (3-8). Moreover, it also implies that ker L =
{0} if and only if the function in (3.8) is positive. By linearity of L this implies the
last statement.

Remark 3.3. As in the case of Theorem[3.1] in the above we could have assumed the
function f — Lf(e,0) to be continuous from C,(H) (or Cy(H)) to C. This would
have yielded similar results with ¥ being a finite (or locally finite) Radon measure
on HL.

Definition 3.4. An almost left-invariant lift is regular if it satisfies the assumptions
of Theorem [3.2] and is injective.

Let us observe that the conditions on ¥ for an almost left-invariant lift to be
regular coincide with those for left-invariant lifts (obtained in Theorem if and
only if K? := {k? | k € K}, which a priory is only a subgroup of K, satisfies K> ~ K.
If K = Zy, this is equivalent to N being odd.
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3.2.2 Fourier transform of lifted functions

We present the analog for almost left-invariant lifts of Proposition and Corol-
lary which allows us to compute the non-commutative Fourier transform of
cyclic lifts. Then, as a consequence, we present a characterization of the rank of
such Fourier transform, thus showing that, under appropriate assumptions on the
lifted function, it can be invertible.

Proposition 3.1. Let L : L*(H) — L*(G) be a regular almost left-invariant lift and
let f € L2(H). Then, for any A € H\ {6}, it holds that Z}‘(T’l) € HS(L*(K)) has
matrix elements . .

LE(TY)ij =P Ll ). (3.13)

Moreover; if ¥ € L' (H) it holds

(o {avg(f) avg(P)  ifk=¢, vf € E)NLVED), ke R

0 otherwise,

(3.14)

Proof. The second part of the statement can be proved exactly as in Proposition 2.4}
On the other hand, by Proposition [2.1|and (3.11)), we have

Lf(T)ij = FO NONA) P (9 D9 (NA) =¥ 2() [u(i' /). (3.15)
This proves the first part of the statement, completing the proof of the proposition.

In Section[5.3|we will need the following consequence of the Induction-Reduction
Theorem, which can be proved as Corollary 2.1}

Corollary 3.2. Let f € L?>(H). Then, for any Ay, A, € H it holds that

AoLf(TM @ T)oa" = @ (F11() 1 (7' )

keK

. (3.16)
i.jeK

Here, A is the equivalence from L*(K x K) to @;cx L*(K) given by the Induction-
Reduction Theorem. (See Theorem[2.8])

As a consequence of Proposition 3.1} we obtain the following description of the
conditions for Lf to be invertible.

Proposition 3.2. Let L be a regular almost left-invariant lift. Then, for any A €
H\ {0} such that W (¢ (k)A) # 0 for all k € K, it holds that

rankl/,;‘(Tl) = dimspan{S(k)f, | k € K}. (3.17)

Proof. Let D = diag ¥+, and F € L*(K) ® L*(K) be F;; = (i~ j*). By Theo-
rem we have Z]\‘ (Tl) = DF'. Hence, since D is invertible by assumption,
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rankl/,;‘(Tl) =rankF. (3.18)

Consider the invertible operator B such that B(e;®@e;) = ¢;-1;®e; forall i,j € K
and observe that

(BF)ij="Fijj= (') =8 /.0)- (3.19)
Thus, the i-th row of BF is exactly S(i) f» and hence the statement follows from
rank F = rank BF = dimspan{S(k)f; | k € K}. (3.20)
In the following chapters we will exploit this consequence of the above.

Corollary 3.3. Let L be a regular almost left-invariant lift. Then, for any f € L*(R?)
that is weakly-cyclic, Zj\f (T*) is invertible for a.e. A € H

If the action of K on H is not even, in the sense of Definition[2.4] the same is true
forany f € Lﬁ(Rz) which is real-valued and R-weakly-cyclic. On the other hand, if
the action of K on H is even, for any such function it holds dimranklfj (T*Y=N/2
fora.e A€ H.

Proof. The first statement is an immediate consequence of Proposition[3.2] as is the
first part of the second. To complete the proof, recall that by Proposition if K
acts evenly on H, dimspan{S(k)f; | k € K} < N/2 Then, letting D and F be as in
the proof of Proposition [3.2] by we have that

ranklj?(T’l) < min{rankD,rank F} < N/2. (3.21)

3.2.3 Cyclic lifts

Cyclic lifts are obtained by composing almost left-invariant lifts with the centering
operators defined in Definition in order to quotient out the action of H from
L*(H).

Definition 3.5. Let </ C L?(H) be invariant under the action of 7 and U C H. A lift
operator L : o7 — L*(G) is a cyclic lift if there exist a centering ® of 7 w.r.t. U and
an almost left-invariant lift P such that L = Po .

From the definition of centering and from (3.6)), it immediately follows that,
whenever P is injective,

Lf =A(k,0)Lg <= f = n(k*x)g for some x € U C H. (3.22)

In particular, if U = H and K ~ K2, a cyclic lift can be used to separate translations
and rotations. Together with Proposition [3.2] this is the second reason why, when
K = Zy, we will need to assume its cardinality to be odd.
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Definition 3.6. A cyclic lift L = Po @ is regular if P is a regular almost-invariant
lift.

The following is immediate, from Theorem [3.2]

Corollary 3.4. Let L = Po & : o/ — C(G)NL*(G) be a regular cyclic lift. Then,
there exists W € L?(H) satisfying

A Z |‘f’\*;L (k?)|? is essentially bounded on H, (3.23)
keK
and such that
Lf(k,x) = (¢(k)m(k,x)¥,Df) V(k,x) € G. (3.24)

Moreover, L is injective if and only if the function in (3.23)) is a.e. positive.

Remark 3.4. The cyclic lift considered in [74] is obtained by choosing & to be the
centering discussed in Section defined for &7 = ¥ (Dg) and letting ¥ = 6,,
the Dirac delta mass centered at the identity of H (see Remark [3.3).
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In this chapter, following [42]], we present a method to interpolate or approximate
a given function f: G — C (or F : HH — C) by an AP functions in APz (G), i.e.,
AP functions whose Fourier transform is supported in a given discrete and finite
set ' C G. (See Section ) In order to do this, we generalize the well-known
decomposition of the 2D Fourier transform on the plane in polar coordinates, via
the Fourier-Bessel operator that we recall briefly below.

The Fourier Transform f of a function f € L?(R?) can be obtained by, firstly,
developing f in a multi-pole series f(pe'®) = ¥,cz fu(p)e™®, and then applying
the Hankel transform on the f;,’s. More precisely, polar coordinates allow to identify
L>(R?) ~ L2(S") @ L*(R,pdp). Then, letting .% : L*(S') — L?(Z) be the Fourier
transform on S! and F. : L?(R?) — L?(R?) be the one on R2, we have

Fpe = (F*®@Id)o ¢ o(F ®1d). 4.1)

Here, we implicitly identified L?(Z) @ L*(R, pdp) =~ @z L* (R, pdp), and let
I = ®,cz n be the so-called Fourier-Bessel operator. Namely, Z, is a re-
normalized version of the n-th Hankel transform operator:

/nrp(/'t)=(—i)”/R o(p)u(Ap)pdp,  ¢:Ry =R, (42)

where J,, is the n-th Bessel function of the first kind, which appears as the matrix
coefficients of representations of SE(2), as shown in [42] [76] [77].

In the first part of the chapter, exploiting the deep connection between (@.I)) and
the group of rototranslations SE(2), we generalize the former to APr(G) functions.
In particular, we show how a discrete operator that we call the generalized Fourier-
Bessel operator plays a crucial role in this generalization. We then consider the
problem of interpolating functions y : G — C on K-invariant finite sets £ C G via
APr(G) functions.

The last part of the chapter is devoted to particularize (and slightly generalize)
the above results to the relevant case for image processing, i.e., G = SE(2,N). In-
deed we present numerical algorithms for the (exact) evaluation, interpolation, and
approximation of APx(SE(2,N)) functions on finite sets of spatial samples E C R?,
invariant under the action of Zy. This is an instance of a very general problem, and
can be seen as a generalization of the discrete Fourier Transform and its inverse, that
act on regular square grids, i.e., invariant under the the action of SE(2,4).

4.1 Generalized Fourier-Bessel operator

Recall that the matrix coefficients of TA, with respect to the basis K of L2 (K) ~ CK,
are the functions,

iha(g):= Y. THa()m(l),  VgeG,amek. 4.3)
ek
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Since, in the case of SE(2), Bessel functions appear inside in these coefficients, we
now compute them in order to obtain a coherent generalization of Bessel functions
to this context.

In order to do so, let us mimic the polar coordinates construction, by choosing
a bijection of H/K x K to H. To this aim, fix any section o : H/K — H, that we
do not assume to have any regularity. Indeed, the arguments that follow work even
for non-measurable ¢’s. Then, £ : f — f o0 is a bijection between functions on G
and functions on K x K x H/K. More precisely, if f: G — C, then E f(k,h,y) :=

[k, 9(h)o(y)).

Proposition 4.1. The matrix elements of T, A € 5/”\ with respect to the basis K of
L*(K) are

E 1], a(k,h.y) = A(k) [ =) () ,Zﬂg/l (9 (O)o(y)) [ — () (4.4)

Proof. The statement follows by direct computations,

I
>
—~
<
—
5
-
~—
Q
Yy
N
S~—"
S—"
>
—~
i
~
~
3>
—
)
~—

_ (4.5)
= (k) Y, A(o(¢" h)o(y))[A—rm](0)

ek

= a(k)[a—mm)(h) }, A(¢(r)o(y))[a—m](r).

rekK

The above proposition justifies the following.

Definition 4.1. The generalized Bessel function of parameters ii € K is the function
defined by

Jit I xB/K—=C,  Ji(dy) =Y A¢(r)o()ar). (4.6)
rekK

The generalized Fourier-Bessel operator is the operator

J: P = P cH/K), J= P k) s, 4.7

keK.aeK keK.acK keK.ack

where C(H/K) is the set of continuous functions on H/K, and _¢#; is the operator
with kernel J;. That is,

Jio(y) =Y JLi(A,y)e(A), VeeC’. 4.8)

AEF

Remark 4.1. The generalized Bessel functions depend on the choice of the section
0. Namely, if a different section o’ : H/K — H is fixed we have that ¢'(y) =
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¢(r)o(y), and hence
I§ (M) = A(r)J§ (A,y). (4.9)

Let % : CK - (C]K be the Fourier transform over K, defined for v € CK as

Fv(k) = k(nyv(n),  VkeKR. (4.10)
7 Z

Moreover, for any vector space V let &, : CX ® KoV - Dk acig V be the
bijection defined by '

Py(a@b@v) = (@biv) g pezy Va€CS beChvev. @11

We then have the following.

Theorem 4.1. The bijection .7 AP :C¥@CEX@CF — APx(G) admits the following
decomposition

Fp =E o(lde.F* ®1d)o 2, iﬂ/K o FoPrro(ld®Z ®1d).  (4.12)
In particular, the Fourier-Bessel operator is a bijection onto its range.

Proof. Ttis clear that it suffices to prove the statement for a basis of C¥ @ CK @ CF
as, for example,

B:{5k®ﬁ®(p|keK,ﬁeHA<,(pe(CF}. (4.13)
Observe that # i = §; and that Z¢r (6 @ 6; ® @) = &6, ¢. Thus,
(k) Zao ifk=hi=rm
LF ® Per o (MeF 1d). (8,00 p)a= {719 A=
0 otherwise.
(4.14)
Then, considering the inverse actions .7 * and &, (H JK)> We have

(ld®.7*®ld)o 7, }HI/K 0 F @ Pero(lde.F 21d).(§2i2 ) = §2ix (A(k)_7:9).

(4.15)
Let us compute, by Proposition [2.3]
Eo _131[5k®n®(PKh ny) = JAP[5k®n®(P]( o(r)o(y))
=Y Y o(thr HA(0(y))S(h)A()p(R)
AEeF teK
= & (h)a ZK Ao (y)a(s)e(2)

= [Be@a® (A( )/ﬁ )I(h;1y),
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where we applied the change of variables s = ¢hr~!. Together with (#.13), this com-
pletes the proof.

Via the lift procedure described in the Section [2.3.1} the above yields a similar
result on APy (H).

Corollary 4.1. Let us consider the restriction of the Fourier-Bessel operator given

by
u ED‘CF - @PCcH/K),  Tu=Ep s (4.17)

ack Aek

Then, the bijection F,p : CX @ CF — AP (H) admits the following decomposition
Fap = E o (Fr@d) 0 Py i) 0 Fuo Per o (F ©1d), (4.18)

where Per : CR@CF — @, o CF and P ) : CR @ C(H/K) - @, C(H/K)
are the appropriate restrictions of the corresponding operators given by (4.11).

Proof. Tt suffices to check the statement on the basis of C* @ CF given by {i®
¢ |AcK, @ cCF}. Then, if y =7® ¢ corresponds to y = c%}'li/ € APp(H),
and letting ¥ € AP (G) be the lift of y, we have that ¥ = § ® A ® ¢. Then, the

statement follows by @.13) and @.16).

Remark 4.2. If a different lift from APr(H) to APr(G) is considered, the above
corollary cannot be recovered. This is easy to check, e.g., for the (left-invariant) lift
W (k,¢(k)x) = y(x). Indeed, in this case, if {y = A ® ¢ we have ¥ = ﬁikeK & ®
A ® @. Thus, by [@.16)

EoFZp(ny Z Zoev¥(h,hry)
hE]K
—Z 25/« Va(hr)A(k) Zz0(y) = [A® _Z:0](r,y). (4.19)
heK keK

However, by .13),

(g\*®ld)0=@g~(}m/ﬂ<)O/HO'@(CFO(E(gId)W(rvy)

1
= Z (Id@y*®ld)o@g(h/K)ojo9CFo(Id®9‘®ld).(5k®ﬁ®(p)(h,r,y)

Nh,keK
=+ ¥ [80ie () £9)](hr)
hkeK
(Z ; ) i 710](5)
keK

(4.20)

Since 3 (Lxex A(k)) = 8o(#), the above proves Corollary for functions of C¥ ®
CF independent on the first variable only.
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The same reasoning shows that the approach used above cannot be extended to
the case G = SE(2), where K is non-discrete.

4.1.1 Almost periodic interpolation

In this section we apply (and slightly generalize) the results of the previous section
to the problem of interpolating and approximating functions between two fixed grids
in . and G, respectively. In particular, we are interested in finite sets £ C G that
are invariant under the action of K both on G and on the H component of G. These
sets are completely determined by finite sets £ C H/K in the following way:

g€l — FyeE hkecKstg=(k,¢(h)o(y)), 4.21)

where o : H/K — H is a fixed section. This identification allows to decompose
CE ~ CK @ CK ® CE. Then, we let the sampling operator sampl : C® — CK @
C¥®CF to be

sampl W(k7h’y) = W(kv(l)(h)c(y)) (4.22)

Finally, the evaluation operator ev : CX @ C¥ @ CF' — CK @ C¥ @ CF is defined as
ev = samplo.% XPI. That is, ev is the operator associating to each f the sampling on
E of the corresponding APf(G) function.

Definition 4.2. Let F C .7 and E C H/K be two finite sets. The almost-periodic
(AP) interpolation of a function ¥ : G — C on the couple (E,F) is the function
f € APr(G) such that ev f = sampl ¥. We say that the AP interpolation problem on
(E,F) is well-posed if to each ¥ : G — C corresponds exactly one AP interpolation
f € APr(G).

In practice, even if the AP interpolation problem is well-posed, one has to pay
some attention. Indeed, the AP interpolation f € APg(H) of y : H — C can oscillate
wildly in between points of E. This can be observed in Section where it is
shown that this function behaves very badly w.r.t. small translations in space. (To
this effect, see Figure in Section [7.1]) Thus, we introduce also the following
weighted version of the AP interpolation problem.

Definition 4.3. Fix a vector d € RK @ RK @ RF. The AP approximation of a function
v : G — C on the couple (E,F) is the function f € APx(G) such that f € C¥ ®
CK ® CF satisfies
f=arg min  (d,v)+|samply —evv|>. (4.23)
veCK@CK&CF

It is clear that, if the AP interpolation problem problem is well-posed, the AP
interpolation coincides with the AP interpolation with d = 0.

To apply the results of the previous section to this setting, let us introduce the
discretization of the generalized Fourier-Bessel operator.
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Definition 4.4. The discrete Fourier-Bessel operator on the couple (E, F) is the op-
erator

JE @ - p cf JE=| P nmjo s, (4.24)

keK Ak keK,ack keK Ak
where IT : C(H/K) — CF is the sampling operator IT¢ = (¢(y))yek-
The following is the main result of the paper.

Theorem 4.2. The operator ev : C* @ CX @ CF — CX @ C¥ @ CF decomposes as
follows.

ev=(d@F* ®ld)o P to #F 0 Pero(ld@F @1d). (4.25)

In particular, the AP interpolation problem on (E,F) is well-posed if and only if
4 E is invertible.

Proof. Tt follows directly from the respective definitions that
samplo Z ! = Id®@ Id ®IT. (4.26)

Thus, by definition of ev, of _# £ and Theorem |4.1| the statement is equivalent to

(delded)o(de.7* ©ld)o Pqy x = (de.F @ld)o Py o P I
keK ek
4.27)
Since, up to changing the identity operators, (Id® I[d®IT) and (Id®.%* ®1d) com-
mute, this reduces to

(deldel)o Py = Puo P 1. (4.28)
keK,aek

Finally, the above holds, as can be easily seen by testing it on functions of the type
(0n(K) 8 (A) @) ek e for h €K, 7t €K, and ¢ € C(H/K).

It is clear that restricting the evaluation and sampling operators on vectors of the
form 8 ® v®w allows to define the AP interpolation and approximation of functions
v : H — C. In particular, the same arguments used in Corollary [2.2] allow to prove
the following.

Corollary 4.2. Let us consider the restriction of the discrete Fourier-Bessel opera-
tor given by

S Ppch - pcr, JE=|PH|o su. (4.29)

aek ek nek
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Then, ev : C¥ @ CF — C¥ ® CF admits the following decomposition

ev=(F*®Id)o BZ(EE] o 0 Prro(F ®1d), (4.30)

where Pcr CEkecCF - D CF and P - CRkeCF - @, ]K(CE are the ap-
propriate restrictions of the corresponding operators given by .

In particular, the AP interpolation problem on (E,F) is well-posed if and only if
/ﬁ is invertible.

4.2 Application to image processing

Here, we particularize the results of the previous section to the almost-periodic in-
terpolation of functions y : R> — C on a spatial grid E and a frequency grid F.
These grids are assumed to be invariant under the action of Zy on Rz, given by the
rotations {R 2z k}kGZN This is indeed a particular case of Corollary
In this settlng, we can naturally identify R?/Zy with the slice .y = {pe“" |p >
0, a € 0,2 /N)}, thus fixing a choice for the section o and the map = introduced
in Section Clearly, the same is true for the set 7 of frequencies with trivial
stabilizer subgroup. Since E is rotationally invariant under discrete rotations in Zy,
we represent any element of x € £ as a couple (n,y) € Zy x E, where E C %y, by
letting
x:Rngny, yeE,ncZy. “4.31)

The same can be done for any A € F, with (n,A) € Zy X F and F C . More-
over, considering polar coordinate y = pe'® and A = £¢'?, letting P,Q € N be the
respective cardinalities of E and F, we will exploit the identifications

E={(m,p;je)|n=0,...,N,j=0,...,P}, (4.32)

F= { (n,Ee®) |m=0,. N,k:O,...,Q}. (4.33)

As in the previous section, the sampling of a function ¢ : R> — C on E is given
by the sampling operator, sampl : ¢ +— sampl@ € C¥ ® CE. On the other hand,

the evaluation operator ev : CV¥ @ CF — CN @ CF associates to f € C¥ @ CE the
sampling on E of the AP function f : R* — C of the form

=Y f(A)e*v,  WxeE. (4.34)
AEF

Recall that Zy ~ Zy and R? ~ R, In the following we will let /i(k) = ¢/ % ** and
Alx)=¢ i) In particular, in polar coordinates the latter becomes

A(x) = *Peosla=0) - if x — pel® and A = €. (4.35)
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Then, direct computations yield.

Proposition 4.2. The generalized Bessel function on SE(2,N) = Zy x R? of param-
eter i € 7y is

N-1
Ji(Ay) =Y e’gpcos(a*wr%”’)*%ﬁr, ifx=pe'® e Syand A =Ee® € Fy.

r=0
(4.36)
Moreover, the restriction of the discrete Fourier-Bessel operator /ng is the block-

diagonal operator /H@ = @2]:_01 2 where 7 : CF' — CE is given by the matrix,

(Fi)kj = Ja(Ee' ™, pje'™). (4.37)

Remark 4.3. Generalized Bessel functions on SE(2,N) only depend on the product
& p and on the difference ot — @. Since a, ® € [0,27/N), it is clear that, for N — +oo,
the generalized Bessel functions converge to the usual ones:

Ja(&.p) 5 2wt (). (4.38)

As a consequence of the above result and Corollary [4.2] we have the following.

Corollary 4.3. The sampling of f € APr(R?) is connected with f by

0-1
((# ®1d)sampl f), ZJ (M) ((F ®1d) f)ﬁ’k. (4.39)

In particular, the AP interpolation problem on (EF) is well-posed if and only if all
the matrices /ﬁE are invertible.

Proposition 4.3. Let P > Q. Then, for a given weight vector d € RY @ RE, the AP
approximation of a function y : R* — C on the couple (E,F) is the function f €
APr(R?) such that f = (F* @1d)w, where

(77 o fi—diag; m)wn = 77 (F@ld)samply);. forany i=0,...,N—1.
(4.40)

Proof. From Corollary [4.3] the definition of AP approximation, and the fact that
Z ®1d is an isometry, we have that

(F ®Id)f = arg émn (d,v) +|| Pee o (F @1d)sampl y — ¢ o Perv|?.
N@C

(4.41)
In particular, this decomposes for 7 € {0,...,N — 1} as
(Z ®1d)f;. = arg mi(élp (da,.,va) +||[(ZF ®1d)sampl ;. — i (4.42)
S

The statement then follows by the standard formula for solving complex least-square
problems.
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Remark 4.4. In numerical experiments, we always found the matrix conditioning of
the matrices _#; to be very good. Moreover, these same experiment seem to suggest
this conditioning to be connected with the smallest distance between elements in E
and in F.

4.2.1 Computational cost

Proposition 4.4. Given sampl y, after a prefactorization of ¥ of computational
cost O(N Q3), the computational cost of the AP approximation is

2
¢ =N (Q + 10max{P, Q}logN) (4.43)

Moreover, this operation can be parallelized on N processors, yielding an effective
cost of

Q

2
6p = + 10max{P,Q}NlogN. (4.44)

Proof. Let v € CN @ CF and denote 7; = (% ®1d)vs,.. Similarly, for w = ev(v)
let ws. = (% ®1d)wj,.. The computational cost to evaluate (% @ Id)v and to pass
from the Ww;’s to w is of 5PN log N and SONlog N FLOPs, respectively. By Proposi-
tion[4.3] solving amounts to solve, the following problems

(Fi o fq—diag; n,) = _Jiwi A=0,....N—1. (4.45)

Up to a prefactorization of the matrices _#, o ¢, — diag;d3

l’ll’

with a computational

cost of €(Q?), solving each of the above systems has a computational cost of Q% /2
FLOPs. All together this yields the (non-parallelized) final cost of (4.43) Since the
solution of the systems is independent for each n, it can be parallelized, yielding to
the cost (4.44), for N processors.

Corollary 4.4. Let G = {pjeizfnk |j=1,....,R,k=1,...,K} be a fixed polar grid.
Then, for E = F = G, the best choice for AP approximation is N = /|G| /10. This
yields a prefactorization complexity of O(|G|>/?) and a computational complexity
of
G
=0(|GP*10g|G|) and %p=5|G| (1+1og|10>. (4.46)

Proof. Clearly, P = Q. Then, a simple computation, using that |G| = |E| =
yields

G
Cp = Cp(M) = |2N2+10|G\1og1v (4.47)

The above expression attains its minimum at N = /|G| /10, which gives the cost in
#@.46). To complete the proof for ¢ it suffices to observe that € = N 6p.
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Remark 4.5. The above shows that, once parallelized, the complexity of the AP ap-
proximation is the same as the polar Fourier transform algorithm presented in [J5].
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In this chapter we present a framework for pattern recognition on groups, based
on Fourier invariants. Our aim is to give an effective procedure for discriminate
functions up to the action of the left-regular representation of some group.

Let G be an unimodular group. The maps f +— I are called invariants for G if
Iy =1, (q)y for any a € G. A choice of invariants is complete if it separates the orbits

of A. That is, if for any f,g € L?(G) we have
Iy =1, <= f=A(a)gforsomeacG. (5.1

A choice of invariants is weakly complete if the above is generically true on L*(G),
i.e., if it holds for some residual subset of square-integrable functions.

In the following, we will first present the simplest Fourier-based invariants that
we will focus on: the power spectrum and the bispectrum invariants. Although it
is easy to show that, even in the simplest case where the group G is abelian, the
power spectrum invariants are not weakly complete, the aim of the first part of the
chapter is to prove that, when considered together with bispectral invariants, they are
weakly complete. In particular, we show their completeness on the residual subset
¢ C L*(G) of functions whose Fourier transform is invertible on an open and dense
subset of G. For pedagogical purposes, we present the proof of the completeness
first in the case where G is abelian, which exploits Pontryagin duality, then in the
case where G is compact, exploiting Chu (or Tannaka) duality, and finally in the
most general case of a semi-discrete product, as introduced in Section [2.2]

In the second part of the chapter we consider the problem of discriminating func-
tions in L2 (H) under the action of the semi-direct product G = K x H, as given by
its quasi-regular representation 7. The natural idea here is to fix an (injective) lift
operator L : L*>(H) — L?(G) and, given two functions f, g, € L?(H), to compare the
invariants for their lifts Lf,Lg € L*(G). If the lift intertwines correctly the quasi-
regular representation on L?(IH) with the regular representation on L*(G), this is
enough to solve the discrimination problem.

We first show that, if the lift L is left-invariant or cyclic, the computation of the
equality of these invariants can be reduced to computations based only on the abelian
Fourier transform of f and g on H. This allows to observe that it is indeed enough
to compare the traces of the bispectral invariants. Later, we prove that bispectral
invariants are indeed weakly complete for regular cyclic lifts, while this is not the
case for left-invariant lifts. Indeed, if L is left-invariant, Corollary shows that Lf
can never be in the completeness set ¢ identified before.

The above observation yield us to consider stronger invariants, the rotational
power spectrum and rotational bispectrum invariants. We then prove the main the-
orem of the chapter: Theorem [5.6] that is, that these invariants, up to a centering
operation, are weakly complete on lifts of functions in L*(H). We also show how
this result can be extended to functions in L]%(]HI), and how it can be strengthened if
H = R? and one is interested only with compactly supported functions.

We conclude the chapter by presenting the extension of this theory to almost-
periodic functions. In particular, we prove that, if G is non-compact, the bispectral
invariants are never weakly complete already for Besicovitch almost-periodic func-
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tions on G. On the other hand, we show that rotational bispegral invariants are
weakly-complete on the separable subspaces APy (H), for F C H countable, intro-
duced in Section2.3.11

5.1 Power spectrum and bispectral invariants

The simplest invariants that one can consider are the following.

Definition 5.1. The (power) spectrum invariants of f € L*(G) is the set PSy =
{PSy(T)|T e Suppu@}, where

PS/(T) = f(T)o f(T)". (5.2)

The power spectrum invariants are not weakly complete even in the simple case
of G = R. In this case PS;(4) = | f(A)|* for any A € supp g =R, and it is easy to
build a counterexample. Indeed, it suffices to fix some ¢ : R — R and consider the
function g = .# ! (! f(1)). Clearly, g is such that PS; = PS, but f = A(a)g if
and only if §(A) = aA.

Thus, we need to consider richer sets of invariants, as the following.

Definition 5.2. The (power) bispectral invariants of f € L*(G) is the set BS; =
{BS¢(T1,T2) | T, T> € supp U¢, }, where

BS/(T1, D) = f(T1) ® }(T) o f(Ti @ Tr)*. (5.3)

Remark 5.1. As shown in [55], the bispectral invariants can be derived as the Fourier
transform of the triple correlation function of f € L*(G), which is

Ax(@b) = [ T (s)f(gb)de. 54
Triple correlation is useful in signal processing and in music theory [28].

A priori, to insure weak completeness, one needs to consider both power spec-
trum and bispectral invariants, although we will see that in most cases, and in par-
ticular in the case G = SE(2,N), we have that BSy D PS;.

5.2 Weak completeness of the spectral invariants

In this section we will prove the weak completeness of the bispectral invariants
in three different cases. In all these situations, we indeed prove that the bispectral
invariants are complete on the following (residual) subset of L(G):
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o 2 f has compact support and f(T') is invertible on
g = {f €L(G)] an open and dense subset of supp fig 5-5)

The following result guarantees that in the cases under consideration ¢ is a suf-
ficiently large set.

Theorem 5.1. The following hold:

1. If G is a connected abelian Lie group, ¢4 contains all non-zero compactly sup-
ported functions of L*(G).

2. If G is compact and separable, 9 is residual.

3. If G = K x H, under the assumptions of Section with H connected Lie group,
4 is residual. If, moreover, H = RY then & is open and dense in the set of com-
pactly supported functions of L*(G).

Proof. Case 1: 1f G is a connected abelian Lie group, it holds that G = RN x
TM, and so G = R" x ZM. By the Paley-Wiener Theorem, for any f € L?>(G) with
compact support the function f (-,k) is analytic for any k € ZM. Thus, f € ¢ if and
only if f(A,k) # 0 for any k € ZM and an open-dense subset of A € RV, property
which is satisfied by every non-zero analytic function. This proves that ¢ contains
all non-zero compactly supported functions of L?(G).

Case 2: 1If G is compact separable, then G is countable and discrete (see, e.g.,
[27])) and thus for any fixed T the set of those f € L?(G) such that f(T) is invertible
is open-dense. Moreover,

@ = { £ e12(G) | £(T) is invertible for all T @} . (5.6)

Thus, ¢ is the countable intersection of open and dense sets and hence residual.

Case 3: Let f € L*(G) and denote f; := f(k,-) for any k € K. Since H = RV x
TM and H= RN x ZM, if f is compactly supported the functions A € RN + (4, h)
are analytic for any h € ZM.

We now prove that, if H =2 RV, the set & is open and dense in the set of com-
pactly supported functions. By Proposition the entries of f (T)L) are obtained by
evaluations of ﬁ, and hence A — det f (T’l) is analytic. In particular, f € ¢ if and
only if there exists A such that det f(7%) # 0.

Observe that ¢4 # . Indeed, it squﬁces to fix Ay € RN and consider f such that
St =0 for any k # e and f, such that f,(¢(h)A) # O for all & € K. This ensures that
f(T%) is invertible and hence that f € .

To prove that ¢ is dense, let us fix f € ¢ and consider g ¢ ¢. Then, for some
Ao such that £(T%) is invertible it holds that g + £ £(T) is invertible for any € > 0
sufficiently smal Hence, g+ £f € 4 for these £’s, which entails g € ¥.

Let us now prove that ¢ is open. Fix f € ¢ and consider a sequence of compactly
supported functions f, — f in L*(G). This implies that f,, — f in L*>(G) and thus

! This follows from the linearity of the Fourier transform and the analyticity of the map &
det(A + €B) where A, B are matrices.
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in measure. In particular, f,(T*) — f(T*) in measure and hence for any n suffi-
ciently big there exists Ao such that f,(770) # 0. This implies that f, € ¢ for any n
sufficiently big, and hence that ¢ is open.

The result for the case H = RN x T¥ follows by considering the sets %, h € ZM,
of compactly supported functions whose Fourier transforms f (T(M’)) are invertible

for an open and dense set of A € RVN. The same arguments as above can be used to
prove that ¢, is open and dense. Finally, since &4 = (,czm %, this proves that ¢ is
residual.

5.2.1 Abelian group

Let G be an abelian group. Then all its representations are one dimensional and the
Plancherel measure is the Haar measure on the character group G. In this case, the
set ¢ defined in (5.3)), becomes

f has compact support and f(1) =0 } (5.7)

@G = L*(G G
{f €L(G)] for a discrete subset of A € G

Simple computations shows that

~

PS(A)=|f(A)*  and BS; (M1, 42) = f(M)f(M)f(M+42).  (5.8)

In this case, we have that BS; D PS; for any f,g € L'(G) N L?*(G). Indeed, ob-
serve that choosing A; = A, = 6 in the bispectral invariants yields avg(f)|avg(f)|* =
avg(g)|avg(g)|*, which implies that avg(f) = avg(g). This shows that BS¢(11,0) =
PSy(A1).

Theorem 5.2. The bispectral invariants are complete on the set 4. In particular, if
G is either compact separable or a connected Lie group, they are weakly complete
on compactly supported functions.

Proof. The second part of the statement is a direct consequence of Theorem[5.1] Let
then f,g € ¢ be such that BSy = BS,. Since this implies that PS; = PS,, we have
that | f| = |¢|. Thus f and & vanish on the same set .#. Moreover, observe that since
f and g are compactly supported, their Fourier transforms f and g are continuous.

Let u(A) = §(A)/f(A) for any A € .#. Since u is the ratio of two continuous
functions vanishing only on a discrete set, it is measurable. Moreover, |u| = 1 by the
equality of the power spectrum invariants. Then, by the equality of the bispectral
invariants and it follows that u satisfies

u()q + )vz) = u()q)u()q) 5.9)

This implies that u is a measurable character of G and thus, by the well-known
result [46, Theorem 22.17], has to be continuous. By Pontryagin duality this proves
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the existence of a € G such that u(1) = A(a). Thus, we have proved that f(1) =
A(a)g(2), which by Theorem 2.5]implies that f = A (a)g, completing the proof.

In the case G = R” the above result can be strengthened.

Corollary 5.1. The bispectral invariants on R" are complete on compactly sup-
ported functions of L*(R?).

Proof. 1t suffices to observe that by the Paley-Wiener Theorem Fourier transforms
of compactly supported functions are analytic. Since analytic non-zero functions
have a discrete zero-level set, this implies that the set ¢4 of Theorem coincide
with all the considered functions.

5.2.2 Compact group

Let G be a compact separable group. In this case the set of irreducible unitary repre-
sentations is endowed with the discrete topology and thus the set ¢ defined in (5.3))
becomes R

Y = {f € L*(G) | f(T) is invertible for any T € (G}. (5.10)

With the same arguments used for abelian groups, it is possible to show that
BS; D PS. We then have the following.

Theorem 5.3. The bispectral invariants are weakly complete on G. More precisely,
they discriminate on the above defined set 4.

Proof. The fact that ¢ is residual in L?(G) follows from Theorem Letf,g ¥
be such that BSy = BS,. The idea of the proof is to show that this allows to build a

quasi-representation u of G such that f (T)ou(T) = g(T). The conclusion then will
follow by Chu (or Tannaka) duality.

e Step 1 - Definition of the candidate quasi-representation: Since BSy = BS, im-
plies that PS s = PS,, it holds that £(T) o f(T)* = g(T)og(T)* forall T € G.By
invertibility of f(T') we can define u(T) = f(T) ' 0 g(T) for any T € supp Uz
Moreover, since BS y = BS,, implies the equality of the bispectral invariants (5.3)
for any (non-necessarily irreducible) unitary representation, the same definition
holds for any representation in Rep(G), the Chu dual of G.

o Step 2 - u is indeed a quasi-representation: Let us start by checking that u(T) is
unitary. This follows from the equality of the first invariants. Indeed,

1IN

w(T) u(T) = §(T)" (F(T)F(T)") " &4(T) =1d.
We now check the properties of the quasi-representations.

1. Commutation with the direct sum: This follows from the definition of u(T)
and the analogous property of the Fourier transform.
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2. Commutation with the tensor product: From the equality of the bispectral in-
variants and the definition of u, for all 77,7, € G we obtain

f(T1) ®f(T2) Of(T1 QD) =
F(M)@f(T)ou(Th) @u(h)ou(Ty ©Tp) o f(Ti ®T)*.  (5.11)

Since f (T) is invertible for all T € @, and hence also for their tensor products,
this and the unitarity of u yield u(T1) @ u(Tz) = u(Ti ® T»).

3. Commutation with the equivalences: Again, this follows from the definition
of u(T) and the analogous property of the Fourier transform.

4. Continuity: The sets Rep, (G) are discrete, due to compactness of G, hence
this is trivial.

Thus, u is a quasi-representation of G.

e Step 3 - Chu duality: By Theorem [2.6] the group G has the Chu duality property.
Thus, being u a quasi-representation, there exists a € G such that for all 7 € G
it holds u(T) = T'(a). Then, §(T) = f(T) o T (a) forall T € supp gz C G which,
by Theorem[2.5|implies that f = A (a)g, completing the proof.

5.2.3 Moore groups that are semi-direct products

We now consider the semi-direct product G = K x H introduced in Section 2.2]
where K is finite with N elements. Since L?(K) = CV, the group G is a Moore
group and the set 4 becomes

f has compact support and f(7*) is invertible on

%:{feLZ(GH by } (5.12)

an open and dense subset of H

Due to the explicit structure of the irreducible representations given in Sec-
tion[2.2] we can compute the expression of the invariants.

Proposition 5.1. Let f € L2(G). Then, for all A, A, A, € H\ {6} and any k.0 € K,

heK

PS/(T) = <Z f(T%,hf(Tl),»,h) : (5.13)
i,jeK

(AoBSH(TM@TM)0A"), = < Y AT f(T;Lz)ié,hkf(TMJr(D(k)lz)j,h) ~
heK i,jeK

(5.14)

Proof. The first part of the statement follows immediately from the definition of
the invariants. To prove the second part, it suffices to use the Induction-Reduction
Theorem and the properties of the equivalence A given in Proposition [2.2]
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Observe that similarly to the abelian case, it is easy to show that
BS; D {PS;(T) | T =T* for A #6 or T = T%*¢}. (5.15)

Theorem 5.4. The bispectral invariants are complete on the set 4 defined in (5.12).
In particular, if H is a connected Lie group, they are weakly complete on the set of
compactly supported L*(G) functions.

Proof. The last part of the statement follows from Theorem [5.1] Let us consider
f,8& € ¢ such that BSy = BS,. The idea of the proof is similar to the one of The-
orem [5.3] Namely, we start by defining a candidate quasi-representation U. Here,
however, we will not prove that U is a quasi-representation, since it is possible, and
simpler, to directly prove that U(T) = T'(a) for some a € G.

Due to the added complexities arising in this case, we have delayed the technical
parts of the proof to later lemmas, contained in Section[5.2.3.1]

e Step 1 - Definition of the candidate quasi-representation: From BSy = BS, it
follows that the sets where f and g fails to be invertible are the same. We will
denote it with . We then let

U = f(T*)'g(m*) ec¥N  viel (5.16)

Clearly, U(T*) is unitary for any A € I (this can be proved as in step 2 of the
proof of Theorem 5.3)).

Since A — f(T*) and A — §(T*) are measurable, and G\ I is open and dense,
by (5.16) also A — U(T*) is measurable on /.

By the equality of the second-type invariants and the definition of U, for any
A, Ay € Iit holds

F)@f(Ra)o (T @Th) = f(A) @ f(A)oU(TH) @U(T7)0g(TH @ TH)*,
By the invertibility of £(A;) ® f(4), this yields
HTh o1y ou(TM)oU(T?) = 8(TM @ T™). (5.17)

e Step 2 - The function A — U(T") is continuous on I: This is done in Lemma

e Step 3 - The function A — U(T*) can be extended to a continuous function on
H\ {6} for which GX7) is still true: This is done in Lemma

o Step 4 - There exists a € G such that U(T*) = T*(a) for any A € ]ﬁl\ {6}: This
is done in Lemma[3.3l

e Step 5 - It holds that A(a)f = g: By definition of U and Theorern the pre-
vious step proves that f(T*)oT*(a) = §(T*) for any A € H\ {4}. By Theo-
rem[2.5] this completes the proof of this step and hence of the statement.
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5.2.3.1 Auxiliary lemmas used in the proof of Theorem 5.4]

Lemma 5.1. For any i, j, the function A +— U(T)L),-yj is continuous on 1.

Proof. By the Induction-Reduction theorem and the definition of U, formula (5.17)
implies that for any A;,A; € I such that A; + R;A, € I for any k € K, it holds

U(Th+oWk) = (AoU(T}”)®U(T7LZ)oA*) Vk € K. (5.18)

B

Explicitly computing (5.18)) with k = ¢ yield
U(rhtRy =umh) U )] (5.19)

Fix Ao € I and choose an open set V such that

e [y U(/'Lz)Td/'Lz > 0;
e there exists a neighborhood W of Ay such that U +A C I forany L € W.

This is possible since we can assume f, g % 0, which yields U # 0, and the set [ is
open dense. Then, integrating (5.19) over V w.r.t. A, yields

o UTR); 0
fv U(TAZ)ZJ"MZ

U(Tx)i’j YA eW.

Since the function on the r.h.s. is clearly continuous on W this proves the continuity
at Ag of U(T*), completing the proof.

Lemma 5.2. The function A +— U(T*) can be extended to a continuous function on
H\ {6}. Moreover, for any Ay, # 6 it holds f(TM @ T?2)oU(TM) @ U(TH) =
§(Th aTh).

Proof. Let Ay ¢ I. Since I is an open and dense set, this implies that Ay is in its
closure and that we can choose 41,4, € I such that Ag = 4 + Ry, A, for some kg € K
and A1 + ¢ (k)A, € I for any k # ko. We then let

U(T%) = (AoU(TAl Y QU(T?) oA*)k o fordo=h+Ryh,  (520)

0,%0
We now prove that the above definition does not depend on the choice of A1, A,
and ko. By openness of I, there exists a neighborhood V of A, entirely contained
in 1. Then, up to taking a smaller V, it holds that A; + Ry A; € I for any 4; € V'\
{A2}. By (B.18), this implies that for any w; + Rtr = Ao it holds (Ao U(TH) @
U(Th) 0A )io ko = (AU(TH) ® U(TH) 0A*); for A5 and ) sufficiently near, but

2 For k # 0 the formula becomes

u(rhoWny, =yt )l
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different, to A, and Uy, respectively. By continuity of U on I, proved in Lemma
this implies that this equation has to hold also for A; = A, and u) = . Hence,
(5:20) does not depend on the choice of 41,4, and ko.

Finally, the fact that f(T* ® T%) o U(THM) @ U(T*) = g(T™ @ T*) for any
A1, A2 follows from (5.20) and the Induction-Reduction theorem.

Lemma 5.3. There exists a € G such that U(T*) = T*(a) for any A € H\ {6}.
Proof. By definition of U it holds that

PurhHtRyoa=A0U(TH)U(T?) YA, #6.
keK

Then, for any i, j, ¢, k,

U(ThtoWh), if j=i—k,

) (5.21)
0 otherwise.

u(rh )Z,iU(T)Lz)éfk,j = {

Since U(T™) is invertible, there exists i such that U(T*),;, # 0. Using
one obtains that U (T’b)_k’ ;=0 for any j # iy — k. Namely, we have proved that
U(TM) k. = ¢_r(A1)ejy—x for any h for some ¢_ : H\ {6} — C.

We can rephrase the above result as U (T*) = diag, ¢4 (¢) S. Thus, by the explicit
expression of the representation 7%, in order to complete the proof it suffices to
prove that @ (1) = A(Ryhy) for some hgy € H.

By continuity and unitarity of U, the ¢, s are continuous and satisfy |@,(1)| = 1.
Using again (3.21)) with j = iy — k, we obtain

QoM+ 9 (k)A2) = (A1) @k (A2), forany Aj,A; #dand L,ke K. (522)

In particular, choosing k = e and A, = —A; in the above shows that ¢, can be ex-
tended at 0. If 4 is an accumulation point this extension is continuous, as one can see
letting k = e and A, — 6 in (5.22). Then, with k = e implies ¢ is a character
of H. By Pontryagin duality, there exists &, € H such that ©(A) = A(hy). Finally,
by with k € K one obtains that R_;hy = hy_j, which proves that there exists
ho € H such that ¢y(A) = Rhy. This completes the proof of the statement.

5.3 Bispectral invariants for lifts

Let us consider G = K x H as in Section[2.2] In this section we will discuss bispec-
tral invariants on range L, where L is one of the lift operators described in Section 3]

Henceforth, to lighten the notation, when an injective lift is fixed and only func-
tions in range L are considered, we denote the invariants in L?(G) of Lf, f € L*(H),
by PS; and BS;.
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The following two sections are devoted to show how, when the lift is either reg-
ular left-invariant of regular cyclic, the comparison of the invariants for lifted func-
tions reduces to the computation of some basic quantities, depending only on the
Fourier transform of the starting function on H. In particular, this allows to show
that, in the case of a regular left-invariant lift, these quantities can be further re-
duced. Indeed, in this case, under some assumptions on the wavelet ¥, it is enough
to simply compare the trace of the invariants.

5.3.1 Regular left-invariant lifts

Let L: L*(H) — L*(G) be a regular left-invariant lift and let ¥ € L?(H) be the
associated wavelet given by Theorem [3.1]

Proposition 5.2. Let f € L>(H). Then, for any A, A1, € ]ﬁl\ {6}, we have

PSH(TH) = | fallfo ) ¥ 2 © P2, (5.23)
(4oBSATH,T2)04), , = (FuFotwna Favotone ) (B Fown) © T oon:
(5.24)

Here, A is the equivalence from L*(K x K) to @k L*(K) defined in Theorem

Proof. The first part of the statement follows directly from Proposition [2.4] and the
properties of the tensor product. On the other hand, a simple manipulation by the
Induction-Reduction Theorem yields
(A ° BSJ(TA,I , T}Q) OA>k , — (A OZ}‘(T}LI ) ®[7(T}”2) OA*)k , OZ}‘(Tll—F‘p(é)lz)*'
’ B (5.25)

Then, to prove the second part of the statement proof it suffices to apply (2:33) of
Proposition [2.2] and Proposition[2.4]to the above.

We then have the following.

Corollary 5.2. Let ¥ € L>(H) be a weakly admissible wavelet and let f,g € L*(H).
Then,

PS] = PSg <~ Hfl”Lz(K) = ||§)L||L2(K)f0r ae A c ﬁ\{é} (526)
Moreover, if ¥ is such that ‘f’\*,ll ‘f’\*;tz #0fora.e. A, Ay, then,

BS; =BS; <= (f1,fas ar+2,) = (€1, 808y 42,) Jor ace. M, 2 € H\ {5},
(5.27)
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Proof. By Proposition |5.2{ the first statement is equivalent to @ P 2 # 0 for
ae. AeH\{o}, Wthh is equivalent to iz 2 7# 0. By Theorem [2.9| this is true for
any weakly admissible vector.

To prove the second statement, it suffices to make the change of variables

#(0)Ay — Ay in (5.24). Indeed, the conclusion is then equivalent to iz A+, 7 O,

which is satisfied by weak admissibility, and P A P 2, 7 0, which is satisfied by
assumption.

5.3.1.1 Trace invariants

In this section we show how, exploiting Proposition one can actually decrease
the set of invariants. To this aim, let us recall that the trace of a trace class operator
C acting on the Hilbert space J¢ is defined as

TrC =Y (Cej,e;), (5.28)
i

where {e;}; is a basis of 7. Being the product of two Hilbert-Schimdt operators,
the bispectral invariants are of trace class.

Definition 5.3. The trace bispectral invariants associated with the regular left-
invariant lift L of f € L?(H) are the set

TrBS; = {TrBS(TH,T%) | 11,4 € H\ {6}}. (5.29)
Corollary 5.3. Let f € L*(H). Then, for any Ay, Ay € H\ {0} it holds that
TBS (17, 74) = T o Fowm Frvotons) T ((F2, % o00) © F s o)
keK
(5.30)

Proof. The statement is an immediate consequence of Proposition and of the
similarity-invariance of the trace.

For any 41,4 € H \ {6} and any h € K we let Bl, € L*(K) be

By (k) =¥ 5, () P 12, () P* 2, 16 (02, (). (5.31)
In particular,
TI'((‘P*;LI ‘P*(p( )lz) ®'f/ M+ (k lz) Z Bq/ ) (5.32)
heK

This justifies the following.



5.3 Bispectral invariants for lifts 67

Definition 5.4. A wavelet ¥ € L2(H) is trace admissible if for a.e. A1, A, € H\ {6}
it holds that '¥'* 1), ¥*3, # 0 for all k € K and that the family {B%} ek is a basis
of L*(K).

Observe that a trace admissible wavelet is always weakly admissible and satisfies
the assumptions of Corollary

Proposition 5.3. Let L be a regular left-invariant lift with associated wavelet ¥ €
L*(H). Then, if ¥ is trace admissible it holds TrBS; D BSy.

Proof. Since ¥ satisfies the assumptions of Corollary [5.2] we only need to show
that TrBS ¢ = TrBS, if and only if (5.27) is satisfied. Putting together Corollary [3;3‘]
and (5.32)), and by exchanging the summation order, we obtain

TrBS;(A1,42) = Y <kH <J?/11]?¢(k)12,ﬁ1¢(k)/12>73’&z>7 (5.33)
heH

which completes the proof. Indeed, since {Bl },cx is a basis of L*(K), this shows
that TrBSs(A1,42) = TrBSz (A1, A2) if and only if for any k € K

Py Fowns Fauotn) = (82 8oty 8oty )- (5.34)

5.3.2 Regular cyclic lifts

LetL=Po®: .o/ — L*(G) be aregular cyclic lift where o/ C L*(H) is closed w.r.t.
the quasi-regular representation 7, as introduced in Section Let ¥ € L>(H) be
the associated wavelet, whose existence is assured by Corollary[3.4] and assume that
the centering @ be w.r.t. to the whole H.

Proposition 5.4. Assume that K ~ K? and let f € . Then, for any A,Aj, Ay €
H\ {0} and i, j,k,£ € K, it holds that

b, = (Pr o) (80000 63

iJ
(AoBS;(THM, TR)0A* )1 j =
o — —_— =1 = ey g =
(@, 5%, @ ‘I’*al+¢<k>zz),» SRy owns @0 ST P gwn)-
(5.36)

Here, A is the equivalence from L*(K x K) to @i L*(K) defined in Theorem

Proof. Due to the special form of cyclic lifts, it suffices to replace f with ®@(f) in
the expressions of the invariants PS r=PSpsand B'~8f = BSpy, corresponding to the
almost left-invariant lift associated with L.

By Proposition [3.T]and [5.1] direct computations yield
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PSH(T4)i; =P ()P () Y i ) fr (i~ 1h2). (5.37)

Then, the statement follows via the change of variables ¢ = i~'h?, which is justified
by the assumption K ~ K2. The second statement is proved in a similar way.

As an immediate consequence of the previous result we obtain:

Corollary 5.4. Assume that K ~ K2 and that ¥ # 0 a.e. on H. Then, forany f g €
o, we have

PS; =PS, <= (S*®(f),. ®(f);) = (S*®(g),. ®(g), ) for a.e. A € H\ {0} and k € K.
(5.38)

BS; =BS, <= (S'®fy, 41, P2, S PS1,) =
(S*®g;, 1 2,, gy, S"Pgy, ), for a.e. M, Ao € H\ {6} and k,h € K. (5.39)

Finally, due to the good properties of the Fourier transforms of cyclically lifted
functions, we have the following.

Proposition 5.5. Assume that K ~ K2. Moreover, assume L 10 be a regular cyclic
lift such that the associated wavelet satisfies ¥ # 0 a.e. on H. Then, the bispectral
invariants evaluated on lifted functions are weakly complete on L*(H).

Proof. The result essentially follows from Theorem [5.4] Indeed, by (3.22)), the as-
sumptions on K and the injectivity of L, it suffices to show that there exists a residual
subset ¢ of L?(H) such that Lf (T*) is invertible on an open and dense subset of
H \ {0}. Indeed, this will trivially imply that ¢ is residual in .. From Proposi-
tion[3.2]it follows that the set & of weakly-cyclic L?(IH) functions has this property
and is residual in ¢ by Theorem [2.10}

5.4 Rotational bispectral invariants for left-invariant lifts
modulo the action of H

Let G = K x H be as in Section[2.2} with K finite with N elements. In the following
we consider a stronger family of invariants than the bispectral ones, which will turn
out to be weakly complete on functions lifted from L?(H) to L?(G) via a regular left-
invariant lift. More precisely, after defining these invariants, which we call rotational
bispectral invariants, we show how to compute them on lifted functions (giving thus
a counterpart to Proposition [5.2). After this, we prove their weak completeness in
Theorem [5.5] the main result of this whole monograph. Finally, we end the section
by showing how the weak completeness result can be extended to encompass real
valued functions, and how it can be strengthened when H = R? and the functions
under considerations are compactly supported.
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Definition 5.5. The rotational power spectrum invariants of f € L>(G) are the set
RPS; = {RPS¢(A,k) | A € H\ {6} and k € K} such that

RPS(A,k) = F(T*W*)o f(TH)*. (5.40)

The rotational bispectral invariants of f € L*(G) are the set RBS y = {RBS (41, A2, k) |
A, A € H\ {6} and k € K} such that

RBS (A1, M, k) == f(T*0*M) @ f(T%) 0 f(TH @ T™)*. (5.41)

For any k # e, the above defined quantities are invariant only w.r.t. the action of
K on G. This implies that they can only discriminate up to the action of K.

Since RBS s D BSy, as a consequence of Theoremwe immediately obtain the
following.

Corollary 5.5. Rotational bispectral invariants are complete w.r.t. the action of K
on the set 9 defined in (5.3). Namely, for any f,g € ¢4 it holds that

RBS; =RBS, < f=¢(k)g forsomekcK. (5.42)

Let L =Po® : L*(H) — L*(G) be the composition of a regular left-invariant
lift P and a centering ¢ : &/ — &/ w.rt. U C H, see Definition Denote by
¥ ¢ L?(H) the wavelet associated with P, given by Theorem 3.1

In the following, for f € LZ(]HI) we let RPSy = RPS;; and RBSy = RBS; . The
following can be proved as Proposition[5.2}

Proposition 5.6. Let f € L*(H). Then, for any A, A1, Ay € H\ {6} and any k,h,¢ € K
it holds

—_—

RPS (A, k) = ¥*) @ Py (@ (f) 1, Sk ) D(f);), (5.43)

(A o RBSf()q A2, k) OA*)h,é =

<¢’f A+o(0)d PFay P ¢<kmz> (0, % 9 ()22) © % 2, 0 ()i
(5.44)

Here, A is the equivalence from L*(K x K) to @;cx L*(K) defined in Theorem

Corollary 5.6. Let ¥ € L*(H) be a weakly admissible wavelet. Then, for any f,g €
L?(H), we have

RPS; =RPS, +—

(D(f),,S"DP(f);) = (@(g),,S"D(g),) for a.e. . € H\ {6} and h e K. (5.45)

If moreover W is such that @,1] ‘f’\*((p(k)lz) # 0 for any k € K and a.e. A1, 2y,
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RBS; = RBS, < <cbf,ll+;tz,d5f,llsh¢flz> =
<&>Tgll+lz, q/ig,llshéfg,12> , fora.e. j,\y e H\ {6} and h € K (5.46)

Remark 5.2. Observe that in the above result no assumptions on the cardinality of
K are required. Moreover, comparing it to Corollary seems to suggest that ro-
tational bispectral invariants carry less information than the bispectral invariants of

cyclic lifts. Indeed, while (5.43) is identical to (5.38), in we consider |K|
invariants for couple (A1, 4,) against the |K|? of (5.39).

The rest of this section is devoted to prove the weak completeness of the rota-
tional bispectral invariants in this context.

Theorem 5.5. Let the lift L= Po ® : .o/ — L*(G) be the composition of a regular
left invariant lift P : L*(H) — L*(G) and a centering ® : o/ — o/ w.rt. U C H.
Moreover, assume the wavelet ¥ associated with P to be weakly cyclic and such
that ¥ # 0 a.e..

Then, the rotational bispectral invariants evaluated on lifted functions are com-
plete on the set {f € €N.of | f #0 a.e. on H} w.r.t. the action of elements in U x K.
Here, € is the set of weakly-cyclic functions on L*(H) introduced in Definition
Namely, for any couple f,g € < of weakly cyclic functions such that fand g #0
a.e. on H, it holds

RBS; =RBS, <= f=mn(a)g forsomeacUxKCG. (5.47)

Proof. Since @ is a centering w.r.t. U, by the properties of the abelian Fourier trans-
form w.r.t. translations follows that if f is weakly-cyclic so is ®@(f). Then the state-
ment is equivalent to the fact that for any couple f,g of weakly-cyclic functions,
RBSps = RBSp, if and only if f = ¢(k)g for some k € K. Given two such func-
tions, we let

1= {A | detCirc f;, # 0 and detCircg; # 0} cH. (5.48)

By the weak-cyclicity of f and g this set is open and dense.

The proof follows similar steps as the proof of Theorem[5.4] One has however to
pay additional care, due to the non-invertibility of the lifted Fourier transforms. The
most delicate point is the commutation with the tensor product, which was proved in
one line in step 1 of Theorem[5.4] Here we delay the proof of this fact to Lemmal[5.4}

o Step 1.1 - Definition of the candidate quasi-representation U on T* for A elI:
For any A € I we let

N\ —1
U(T*)* = Circgy, (Circ f,1> . (5.49)

Equivalently, U (T*) is such that U(T}”)*Skf,l =S¥z, for any k € K. It is obvious
that U (T’l) is circulant, see Appendix |A] i.e., that it commutes with the shifts
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S(k) for k € K. Moreover, U(T?) is unitary by the equality of the rotational
power invariant and (5.43)) of Corollary [5.6]

By the expression of the Fourier transform of Pf given in Proposition 2.4} the
definition of U is also equivalent to

LAT*OMou(T?) =Lg(T?®*) VA el VkeK. (5.50)

Since T* = S(4=1) o T?O% 5. §(¢) by Theorem this implies that A — U (T*)
is constant on the orbits {¢ (k)A }rex of 4.

e Step 1.2 - Definition of U on TM @ T*: To extend the definition of U to the
tensor product of representations we use the Induction-Reduction Theorem. Let
us call I® the set of couples (A,4,) € H x H such that 4; + Ry A, € I for any
k € K. Then, we let

U (T)“ ®T’12) =A*o (@ U(T’h“%)) oA Y(A,A)el®.  (551)
keK

By the corresponding property of A — U (T*), this definition implies that (A1, 1) —

U(T* @ T*) is constant on the orbits { (¢ (k)A1, 0 (k)A2) ek of (A1, A2).

By the Induction-Reduction Theorem and the properties of the Fourier transform,

(337 is equivalent to set, for all (;,42) € I® and k € K,

Z?(T(P(k)ll QTR oy (TM @ TH) = ZZ,(T(P(k)M QT2 (5.52)

e Step 1.3 - It holds that U(TM @ T?) = U(TM) ® U(T}}): This is proved in
Lemmal5.4

e Step 2 - The function A — U(T*) is continuous on I: Since A — f; and A — g
are measurable on /, so itis A — U (T*). The same arguments used in Lemmaﬁ
can be then used to prove the continuity.

e Step 3 - The function A — U(T*) can be extended to a continuous function on
H\ {6}. Moreover, the function (A, A2) — U(T* @ T*) defined via G31) on
H x H satisfies (3:32): This is proved exactly as in Lemma R

o Step 4 - There exists k € K such that U(T*) = T*(0,k) for any A € H\ {6}: This
is proved with the same arguments as in Lemma [5.3] Indeed, the fact that now
A+ U(T*) is constant on the orbits {¢ (k)A},y implies that the ¢’s obtained
there have to be independent of k. Since @(A) = ¢ (k)xo for some xo € H, this
implies that xo = 0 and hence @ = 0. Obviously this proves that U (T*) = S(k) =
T*(0,k), for some k € K.

e Step 5 - It holds that ¢ (k) f = g: This follows exactly as in Theorem

The above result can be easily adapted to the subspaces of Besicovitch almost
periodic functions introduced in Section 2.31]

Theorem 5.6. Let E C T be a bispectrally admissible set, K C H be compact and
consider a lift L=Po® : of — L*(G). Here, P : By(H) — By(G) is a left invariant
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lift with associated wavelet ¥ € CE and & : of — 4 is a centering w.r.t. K. More-
over, assume the wavelet ¥ to be AP-weakly cyclic in CE and such that ay (1) # 0
forany A € E.

Then, the rotational bispectral invariants evaluated on lifted functions are com-
plete on the set {f € €Y NCE | ay(L) # 0forall A € E} w.rt. the action of el-
ements of K x K C G. Here, €4 is the set of AP-weakly cyclic functions on CE

introduced in Definition

Proof. To prove the result it suffices to replay step by step the proof of the previous
theorem. The only point where one has to pay attention is step 4. Indeed, the argu-
ments employed there allow to show that U(T*) = T*(0,k) for some k € K when
A € E is such that either L = A; + ¢ (h) A, for some i € K and a couple (A;,4,) € I¥
or there exists A’ such that (1,4') € I®. The fact that one of these properties is al-
ways satisfied for any A € E is a consequence of the bispectral invariance of E.

5.4.0.1 Auxiliary lemma for the proof of Theorem 5.5

Lemma 5.4. Let (A1,A2) € I be such that

LW, ¥ #0,
2. for any k € K it holds that lf/'\*)tl @(p(k)kz #0.

Then, if f(¢(0)A2) and §(¢(£)A2) # 0 for all £ € K it holds
UTHoTR)=U(T")oU(T") . (5.53)

Proof. Let C:=AoU(T*)*®U(T*)* 0 A*. By the Induction-Reduction Theorem,
to complete the proof it suffices to prove that C = @ oy U (THT00)A),

Since U(T*) is circulant, we write U(T*) = Yjcxuj(A)S(j) where u(A) €
L*(K). By Proposition [2.2| we have that (Ao (S'® $/) 0 A* )y, = -1, -1;5(i), the
block Cy ¢ of C is

Crr =Y uj(A)uj11)(A2)S())- (5.54)
J

This proves that Cy ¢ is circulant and that C is block-circulant, i.e., Cy ¢y = Cyg ¢a-
Let vi = fa, fo(ka)2,- We claim that, for any k € K, the vectors {Vk} g form a
basis of L?(K). Indeed, fix any ordering of K and let V be the matrix with o-th row
k
V- Then,

V =diag(f,) Circ(fo(x)a,)- (5.55)
Since, by assumption, the two matrices on the r.h.s. are invertible, the same is true

for V. This proves the claim.
The above claim allows us to define the operator Dy € .Z(L?*(K) by

Dy, = Z CroinViyy Vo e K. (5.56)
ek
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Observe now that, by definition of A, it holds
Vi = fafotkayr, = ProA-(fa, ® fo(apn)- (5.57)

Here, py : @ex L (K) — L*(K) is the projection on the k-th component. Similarly,

: a _ ok e
since V[ = Vk N

(UTH) Fr) VT4 Fotrars) = ProAoUTH) @UTR) (f, © foaa)
=proCoA.(f4, ® fo(aya,)
= chép[ OA‘(};| ®}\‘¢(OC>12
4

1
_ ch.[vl((lk 14
l

ah
= ZCk,kh Vi
h

= DkV]((x
(5.58)

By the above equations, Corollary [5.6] and the unitarity of U, the equality of the
rotational bispectral invariants implies

0= <ﬁ]+¢(%, (U(TM‘PWZ) oDy —Id) v;j‘> . VYokeK. (559

Moreover, recall that U(T*) = U(T?"*) for any h € K. Thus making the change
of variables (A1,2) — (¢(n") A1, ¢(n~')A,) in the above yields

0= <S(n)ﬁl+¢(k) . (U(T“‘P("W) oDy — Id) S(n)ve > . VaknekK.
(5.60)
Observe that for any k,n € K, it holds that span,cx {S(n)v®} = L*(K). Thus, the
above is equivalent to

range (U(TA' HRda)* o py — Id) € S(n)]?;tl () Vk,n € K. (5.61)

Since J?l1+¢(k)lz’ is cyclic it then follows that U (THtR42)* o D, = Id for any k € K.
By Lemma [5.5]this implies that

U(TM+9(K) 2 ifk=1/¢
Crr = { ( ) ifk=4 (5.62)

0 otherwise,
completing the proof of the statement.

Lemma 5.5. Let v,w € L*(K) be cyclic vectors and e = A(v @ w). Moreover; let
C € Z(L*(K)) be the operator defined on the basis e; = A;(v@w) as
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Cej=Y Cieri1), (5.63)
keK

where Cy. are circulant operators on L*(K). Then C = 1d if and only if Co = 1d and
Cy =0 forany k #0.

Proof. The fact that {e;} ek be a basis of L?(K) follows from the same argument
used in Lemma@ Moreover, the sufficient part of the statement is obvious.
Let us assume that C = Id and define

c=) (@ Ck> S(k) e £ (@Lz(K)> : (5.64)
keK \heK heK
A simple computation shows that €; , = C;-1;, which implies that €e = (Ce;); = e.
Since Cy is circulant, for any k € K there exists ¢t € L>(K) such that C; =
Yjck C];»S( Jj)- Thus, by Proposition the fact that S(k) and @,k S(j) commutes,
and that e = A(v ® w), we obtain

vaw=A"oCoA(vaw)

k A x . o
= cfA* o S(])) oS(k)oA(vew)
Tane(@ e
= Y dstesvew).
kjekK

By cyclicity of v and w, {(S* ® S#)(v® W)} ek is a basis of L*(K) ® L*(K), and
thus applying S* ® SB to both sides of the above yields

Y s lesi =1. (5.66)
kjek

Finally, this is equivalent to ¢ = 1 and c];» =0 if j or k # e, which proves the state-
ment.

5.4.1 Real valued functions

As discussed in Section [2.2.2.1] when the action of K is even (see Definition [2.4))
it holds that € OL%Q (R?) = @. That is, Theorem gives no information on real
valued functions. In this section we will show how to exploit the tools introduced in
Section [2.2.2.T]to obtain the completeness for real valued functions.

Theorem 5.7. Let the assumptions of Theorem[5.3to be satisfied. Moreover, assume
o C L3 (H).
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Then, the rotational bispectral invariants evaluated on lifted functions are weakly
complete on of w.rt. the action of elements of U x K C G. Here, 6 is the set of
weakly R-cyclic functions introduced in Definition[2.5]

Proof. If K is not even, since 6g = € ﬂL%R (H), the result is simply a restatement
of Theorem [5.5] Thus we only need to prove the result for K even.
Recall the notations introduced in Section2.2.2.Tand define

Y = {veLz(K)|v(h) — —v(h+ko) VheK}. (5.67)

Considering the realification of L?(K), it splits R-orthogonally as L>(K) = 2" © % .
We need the following observations:

e From the invariance w.r.t. the shifts of 2" it follows that the equivalence A re-
stricts to an equivalence between 2" ® 2" and @k £ . This allows us to define
Ar =B 'oAoB. R .

e From Proposition for any A € H, it follows that ker Lf(T*) D % and that 2~

is an invariant subspace for Z}(Tl). Thus we define Z}R(Tl) =B"! ol/,?(TA) o
B.

Let f,g € $r N satisfying the conditions in the statement. To complete the
proof it now suffices to show that there exists k € K such that Z}R(TA) ) SIf% =
Lgg(T?) for all A € H\ {6}. Indeed, since kerLf(T*) > % and S(%) = Z, this
implies that Z}(T}”) oSk =Lg(T?).

To this aim, let 7 C H be the set of A’s such that Circg B~ f; and Circg B~'g),
are invertible. We then let

~\ —1
U (T*) = Circg B, (CircR B! f,l) Vel (5.68)

Let also /% to be the set of couples (A1, 4,) € H x H such that A; + ¢ (k)A, € I for
any k € K and define

UR(TM@T}”Z)Aﬁo(@UR(TM*‘”(kW)) 0Ar V(A A) el®. (5.69)
keK

With these definitions to obtain that [/,}R(T’l) oSk = Lgg(T*) when the rota-
tional bispectral invariants of f and g coincide it suffices to replay the exact same
arguments of Theorem substituting Sg, Ag, Circg and Z}R to S, A, Circ and l/} R
respectively.

As for Theorem|5.5] the above theorem can be easily adapted to .7 (E) C B, (H).
Observe that, for f € .7 (E) be real-valued it is necessary that E = —E.

Theorem 5.8. Let the assumptions of Theorem[5.6|to be satisfied. Moreover, assume
E = —E, and that the wavelet ¥ is real valued.
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Then, the rotational bispectral invariants evaluated on lifted functions are com-
plete on the set {f € €4¥'N T (E) | f is real-valued and as(A) # 0 for all A € E}
w.r.t. the action of elements of K x K C G. Here, CKH‘QP is the set of AP-weakly R-
cyclic functions introduced in Definition

5.4.2 Compactly supported real-valued functions on R>

In this section we particularize and extend the results of the previous section to
the case of G = SE(2,N) and to real-valued compactly supported functions on the
plane, introduced in Section The natural choice for a lift is L = Po @, :
¥ (D,) — L*(SE(2,N)), where P is a regular left-invariant lift with a real valued
associated wavelet, while @, : ¥ (D,) — ¥ (Dg) is the centering operator defined in
Section 2.4.1]

Recall that in this context Zy is even if N is even and not even if N is odd. The
main theorem of this section is the following.

Theorem 5.9. Assume the wavelet ¥ to be weakly R-cyclic, and such that ¥ # 0

a.e. on R2, Then, two weakly R-cyclic functions in ¥ (D) can be deduced via the
action of SE(2,N) if these two conditions are satisfied

e their bispectral invariants coincide a.e. (i.e., Ij%(ll JA2) = I;(ll ,A2) for a.e.
()VI ) 2’2));

e their rotational bispectral invariants coincide on an open set (i.e., RBS y (A1, 42,k)
RBS,(A1,A2,k) for any k € Zy and (A1, A2) in an open set).

In particular, the rotational bispectral invariants evaluated on lifted functions
are weakly complete on ¥ (Dg) N L% (R?) and discriminate on an open and dense
set.

Proof. The fact that ¥R is an open dense subset of ¥ (Dg) is proved in Theo-
rem [2.10] The result then follows from Theorems [5.5] and Indeed, the Fourier
transform f of f € ¥ (Dg) is analytic and hence f # 0 on an open and dense set.
We then proceed exactly as in the proofs of Theorems [5.5] and [5.7} observing that
A—=U (T’L) is now an analytic function. Since the rotational bispectral invariants

coincide only on an open set V C R2 x ]RZ the commutation with the tensor product
of step 1.3 holds only on there. However, this allows to jump directly to step 4 and
prove that there exists k € Zy such that U(T*) = $* for any A in a section of V.
Then, U (T’l) = S* everywhere by analyticity, and the proof can be concluded.

5.5 Bispectral invariants for almost-periodic functions

Let G be a MAP group, in the sense of Section Consider the set B>(G) of Besi-
covitch almost periodic functions. Since 6* : L>(G”) — By(G) is an isomorphism
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of Hilbert spaces, we define the spectral invariants of f € By(G) as PSy := PSy and
BS; :=BS, where f' € L?>(G’) is such that f oo = f.

Since L2(Gb) is the space of square integrable functions, one could be induced
to think the (weak) completeness of the invariants on B, (G) functions to be a con-
sequence of the results of Section However this is not true, due to the lack of
separability of B;(G) and to the fact that G’ is much bigge than G.

Let & be the image under 6* of the set ¢ defined in (5.10), that is

&= {G*f’ | f/ € L*(G) and f/(T) is invertible for all T € @} . (5.70)

We then have the following.

Theorem 5.10. Let G be a non-compact group. Then, the bispectral invariants are
not complete on By(G) nor they are complete on &.

Proof. The main observation is that since G is non-compact, it holds that G 2 G,
and in particular G’ \ 6(G) # @. Indeed, consider f', ¢’ € L*(G”) be such that f’ =
A’(E)g, where A® is the left regular representation on G’. Then, f := f' o0 and
g = g oo satisfy BS; = BS,. However, if £ € G’ \ G they cannot be deduced
via A = A’ o 0, the left regular representation of G. This proves that bispectral
invariants cannot be complete on B (G). To complete the proof it suffices to observe
that if /o6 € & then g’ o € &, since g/(T) = f'(T) o R(&).

Remark 5.3. The above proof actually shows that the bispectral invariants do not
discriminate on any subset of B(G) containing f = f' o ¢ and g = g’ o ¢ such that
f'=A%(&)g' for some & € G’ \ 6(G) .

Regarding weak completeness of the invariants, let us restrict to the case G =
K x H considered in Section (which taking K = {e} contains the case of an
abelian G). As already mentioned, G is a MAP group and G* = K x H’, where the
action of K is obtained by density of the injection of H in H’. In this case functions
f € B2(G) are exactly those such that f(k,-) € B,(H) for any k € K.

Recall also that the unitary irreducible representations of G’ are in bijection with
those of G and are parametrized by A € H’ = ﬁd and k € K. Observe that the
topology w.r.t. the A variable is the discrete one.

We now describe the natural subsets of B,(G) that we consider for the weak
completeness. Fix a bispectrally admissible set F C 7 C ]ﬁld and decompose F =
Uker ¢ (k)F as F = Fy UF, as in Definition Then, consider the set

(5.71)

G — {G*f’ € B>(G) Sllppy(f/(vk)) CF, VkeKand }

f'(T*) is invertible VA € F

Depending on the structure of F', problems can arise even in this case:

3 For example, observe that the measure of 6(G) in G” is zero.
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Proposition 5.7. Let 9 C B,(G) be the set defined in (5.71)) and corresponding to
the bispectrally admissible set F. Then, if F is a subgroup of H; which is dense in
H w.r.t. the usual topology, the bispectral invariants are not complete on Yr.

Proof. Since F is a dense subgroup of a locally compact abelian group, by Pontrya-
gin duality it obviously hold H C (F). However, due to the presence of an accumu-
lation point, the discrete topology of F C ﬁd is finer than that induced by H. Thus,
by [43] there exist y € (F)\ H.

Given any f = o*f’ € ¢, define g = 0*¢’ letting g’(k,-) be the inverse Fourier
transform of A +— x(A).Z(f'(k,-)))(X), for any k € K. By definition, &' (T*) =
2 (A)f'(T*). Since x(A) # 0 everywhere, this implies that §'(T*%) is invertible for
A € F and hence that g € 4. Moreover, using the fact that J is a character of F, from
Propositions [2.T|and [5.T| follows that BS s = BS,. Finally, since x is not a character

of H, we have that g # 7, (a) f for any a € G, proving the statement.

5.5.1 Almost-periodic functions on the plane

Let us fix a countable bispectrally invariant set F of frequencies of R?, such that
F = —F, and consider the set APr(R?) C B,(R?) of almost-periodic functions with
frequencies in F, as introduced in Section Moreover, let us consider a left-
invariant lift P : B(R?) — B, (SE(2,N)) with associated wavelet ¥ € APr(R?),
a compact K C R?, and the centering operator ® : Zx — Zx defined in Sec-
tion We recall that the left-invariant lift P is obtained from a left-invariant
lift P : L?((R?)") — L*(SE(2,N)") via the isomorphism ¢* : L>((R?)?) — B,(R?)
defined in Section

Theorem 5.11. Assume the wavelet ¥ € APr(R?) is real-valued, AP-weakly R-
cyclic, and such that ‘f’(m A)#0forall A € F and n € K. Then, the rotational bis-
pectral invariants evaluated on lifted functions are weakly complete on real-valued
functions of APr(R?) w.r.t. the action of elements of K x Zy C SE(2,N).

Proof. By Theorem [5.8]it suffices to show that the set
{f e GEPNAPL(R?) | f(n,A) #Oforall A € F,n € K} (5.72)

is residual in the set of real-valued function of APy (R?). This follows from Theo-
rem[2.1T]and the fact that

{f € APr(R?) | f is real-valued and f(n,A) #0forall A € F,nc K} (5.73)

is residual, which is an immediate consequence of the countability of F and the fact
that C\ {0} is open and dense.

Remark 5.4. From the proof of the previous theorem it follows that, when F is finite,
the rotational bispectral invariants discriminate on an open and dense subset of real-
valued functions of APx(R?).
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In this chapter we apply non-commutative Fourier analysis in order to build nu-
merically efficient algorithms for heat diffusion on groups and its application to
image reconstruction. In this part, we will consider only the case G = SE(2,N).
That is, we assume H = R?, with coordinates x = (x1,x2), and K = Zy.

6.1 Hypoelliptic diffusions on Lie groups

In this section we discuss a general technique to obtain hypoelliptic operators on
a unimodular Lie group G of type I with Lie algebra g. Recall that, thanks to the
identification 7,G = g, to any element 4 € g we can naturally associate the left-
invariant vector field X(g) = gh on G.

The following theorem is classical, see, e.g., [3].

Theorem 6.1. Let G be a Lie group with Lie algebra g, and let p C g be a subspace
of g satisfying the Hormander condition (also known as Lie bracket generating con-
dition):

Liep :=span{[p1,[p2,....[pn-1.Pu]]] InEN, p; €p} =g. (6.1)

Fix any basis {p1,...,pi} of p, and let X;(g) = gp; be the associated left-invariants
vector fields. Then, letting Ly, be the Lie derivative w.r.t. X;, the operator

k
A=Y L%, (6.2)
i=1

is essentially self-adjoint on L*(G) and hypoelliptic.

Remark 6.1. As shown in [3], the operator defined above is actually the intrinsic
sub-Laplacian of G for the left-invariant sub-Riemannian structure on G with dis-
tribution Z(g) = gp endowed with scalar product for which {gpi,...,gpr} is an
orthonormal basis.

We are interested in the hypoelliptic heat equation
af=Af. (6.3)

It follows from classical results, that the above equation defines a (Markov) semi-
group e and, due to the left-invariance of the Xi’ s, it has a right-convolution kernel
p:(+). Namely,

¢ folg) = fox prlg) = /G foMypi(h~g)dh,  forall fy € IX(SE(2)). (6.4)

Moreover, the hypoellipticity of A guarantees that p, € C*(R; x SE(2)) and that
pr > 0 fort >0, i.e., that the heat diffusion has infinite speed of propagation.
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Finally, it is classical that the operator A is the generator of the Markov process
associated with the SDE

dY, = X\(Z,)dW,! +X,(Z,) dW?, (6.5)

where W,!, W are two independent Wiener processes on R. From this point of view,
the heat kernel is the transition density of the process. That is, p;(-) is the probability
of Y if ¥p =0.

Let us focus on the case G = SE(2), which satisfies the above assumptions. Its
Lie algebra is se(2), and admits a basis {e;,e2,e3} with the following commutation
relations

[er,e3] =e2, [er,e2] =—e3, [e2,e3] =0. (6.6)
In particular, the subspace p = span{e;,e;} satisfies the H’ormander condition.
As usual, T,SE(2) ~ se(2), and we can build a family of left invariant vector

fields {X;,X>,X3} by left translation of the basis {e},e2,e3}. In (0,x,y) coordinates
these are

X1 =0dg, X>=co0s00,+sin0d,, X3 = —sinBd;+cosO0,. (6.7)

Then, by Theorem the operator
1. .
A =X} + X} =93 +cos’ 09 + 3 sin(20)dyy + sin’ 68y2 (6.8)

is hypoelliptic and essentially self-adjoint on L?(SE(2)). Observe that, due to the
special form of X; and X, letting ¥, = (6,,Z,), where @, € S! and Z, € R? the SDE
simplifies to
dz, = (Z?rf((;); ) dw!,  de,=dw?. (6.9)
To conclude this section, we recall a result from [2], see also [33], giving an ex-
plicit formula for the heat kernel on SE(2) via the non-commutative Fourier trans-
form on SE(2). Via Mackey’s machinery one obtains that unitary irreducible rep-
resentations of SE(2) are parametrized by the disjoint union of the real half-line
(0, +c0) with S!. Similarly to the semi-discrete case, the Plancherel measure is sup-
ported only on (0,+e) and is AdA, and the corresponding representations act on
L2(SY) via

[x4(6,pe®)y](a) = PO Oy (0+6), VyelL’(S'),A>0. (6.10)
We then have the following.

Theorem 6.2. The kernel of the hypoelliptic heat equation on SE(2) is
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) 1 +oo Foo 12 . /'1’2
p:(0,pe'?) = —/ o <cen (9, ) . XM(0,pe®) ce, (6, >>
2 Jo ° 4 4

n=

LY otk o2 x*(0,pe'®) 0.2V aan. w11)
Ze sen | 0, | ,pe'?)se, 2 ) )

n=0

Here, ce, and se, be the 2n-periodic Mathieu sine and cosine, and a* = —\* /4 —
a,(A?/4), b = —A2?/4 — b,(A*/4), where a, and b, are the characteristic values
of the Mathieu equatior]

For a review of different and more numerically exploitable representations of the
above kernel, we refer to [80].

6.2 Diffusions on semi-discrete semi-direct products

Let G =K x H be as in Section[2.2] but assume in addition that H be an (abelian) Lie
group with Lie algebra b and that, for any k € K, ¢ (k) is a smooth automorphism.
Although this implies that G itself is a Lie group, it is disconnected. Thus, the above
approach to build a diffusion would simply yield |K| disjoint diffusions on each of
the component {k} x H for k € K.

The Lie algebra of G is still b. In particular, any left-invariant vector field X over
G is uniquely determined by its value at the origin v € h by X (k,x) = ¢ (k).v, where
¢ : K — Aut(H) is the action of K on H and y/(k). : h — b denotes its differential.

The above consideration, yields us to define diffusions starting from the prob-
abilistic point of view. Namely, consider a left-invariant jump Markov process K;
on K and fix vy,...,v, € b. Then, letting Xy, ..., X, be the associated left-invariant
vector fields over G, it makes sense to consider the following SDE on H:

n
Az =Y X(Ki. Z)dW; = Y ¢(K,).vidW, (6.13)

n
i=1 i=1
where W,1 yeen ,Wtk are independent Wiener processes on R. This yields a Markov
process (K;,Z;) on G, whose generator is the operator A on L*(G).

Let us denote by Ly the Lie derivative by the left-invariant vector field X over
G. In particular, if X (k,x) = ¢ (k).v we have Ly = @y ¢ (k)+L,, where we iden-
tified v with the associated left-invariant vector field over H. Letting = be the in-
finitesimal generator of K;, as an operator on L?(K), and with the identification

! The Mathieu equation is
A2 f(x)+ (a—2gcos(2x)) f(x) =0, a,q €R. (6.12)

For fixed ¢ € R, there exist two ordered discrete sets of characteristic values, {a, }sen and {by } nen,
such that the Mathieu equation with a = a, (resp. a = b,) admits a unique even (resp. odd) 27-
periodic solution with 2 norm equal to 1, the Mathieu cosine ce,(x,q) (resp. the Mathieu sine

sen(x,q)-
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L*(G) ~ @yex L*(H), we have that

N

A= (Ly,)* +E@1dg. =P <)i (¢(k)*Lv,,)2> +Z®ldy. (6.14)

i=1 kekK \i=lI

Observe that, since K; is a left-invariant Markov process, the matrix & is symmetric
and circulant. In particular, A is a symmetric operator on C*(G,R) C L*(G). More-
over, let us observe that Y7 (¢ (k)*Lvi)2 is an hypoelliptic operator over L?(H) for
all k € K, which entails that A itself is hypoelliptic.

In the following we will discuss the heat equation associated with the operator A
on LZ(G). Namely, we consider the following equation for the Friedrichs extension
of A:

gy =Avy. (6.15)

Standard results then guarantees that the associated evolution semigroup ¢4 on
L*(G) is Markov and admits a right convolution kernel p;(+) such that

0@ = xpla) = [ 9B Wb, 9EL}E).  (616)
Moreover, since A is hypoelliptic, (¢,a) — p;(a) is in CZ° (R4 x G).
Theorem 6.3. Let A be the operator in (6.14). Then, it holds that
n —1 © T A : 2 =
A=FgohoF = / Adpg, A = diag, (12 (9(WA)(0)) + E. (6.17)
;4
Moreover, the associated heat kernel is given by

pila) = /yTr(elAAl T (a)) dic. (6.18)

Proof. The first part of the statement is a direct consequence of Lemmas and
6.2)
In order to complete the proof we observe that implies

eTA\qﬁ(TA) = emé(ﬂ), forall A € .. (6.19)
On the other hand, by it follows
ABY(TH) = o po(TH) = pu(TH) 0 $(TF),  forall L € .. (6.20)

. . . ~ A2 .
Putting together these two equations yields p;(T*) = ¢'4”, proving the statement
via the inverse Fourier transform formula.

Lemma 6.1. Let v € b, X (k,x) = ¢ (k).v be the associated left-invariant vector field
over G, and Ly be its Lie derivative. Then,
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— @ a1
Ix= [ L de. 621)
S
where each X* acts on the set of Hilbert-Schmidt operators over L* (K) via
—
Ly = diag, [L,(¢(h)A)(0)]. (6.22)
Proof. Forany (k,x) € G, let p : G — % (L*(G)) be the right regular representation,

ie., Ry f(h,y) = f((h,y)(k,x)) = f(k+h,y+ ¢(h)x). Then, simple computations
yield, for any f € L*>(G) and a € G,

— . ~ R @
pf(TH) =TH@ o f(TH), V1% €G = pi= [ TH@). 629
G
Observe that, by definition, it holds

d
Lyf(kx) = — Pex f(k,x). (6.24)
=

Since the Fourier transform commutes with the derivative in ¢ appearing above, we
then have

Ix— /A D e, (6.25)
G dt]—

Finally, the statement follows by observing that ¢’X = (0, ef}), where e}y is the expo-
nential function on H, and using the explicit formula for T* given in Theorem

Lemma 6.2. Let = be a circulant matrix on L*(K). Then,

- ®
(Z o 1dy) :/ Zdjg. (6.26)
52
Proof. Let A € .. By Proposition[2.1] simple computations yield

(EATH), = ¥ ZeZ (F 1)) (0()A). (6.27)

leK

Then the statement follows by observing that, since ;-1 = Z; ¢, we have

(Zel(Eoldn)f]), ;=) Zi1; 1 F (f(£.))(@()A)

leK

=Y Z0F(F( 1, )(@()A) (6.28)

ek

= (E/(Th),
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6.2.0.1 Diffusion of lifted functions

For the image reconstruction algorithm, we are interested in apply the hypoelliptic
diffusion we just described to regular left-invariant lifts to L?(G) of functions in
L?(H). It turns out that in this case it suffices to compute the hypoelliptic evolution
of the mother wavelet given by Theorem 3.1

Theorem 6.4. Let L be a regular left invariant lift with mother wavelet Y. Then, for
any f € L*(H) we have that

_ & /oy L
ALf:/ (4*,) @ fy dic. (6.29)
S
In particular,
ALf(a):/ T ((T(a)o A4 % ) @ /y) dfic,  Va<G. (6.30)
57

Proof. The first part of the result is an immediate consequence of Theorem [6.3]
Proposition [2.4] The second statement follows from the inversion formula for the
Fourier transform (Theorem [2.4) and the fact that Tr(A o B) = Tr(BoA).

Corollary 6.1. Let L be a regular left invariant lift with mother wavelet Y. Then,
t €R, — F, € L*(G) is a solution of the heat equation with initial condition Fy = Lf
for f € L*(H) if and only if

A A d A =
B =e@fi,  whre  —g=A4%cp, e=%5 (63D

Remark 6.2. Continuing the computations above, one gets that F; = Lf; if and only

o~

if @, = g, (1)¥*, forall A € .. Explicitly solving the ODE for ¢, yields that
g (t) = exp (I(AA)L'E’\*;L);{) . Vk (6.32)

In particular, the evolution does not leave rngL if and only if At 2= cZﬁ.V: 1€
(i.e., is the constant vector). This can be rewritten as

—~

¥, € ker (S(k)ﬂ - Id) Vk € K. (6.33)

6.2.1 Hypoelliptic diffusion of almost-periodic functions

Let us consider, in theAnotations of Section a discrete set ' C 5/”\ where 5/”\ is
any representative of H /K. Recall that we denote with APr(G) the set of functions
given as linear combinations of the coefficients of the representations T* for A € F.
By Proposition[2.5] f € APr(G) if and only if
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fex)=Y Y omk)A(x)f(kn,2), feC*ackecCt. (6.34)
AeFneK

Since x — A (x) is smooth, we have that AP (G) C C*(G) and hence it makes sense
to consider the heat equation (6.13)) on this space.

Theorem 6.5. A map t € R — f; € APr(G), where f; is of the form (6.34) with
coefficients f;, is a solution of the heat equation if and only if

%f,(-,l):(diagkﬁn[Lgi((p(nk)k)]o]+E)of;(-,/l) forall A €F. (635

Here, letting E = Circ(&), the operator & € £ (C¥ @ CK) is given by

E¢(k,n) =Y &okt,nt™"), Vo eCraCK (6.36)
lekK

and|6.2] although modified to account for the fact that the representations T are not,

in general, square integrable.
Let X be a left-invariant vector field associated with v € b. Then, simple compu-
tations yield, foralln € Kand A € F,

ProoﬁThe result follows from arguments similar to those employed in Lemmas|[6.1]
6.2

Ly ((k,x) = 9 (A () fs (k.. 2)) = Lu(9(k)A)], ()2 (0) s (ksm, ). (6.37)

This implies that

d , d , A
hi= Ly fi < A = diag; ,[Ly,(¢(nk)A)| Jo fi(-,A) forall A € F.
=1
l 6.38)
On the other hand, we have that
(E@Idy)f(k,x) = Z Z ¢ (nO)A(x)Eg o f (4,n, )
AEF (,neK
= Z Z ¢(hk)),(x) Z Ek’gf@,hkfil,l) (6.39)
AeF heK ek
=Y Y 0()A(x) Y Ep pior1 fnkr™! 1 1),
A€F heK rekK
Since Z is symmetric and circulant, we have &y ;-1 = E, , = §,.-1, which implies

%ﬁz(E@IdH)ft = %ﬁ(.,mzéoﬁ(-,m forall A € F. (6.40)

This and (6.38) yield the statement.
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6.3 Hypoelliptic diffusion on SE(2,N)

We now particularize the above analysis to the case G = SE(2,N), that is, H = R?
and K = Zy for some N € N. Since Zy is cyclic, we have that S(k) = S* where
S = S(e). As mentioned in the Introduction, we are interested to the hypoelliptic
diffusion on SE(2,N) associated with the left invariant vector field

X (k,x) = ¢ (k)+0x, = sin(6y)dy, + cos(6k)0,, 6, = %tk. (6.41)

Namely, letting &, be a jump process on Zy and W; a Wiener process on R, we
consider the following SDE, simplifying (6.13),

[ cos®,
dz, = ( $in@, ) dw;. (6.42)

In order to precise our model, we have to fix the jump process &, which model
the short range connectivity between neurons in the primary visual cortex. We as-
sume the law of the first jump time to be exponential, with parameter § > 0, and
with probability % on both sides. Then, ©; is a Poisson process and the probability
of having k jumps in the interval [0,¢] is

(B i

k! (6.43)

P(k jumps) =

The infinitesimal generator of @, is the matrix £ = (&;;);; € C¥ ® CV, where

. PO =¢; |0, =¢ . .
&ij=lim = ’t| =< fori#j, & j=-Y 6, (6.44)
i#j

In particular, Ey = —BId+3B(S+S"). Indeed, (6-43) yields

PO, =k+1|6)=k) = % (Bt +6(*)) e P, (6.45)

PO, =k+h|@y=k)=0"e P, h=273,... N-2. (6.46)
Finally, the infinitesimal generator of the process (Z;, ) is

1 . 2
Ay = 3 @ <cos(9k)8x| +sm(9k)8x2) + Z. (6.47)

kel

The associated evolution, applied to 7 — y; € L?>(SE(2,N)) is
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2
%l//,(k,x) - ;<cos(9k)8xl +sin(9k)8X2) ik, x)

+ g (w(k —1,x) = 2y(k,x) + w(k+ l,x)) . (6.48)

Observe that, by construction, this equation is invariant under the left regular action
of SE(2,N) on L*>(SE(2,N)).

Remark 6.3. As shown in [13], setting § = (N/27)* and letting N — 4 in (6.47)
yields the usual Petitot—Citti—Sarti operator over SE(2) of equation (6.3).

Remark 6.4. In view of practical reconstruction results if we consider that for N = 30
the limit is attained we get § ~ 25. This 8 has a clear neurophysiological interpre-
tation in terms of the strength of neuronal connections.

Remark 6.5. In the above operator, the dependence on k € Zy appears only in terms
of the form cos? 6, sin’ 6, and sin(26y ), which are N /2 periodic. Hence, although
the model for the visual cortex is on the projectivization Zy /, X R? of SE(2,N), we
can ignore this fact from the point of view of the hypoelliptic diffusion.

Using the fact that A (x) = ¢/®“*), we have the following particularization of The-
orems

Proposition 6.1. The Plancherel measure on the dual space of SE (2,N) is sup-
ported on the slice Sy ={A =|A|e'® | @ € [0,2n/N)}, and is || dA. Then, letting
A = (A1, A2), it holds that

ZN:/;GA}@WM, Al =— @ (Micos b+ Arsin6)? + E @ 1dpa . (6.49)
N keZn

Let F C .#y. Observe that f € APr(SE(2,N)) if and only if

flex)=Y Y &t frn ),  fec¥ec¥ecCr. (6.50)

AEF nely
By Theorem[6.5] this immediately yields the following.

Proposition 6.2. A map t € Ry — f; € APr(SE(2,N)) is a solution of the heat
equation if and only if, for all A € F and k,n € Zy, we have

d , R
— filk,n,A) = — (A1 coS Oy + A sin B,.4)2 fr (k,m, A)+

dt
g(ﬁ(lﬂ—l,n— LA) = 2f(k,n,A) + fi(k—1,n+1,1)). (6.51)

Remark 6.6. The above result coincides with [13} Eq. (3.2)]. Indeed, the coefficients
arp, ¥ € Zy and A € U,ez, 9(n)A, used in that paper to represent functions in

APp(SE(2,N)) are given by a,.y(uy)0 = f(r,n,A), forr,n€ Zy and A € F.
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6.3.1 Image reconstruction algorithm

As mentioned in Section [2.4.1) we represent images as functions f : R* — [0, 1],
with support in the disk D C R?. Up to replacing f by f + € for some small € > 0,
we can always assume f > 0. Thus, an image corrupted on a set 2 C Dg can be
represented as f : R? — [0, 1] such that £~1(0) = Q.

Fig. 6.1: The image reconstruction pipeline.

To reconstruct a corrupted image we fix a lift L : L?(R?) + L?(SE(2,N)) and use
the following algorithm (see Figure [6.1)):

1. Lift the image to Lf € L*(SE(2,N));

2. Evolve the image through %L f = AyLf for a certain interval of time [0,7], in
order to obtain Lf € L2(SE(2,N));

3. Project Lf to f € L2 (R?), the reconstructed image.

In the next chapter we will describe in detail how to exploit the group structure of
SE(2,N) to easily integrate the evolution equation. Let us observe that, in general,
the resulting image 17 will not be in rangeL, and hence it is not possible to exploit
the injectivity of the lift to project it on R?. A reasonable and neurophysiologically
sound choice for the projection operator is to simply sum all levels. Namely, we
consider

P:ye*(SE2.N)— Y wik,-) e *(R?). (6.52)
kEZy

In practical applications, we will not consider a left-invariant lift. Indeed, the heat
evolution on SE(2,N) commutes with the left-regular representation and the projec-
tion operator intertwines the latter with the quasi-regular representation. Hence, as
pointed out in [34]], if the lift was left-invariant the above algorithm would commute
with the quasi-regular regular representation, i.e., it would be invariant w.r.t. trans-
lations and rotations in R2. In particular, it would be an isotropic evolution, thus
rendering completely pointless the construction.
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This chapter collects the results of numerical testing in image processing appli-
cations of the various concepts explained throughout this work. These are mostly
taken from the already mentioned papers [42, 13} (16} 12, [10].

7.1 AP Interpolation and approximation

In this section we present numerical results regarding the AP interpolation and ap-
proximation procedure introduced in Chapter 4] The main julia program and the
tests are contained in the package ApApproximation. j1, which is available at
http://github.com/dprn/ApApproximation. jl, and in particular in
this Jupyter notebook.

For & € R? let 7; be the translation Tz f(x) = f(x — &). Then, in the notations of
Section@, if f is of the form (@.34)), the same is true for Te f, with

7i<R%/\k§>ﬁ{ﬁm. (71.1)

Té f k,m =e
Let £¢ be defined by % ( f) = 2.57 In our tests we exploited this operator to check
the results of the AP interpolation and approximation. Indeed, in general, applying
a translation will completely change the points on which f is sampled by ev and
hence highlights the presence of high variability in between the points of interpola-
tion/approximation.
For the tests, we fixed Q = 340, N = 64, and defined a specific set E = F. We
then computed the AP interpolation, resp. approximation, with respect to these sets.
As weights for the AP approximation we chose

& if [A] <1
dA)={« if1<[A]<3 (7.2)
100c if |A| > 3.

In Figure we present, from left to right, a plot of the power spectrum of f and
the results of the evaluation of ev f, of ev(R,f) for the angle y = 10 x 27t/N, and of
ev(fe f) for & ~ (15,26). In Table we present the corresponding L? norms. In
particular, we observe that the L*> norm of ev(fe f ) is stable for the AP approxima-
tion, contrarily to what happens for the AP interpolation. Obviously, we see also that
the effect of discrete rotations is perfect for both interpolation and approximation.

7.2 Image reconstruction

In Figure[7.2] we present the numerical implementation of the image reconstruction
algorithm presented in Section [6.3.1} Depending on the chosen point of view, this


http://github.com/dprn/ApApproximation.jl
http://nbviewer.jupyter.org/github/dprn/ApApproximation.jl/blob/master/notebooks/AP%20Interpolation%20and%20approximation%20tests.ipynb
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(a) Magnitudes: [f|?.  (b) Evaluation: ev f. (c) Rotation of y = (d) Translation of & ~
207/N and evaluation: (15,26) and evaluation:

ev (Ryf). ev (2 f).

Fig. 7.1: Tests on a 246 x 256 image with E = F, Q = 340, N = 64. First row: AP
interpolation. Second row: AP approximation with weights (7.2)) and o = 100.

can be done in two different ways: either we spatially discretize the hypoelliptic
operator on L?>(SE(2,N)) or we interpolate the lifted function with AP functions
and we exploit the (frequency) decomposition given in Proposition While the
AP interpolation technique has been already discussed, the spatial discretization of
the hypoelliptic operator is described below.

Let us remark that, in order to simplify the implementation, in these examples
we chose to use the distributional lift introduced in [13]]. Let, 6, = %, then,

f(x) if 6, ~ 0(x),

0 if 6 2 6/(x). (7.3)

Lf(k,x) = {

Here, the 6; ~ 6(x) means that 6 is the nearest point to 6(x) among all points
{6y,...,6y}, and O(x) is the slope angle of the level curve f~'(f(x)) passing
through x. Namely, 0 (x) is defined as

axlf (x)
axzf (x) '

tan 0 (x) = — (7.4)

|7 lev(D]ev(Ryf)| ev (%) |
67 % 10° 80.3‘ 80.3 ‘3.0><1010

AP interpolation

AP approximation 0.2 80.0 | 80.0 79.0

Table 7.1: L? norms of the AP interpolation and approximation of Figure of an
image with L? norm 80.1 on the set E. In the first column we have the L? norms of
the vector of frequencies { f (A)}aer, while in the second, third and last ones we
have the L? norms of the vector obtained by applying the evaluation operator to f,

to its rotation by Y= 10 x 27 /N, and to its translation by & (15,26), respectively.
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If Jx, f(x) = d, f(x), which corresponds to a critical point, we let

Lf(k,x)=

% Vk € Zy. (7.5)

(a) Original corrupted image. (b) Reconstruction via spatial (c) Reconstruction via AP in-
discretization. terpolation.

Fig. 7.2: Image reconstruction via hypoelliptic diffusion.

In any case, the resulting algorithm does not use any information on the corrupted
area. Later, we will present an heuristic technique, introduced in [13]], that imple-
ments this information in the algorithm, allowing for remarkable reconstructions.

7.2.1 Spatial discretization of the hypoelliptic operator

Let the input image f being given as an M X M table of real values between [0, 1].
We consider G C R? to be the M x M grid on the plane with discretization step Ax =
Ay=+/M, i.e., such that the mesh points are x; = (k—1)/v/M and y; = (I — 1) /M
fork,l =0,...,M — 1. In the following, for any function y defined on SE(2,N), we
will denote v}, = y(r,xk, ;).

We are interested in the evolution equation (6.48)), that is:

Gtk = Ay + 5 (vl 1020 1y 10). 0

2
Ay = % (cos(Gk)Bx1 + Sin(ek)ax2> and A= @ Ag- (7.7

k€Zy

To discretize this equation, we replace the differential operators d,, and d,, by their
finite element approximations

r T
Dy, = Jertd TVt VM
W = = Vi1 — Vi-1,1)
X1 — Xk—1 2

Vi — Vo1 VM

D5 ro_ _ r —v, ).
Yt P 2 (W1 — Y1)
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Then, the discretized version of A is D = diag(cos 6Dy + sin6,Dy). Replacing A
with D in (7.6)), we obtain its discretized versions. The initial condition for these
equations will be the discrete analogue of the function Lf on SE(2,N) obtained by
lifting the original image.

Let us denote by lT/,ﬁl the discrete Fourier transform (DFT) of y w.r.t. the vari-
ables k,/. Then, a straightforward computation shows that Al/A/,:)l = i\/M“?lV’/:J’
where

. k—1 . [—1
a,gl = cos 0, sin (27‘EM> +cos 0, sin (27‘6M> .

This is essentially a discretized version of Proposition [6.1]
Hence, the diffusion equation is mapped by the DFT in the completely
decoupled system of M? ordinary linear differential equations on CV:

Ay, - M . . .
7l (aN —3 dlag,(akyl)z) Vi, (7.8)

where Ey = —BId+3B(S+S71), k,1=0,....M—1and Yy, = (lﬁgl,...,lﬁgfl)*.

These discretized equations can then be solved through any numerical scheme.
We chose the Crank-Nicolson method, for its good convergence and stability proper-
ties. Let us remark that the operators appearing on the r.h.s. are periodic tridiagonal
matrices, i.e. tridiagonal matrices with non-zero (1,N) and (N, 1) elements. Thus,
the linear system appearing at each step of the Crank-Nicolson method can be solved

through the Thomas algorithm for periodic tridiagonal matrices, of computational
cost O(N).

7.2.2 Heuristic complements: masking and AHE algorithm

In this section we present a technique to implement information on the location
of the corruption in the inpainting algorithm. Assume that a partition of the grid
G = Gg UGy is given, where points in G, are “good”, i.e., non-corrupted, while
those in G;, are “bad”, i.e., corrupted. The idea is now to periodically “mix” the
solution y; of the diffusion on SE(2,N) with the initial function Lf on G,, while
keeping tabs on the “evolution” of the set of good points.

Namely, fix n € N and split the segment [0, 7] into n intervals t, = r7, r =0,...,n,
T =T/n. Let G4(0) = G,, G,(0) = G, and iteratively solve the hypoelliptic diffu-
sion equation on each [t,,#,41] with initial condition

v, (k,x) ifx € Gp(r)
Vi, (k%) {G(x,tk)l//,r (k,x) if x € Gg(r). @9)

Here, the function y™ is the solution of the diffusion on the previous interval (or the
starting lifted function if » = 0, and the coefficient o is given by
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1 h(x,0) + h(x,1,
o(x,t,):z%, h(x,t) = max v (k. x). (7.10)

Moreover, after each step, Gg(r+ 1) and Gp,(r + 1) are obtained from G,(r) and
Gy (r) as follows:

Project the solution y; ., to the image f1.

Define Af,1(x) as the average of f, on the 9-point neighborhood of x in G.
Define the set W = {x € dG,(r) | fr+1(x) > Afr+1(x)}.

Let Go(r+1) = Gg(r)UW, Gp(r+1) = Gp(r) \ W.

b

Some reconstruction results via the masking procedure are presented in Fig-
ure @ In order to conclude this section, we remark that in a more refined
heuristic procedure has been introduced: the Averaging and Hypoelliptic Evolution
(AHE) algorithm. Some reconstruction results can be seen in Figure [7.4]

However, to be perfectly honest, as we said at the end of the Introduction (Sec-
tion 1.5), these results are not significantly better than the state of the art. We repeat
here that, for image processing purposes, the interest of Citti-Petitot-Sarti model and
our model lies more in the field of pattern recognition.

ENENENOEEE
5 O

Fig. 7.3: Image reconstruction with masking procedure. Left: Original images.
Right: Reconstructions.
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Fig. 7.4: Image reconstruction with AHE algorithm.
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7.3 Object recognition

The goal of this section is to evaluate the performance of the invariant Fourier de-
scriptors defined in Chapter [5|on a large image database for object recognition. In
addition to the generalized power-spectrum (PS) and bispectrum (BS) and the rota-
tional power-spectrum (RPS) and bispectrum (RBS), we also consider the combina-
tion of the RPS and BS descriptors. Indeed, combining these two descriptors seems
to be a good compromise between the theoretical result of completeness given by
Theorem @ which only holds for the RBS, and computational demands, as the
results on the COIL-100 database will show.

After showing how to efficiently compute these descriptors and presenting the
image data set, we analyze some experimental results. In order to estimate the fea-
tures capabilities, we use a support vector machine (SVM) [[75]] as supervised clas-
sification method. The recognition performances of the different descriptors regard-
ing invariance to rotation, discrimination capability and robustness against noise are
compared.

7.3.1 Implementation

As proved in Corollaries[5.2] and [5.6] the equality of the Fourier descriptors we in-
troduced does not depend on the choice of the mother wavelet ¥. Accordingly, in
our implementation we only computed the quantities introduced in Corollary [5.6]
whose complexity is reduced to the efficient computation of the vector f;, for a
given A € .. We recall that this vector is obtained by evaluating the Fourier trans-
form of f on the orbit of A under the action of discrete rotations R_j, for k € Zy.

Let us remark that, although in our implementation we chose this approach, in
principle fixing a specific mother wavelet could be useful to appropriately weight
descriptors depending on the associated frequencies. Indeed, preliminary tests with
a Gabor mother wavelet showed slightly better results at a bigger computational
cost.

For the implementatio we chose to consider N = 6 and to work with images
composed of hexagonal pixels. There are two reasons for this choice:

e It is well-known that retinal cells are distributed in a hexagonal grid, and thus it
is reasonable to assume that cortical activations reflect this fact.

e Hexagonal grids are invariant under the action of Zg and discretized translations,
which is the most we can get in the line of the invariance w.r.t. SE(2,6). Indeed,
apart from the hexagonal lattice, the only other lattices on R? which are invariant
by some Zy and appropriate discrete translations are obtained with N = 2,3,4.

1" MATLAB sample code for the implementation of the rotational bispectral in-
variants can be found at |https://nbviewer.jupyter.org/github/dprn/
bispectral-invariant-svm/blob/master/Invariant_computation_
matlab.ipynb


https://nbviewer.jupyter.org/github/dprn/bispectral-invariant-svm/blob/master/Invariant_computation_matlab.ipynb
https://nbviewer.jupyter.org/github/dprn/bispectral-invariant-svm/blob/master/Invariant_computation_matlab.ipynb
https://nbviewer.jupyter.org/github/dprn/bispectral-invariant-svm/blob/master/Invariant_computation_matlab.ipynb
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The different steps of computation of the descriptors are as follows:

1. The input image is converted to gray-scale mode, the Fourier transform is com-
puted via FFT, and the zero-frequency component is shifted to the center of the
spectrum.

2. For cost computational reasons and since we are dealing with natural images,
for which the relevant frequencies are the low ones, we extract a grid of 16 x 16
pixels around the origin.

3. The invariants are computed from the shifted Fourier transform values, on all
frequencies in an hexagonal grid inside this 16 x 16 pixels square. A bilinear
interpolation is applied to obtain the correct values of f;. The final dimension of
the feature-vector is given in Table

Table 7.2: Dimension of the feature vectors for the Fourier descriptors under con-
sideration

PS 136

BS 717
RPS 816
RBS 4417
RPS + BS|1533

7.3.2 Test protocol

We use the Fourier descriptors to feed an SVM classifier, via the MATLAB Statistics
and Machine Learning Toolbox, applying it on a database of 7200 objects extracted
from the Columbia Object Image Library (COIL-100) and a database of 400 faces
extracted from ORL face database. Finally, we compare the results obtained with
those obtained using traditional descriptors.

The result of the training step consists of the set of support vectors determined
by the SVM based method. During the decision step, the classifier computes the
Fourier descriptors and the model determined during the training step is used to
perform the SVM decision. The output is the image class.

For COIL-100 database, two cases are studied: a case without noise and another
with noise. In the first one, tests have been performed using 75% of the COIL-100
database images for training and 25% for testing. In the second one, we have used
a learning data-set composed of all the 7200 images (100 objects with 72 views)
without noise and a testing data-set composed of 15 randomly selected views per
object to which an additive Gaussian noise with S; of 5, 10 and 20 was added. (See

Fig.[7.7).
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We evaluate separately the recognition rate obtained using the four previous in-
variant descriptors and the combination of the RPS & BS invariants to test their com-
plementarity. Then, we compare their performance with the Hu’s moments (HM),
the Zernike’s moments (ZM), the Fourier-Mellin transform (FM) (see the Appendix
in [[10]), and the local SIFT and HOG descriptors [25] whose performance under the
same conditions has been tested in [20]],

Since we use the RBF kernel in the SVM classification process, this depends on
the kernel size 6. The results presented here are obtained by choosing empirically
the value o, that provided maximum recognition rate.

7.3.3 Experiments

The performances of the different invariant descriptors are analyzed with respect
to the recognition rate given a learning set. Hence, for a given ratio, the learning
and testing sets have been built by splitting randomly all examples. Then, due to
randomness of this procedure, multiple trials have been performed with different
random draws of the learning and testing set. In the case of an added noise, since
as mentioned before the learning set is comprised of all images, this procedure is
applied only to the testing set.
The parameters of our experiments are the following:

1. The learning set ¢; corresponding to the values of an invariant descriptor com-
puted on an image from the database;
2. The classes ¢ € {1,100} corresponding to the object class.
3. Algorithm performance: the efficiency is given
through a percentage of the well recognized objects composing the testing set.
4. Number of random trials: fixed to 5.
5. Kernel K: a Gaussian kernel of bandwidth o is chosen

e

K(x,y)=e 207 (7.11)
x and y correspond to the descriptors vectors of objects.

For solving a multi-class problem, the two most popular approaches are the one-
against-all (OAA) method and the one-against-one (OAO) method [61]]. For our
purpose, we chose an OAO SVM because it is substantially faster to train and seems
preferable for problems with a very large number of classes.

7.3.3.1 COIL-100 databases

The Columbia Object Image Library (COIL-100, Fig. is a database of color
images of 100 different objects, where 72 images of each object were taken at pose
intervals of 5°.
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Classification performance

Fig. 7.5: Sample objects of COIL-100 database

Table[7.3]presents results obtained testing our object recognition method with the
COIL-100 database. The best results were achieved using the local SIFT descriptor.
The RBS comes in the second place and the local HOG features come third. Indeed
it has been demonstrated in the literature, these local methods currently give the best
results. However, if noise is added on the image, the use of global approach is better
than the use of local ones. The main reason is that the key-points detector used in
the local method produce in these cases many key-points that are nor relevant for
object recognition. This will be shown in the next subsection.

Table 7.3: Recognition rate for each descriptor using the COIL-100 database. The
test results for ZM, HM, FM, and SIFT are taken from [20].

| Descriptors | Recognition rates |

RBS 95.5%
BS 88%
PS 84.3%

RPS 89.8%

RPS+BS 92.8%

M 91.9%

HM 80.2%
M 89.6%

HOG 95.3%

SIFT 100%

In Figure [7.6] we present the recognition rate as a function of the size of the
training set. As expect, this is an increasing function and we remark that the RBS
and the combination of the RPS and the BS give better results than the other global
invariant descriptors.
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Fig. 7.6: Classification rate for different size of the training database. The test results
for ZM, HM, FM, and SIFT are taken from [20].

Table 7.4: Classification rate on COIL-100 noisy database. The test results for ZM,

HM, FM, and SIFT are taken from [20].

[SJ/RBS] BS | PS | RPS [RPS+BS[ ZM | HM | FM | SIFT [HOG|

5(100%|100% |71.5%|99.8%| 100%
10{100% [100% |71.2%|99.8%| 100%
20{100% (100% |67.8%(99.8%| 100%

100%
100%
100%

95.2%
95.2%
91.4%

98.6%
95.2%
90.2%

89.27%
88.89%
85.46%

4%
1.2%
1%

Robustness against noise

Also in this case, test results for ZM, HM, FM, and SIFT are taken from [20]].

std =20

Fig. 7.7: Sample of COIL-100 noisy object

Results presented in Table[7.4]show that noise has little influence on classification
performance when we use a global descriptor such as RBS, BS, the combination of
BS & RPS, ZM, HM and FM. It has however a sensible effect on the SIFT local
descriptor, and a big one on the HOG local descriptor.

7.3.3.2 The ORL database

The Cambridge University ORL face database (Fig. [7.8) is composed of 400 gray
level images of ten different patterns for each of 40 persons. The variations of the
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images are across time, size, pose and facial expression (open/closed eyes, smil-
ing/not smiling), and facial details (glasses/no glasses).

Fig. 7.8: Face samples from the ORL database

In the literature, the protocol used for training and testing is different from one
paper to another. In [71], a hidden Markov model (HMM) based approach is used,
and the best model resulted in recognition rate of 95%, with high computational
cost. In [49], Hjelmas reached a 85% recognition rate using the ORL database and
feature vector consisting of Gabor coefficients.

We perform experiments on the ORL database using the RBS, BS, PS, RPS, ZM,
HU, FM, and the combination of the RPS & BS descriptors. The results are shown
in Table[7.5] where we clearly see that the RBS invariant descriptor gives the best
recognition rate ¢ = 89.8%, faring far better than before w.r.t. the combination of
RPS and BS descriptors.

Table 7.5: Recognition rate for each descriptor using the ORL database

[Descriptors[Recognition rates|

RBS 89.8%
BS 67.9%
PS 49.2%

RPS 76.9%

RPS+BS 79.8%
M 75%

HM 43.5%
FM 47.6%

HOG 99.8%

SIFT 99.9%







Appendix A
Circulant matrices

Let K be a finite abelian group and denote by S : K — % (L*(K)) (the shift operator)
its left-regular representation.

Definition A.1. An operator M € L*(K) ® L*(K) is circulant if and only if Mo
S(k) = S(k) oM for all k € K. In particular, this is equivalent to

Mij=Myr;  forallk,i,j € K. (A1)
The space of circulant operators over K is denoted by Circ(K)

Clearly, Circ(K) is a vector subspace of L?(K) ® L*(K). Moreover, it is closed
under composition and it is easy to check that Ao B = BoA for all A, B € Circ(K).
Hence, Circ(K) is a commutative algebra, with the identity matrix Id as identity
element.

A simple computation shows that any circulant matrix M is completely deter-
mined by the vector v € LZ(K) defined by v; = M, ., where e is the identity of K.
Indeed, M; j =v i This allows to define, with abuse of notation, the vector space
isomorphism

Circ : L*(K) — Circ(K). (A2)

As a consequence, Circ(K) has dimension |K|. Moreover, if {ex }rck is the canon-
ical basis of L?(K) a simple computation shows that S(k) = Circ(e;) for all k € K.
This shows that {S(k) }rex is a basis for Circ(K).

An important fact is that the Fourier transform on K is a bijection between
Circ(K) and the set of diagonal matrices on K. In other words, the vector of eigen-
values of a circulant matrix Circ(v) is exactly the Fourier transform .Fgv.
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Appendix B
Bispectrally admissible sets

In this appendix we present a concrete procedure to generate bispectrally admissible
sets (see Definition [2.11)), and some theoretical considerations on the structure of
such sets. In particular, we focus on the procedure given in Algorithm I}

Data: A rotationally invariant set F; C R? and a number M € NU {+o0}
Result: A bispectrally admissible set F' C 2
for k <2 to M do
| P+ {A+p|ApeFa}UR
end
F <+ quotient Fy/K;
return F
Algorithm 1: Algorithm for generating a bispectrally admissible set.

B.1 Structure of bispectrally admissible sets

An important case is when M = +oo and the starting set F] is chosen to be the set
of the N-th roots of unity, i.e., Fj = {€*"*/N | k=0,...,N —1}. When N = 2 this
yields F., = Z C R?, while for N = 3,4,6 the set F., turns out to be one of the
possible lattices of R2. Moreover, we have the following.

Proposition B.1. If N is even then the set F obtained from the above procedure, with
M = +ooand Fy = {¢*™ /N | k=0,...,N — 1}, is a countable additive subgroup of
R2 on which Zy acts.

Proof. The fact that F is countable is a consequence of the construction. Let us
prove that it is a subgroup of R2. By construction, for any A,u € F we have that
A+ U € F, so the set is closed w.r.t. addition. Moreover, 0 € F, since 0 = 1 — 1 and
1,—1 € Fy by parity of N. Finally, let us prove by induction that for any x € F; it
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holds that —x € F,, which will complete the proof. Clearly, again by parity of N,
this is true for n = 1. Assume this to be true for n, and observe that v € F;,; if and
only if v=A+4pu for A,u € F,. Then, —v = —A — u € F,y as well, completing
the proof of the claim.

A simple induction procedure shows that F is rotationally invariant, and hence
that the action of Zy restricts to it, which completes the proof.

The following proposition clarifies what happens for not necessarily even values
of N.

Proposition B.2. Let N > 5 but N 75 6. Then, the set F obtained from the above
procedure, starting with Fi = {e*™*/N | k =0,...,N — 1} and with M = oo, is
dense in R,

Proof. For @ € S!, let us denote with Ly C R? the line passing through the origin
forming an angle 6 with the x-axis. Obviously, Ly = R x {0}.
In the following we will use these two well-known facts:

e For any irrational number «, the set ®Z + Z is dense in R.
e Forany N > 5and N # 6, cos(2r/N) is irrational.

We divide the proof in three steps.

1. Let 01,0, € Sland A C Lg,, B C Lg, be two dense subsets. Then, for 6 = (6, —
01)/2 the set (A+B)NLg is dense in Lg: Without loss of generality we can
assume 6; =0, and 6, =26. Letus define f: Ly — Lg by f(p) = p+ Rzg p, which
is clearly bi-continuous. Thus, f(A) is dense in Lg and to complete the proof it
suffices to show that f(A) C A+ B. To this aim, let y = f(a) € f(A) and consider
a sequence (a,), C A such that a,, — a. Then, f(a,) = a, + Ryga, — f(a), where
Ropay, € Lyg. For any a, let us consider (b,,7k)k C B such that b,y — Rygay, as
k — +oo. Then, we have

lirrlnan +byy= lilgnan +Ryga, = f(a) =y.
This proves that m C A+ B, completing the proof.

2. Ifcos(2m/N) is irrational, then F N Ly contains a dense subgroup of R: Clearly,
by construction of F, Z C F N Ly. Simple trigonometric considerations yield
e*IN 4 ¢=27/N — (2cos(27/N),0) € F, C F. This implies that 2cos(27/N)Z C
F N Ly. Hence, 2cos(2n/N)Z +Z C F N Ly. Using then the above cited well-
known facts, we complete the proof of the claim.

3. The set F is dense in R?: Consider the set V C S! obtained with the following
iterative procedure. Fix V; = {2nk/N | k=0,...,N — 1} and then V,, = {(6 —
0)/210,0" €V,_1}UV,_1. Finally, V = {J,cn V- It is easy to prove that V is
a dense subset of S;. Moreover, by the previous steps of the proof, we have that
for any 0 € V it holds that F N Ly is dense in Lg. Indeed, F' N Ly is dense in Lg
by the previous step and, for any k, F N Lz y is dense in Loz /y by rotational
invariance of F' which yields the claim using the first step of the proof.
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Let us show that F is dense proceeding by contradiction. Assume that there exists
an open set U C R? such that U NF = @. Consider the set P = {0 € S' | LaNU #
@}. Tt is easy to see that P is open in S', which implies that V NP # &. Thus,
for some 6 € V we have Lg NU # &. Since Ly NU is open in Ly and F N Ly
is dense, we finally have that F NU N Ly # & which contradicts the assumption
FNU = @, completing the proof.

An immediate consequence of the above and Proposition[5.7} is the following.

Corollary B.1. If N is even, bispectral invariants are not complete on the set G C

B1(G), defined in (5.71).
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