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ABSTRACT

Context. This paper describes the modelling of gas and dust data acquired in the period August to October 2014 from the European
Space Agency’s Rosetta spacecraft when it was in close proximity to the nucleus of comet 67P/Churyumov-Gerasimenko.
Aims. With our 3D gas and dust comae models this work attempts to test the hypothesis that cliff activity on comet 67P/Churyumov-
Gerasimenko can solely account for the local gas density data observed by the Rosetta Orbiter Spectrometer for Ion and Neutral
Analysis (ROSINA) and the dust brightnesses seen by the Optical, Spectroscopic, and Infrared Remote Imaging System (OSIRIS) in
the considered time span.
Methods. The model uses a previously developed shape model of the nucleus. From this, the water sublimation rates and gas temper-
atures at the surface are computed. The gas expansion is modelled with a 3D Direct Simulation Monte Carlo algorithm. A dust drag
algorithm is then used to compute dust volume number densities in the coma, which are then converted to brightnesses using Mie
theory and a line-of-sight integration. Furthermore we have studied the impact of topographic re-radiation on the models.
Results. We show that gas activity from only cliff areas produces a fit to the ROSINA/COPS data that is as statistically good as a
purely insolation-driven model. In contrast, pure cliff activity does not reproduce the dust brightness observed by OSIRIS and can
thus be ruled out. On the other hand, gas activity from the Hapi region in addition to cliff activity produces a statistically better fit
to the ROSINA/COPS data than purely insolation-driven outgassing and also fits the OSIRIS observations rather well. We found that
topographic re-radiation does not contribute significantly to the sublimation behaviour of H2O but plays an important role in how the
gas flux interacts with the irregular shape of the nucleus.
Conclusions. We demonstrate that fits to the observations are non-unique. We can conclude however that gas and dust activity from
cliffs and the Hapi region are consistent with the ROSINA/COPS and OSIRIS data sets for the considered time span and are thus a
plausible solution. Models with activity from low gravitational slopes alone provide a statistically inferior solution.

Key words. comets: individual: 67P/Churyumov-Gerasimenko – methods: numerical – methods: data analysis

1. Introduction

The European Space Agency’s Rosetta spacecraft entered an ir-
regular orbit around the Jupiter family comet 67P/Churyumov-
Gerasimenko (hereafter 67P) on 2014-08-06. Rosetta carried
11 instruments to investigate the comet and its environment
(Glassmeier et al. 2007; Schulz 2010). In particular, the payload
was designed to comprehensively investigate the gas and dust
emission from the nucleus as the comet approached the Sun.
In this work, we focus on observations of the nucleus and the
innermost dust coma using the Optical, Spectroscopic, and In-
frared Remote Imaging System (OSIRIS; Keller et al. 2007) and
observations of the in situ gas density at the spacecraft position

using the Rosetta Orbiter Spectrometer for Ion and Neutral Anal-
ysis (ROSINA; Balsiger et al. 2007). Specifically, we use the
cometary gas pressure (density) sensor, COPS.

The sublimation of surface ices leads to the production of the
gas and dust comae of comets (e.g. Huebner et al. 2006). How-
ever, to what degree outgassing from cometary surfaces is inho-
mogeneous has been the subject of intense debate for many years
(Keller et al. 1987; Crifo et al. 2002). The Rosetta data from au-
tumn 2014 are particularly suited to the task of searching for in-
homogeneity of outgassing because the spacecraft was relatively
close to the nucleus at this time. Expansion of the gas (both ra-
dially and laterally) into the inner coma tends to smooth out in-
homogeneities at larger distances. Previous work on modelling
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the gas emission from 67P during autumn 2014 and subsequent
comparisons with the neutral gas density measured in situ at
Rosetta by COPS (Bieler et al. 2015; Marschall et al. 2016) have
suggested that a reasonably good fit to the data could be ob-
tained by models assuming purely insolation-driven activity at
the nucleus. However, in both published papers, Bieler et al.
(2015) and Marschall et al. (2016) showed that better fits re-
quired higher levels of outgassing from the “neck” of the nu-
cleus, now referred to by its regional name, Hapi. We will
be referring to regions on the cometary surface as defined by
Thomas et al. (2015a) and El-Maarry et al. (2015). It has been
noted however (e.g. Marschall et al. 2016), that solutions are
non-unique. At the smallest scales, it is obvious that small rel-
ative changes in activity in highly localised areas will have no
statistically significant effect on the gas density 20 km from the
source. Indeed, one can argue that any variations in activity on
scale lengths less than the mean free path will have little mea-
surable effect on the density seen relatively far from the surface
assuming that the bulk parameters (total production rate, initial
temperature, etc.) are similar to the insolation-driven case.

When reviewing the diverse morphology of the surface
(Thomas et al. 2015a), insolation-driven outgassing appears to
be counter-intuitive. There are regions of very different surface
structure and appearance. Therefore it is not necessarily evident
that a uniform distribution of ice over the entire comet is ap-
propriate. Knowing that fits to the gas measurements are non-
unique, one can then ask whether or not specific structurally re-
lated inhomogeneities can reproduce the gas measurements from
COPS. The OSIRIS observations of dust in the inner coma pro-
vide further constraints.

A study by Vincent et al. (2016) proposed that the cometary
dust jets in the northern hemisphere of 67P arise mainly from
rough cliff-like terrain. Using our 3D gas and dust dynamics
coma model described in detail in Marschall et al. (2016) we
have run simulations with the aim of deciphering whether or not
areas with high gravitational slopes alone can account for both
the ROSINA/COPS and the OSIRIS data obtained from the pe-
riod between mid August and the end of October 2014.

In Sect. 2, we summarise the gas and dust models. In Sects. 3
and 4, we compare the results with COPS and OSIRIS data, re-
spectively. Motivated by these results we finally look into the im-
pact that topographic re-radiation plays in our models in Sect. 5.
We then draw some conclusions on the basis of a statistical com-
parison of the model calculations and their goodness of fit to the
observational data.

2. The gas and dust model

Our 3D gas and dust dynamics model is described in detail in
Marschall et al. (2016) but we summarise the main steps in the
model here and provide the necessary information on the differ-
ent set-ups studied in this work.

The basis of our simulations is the shape model “SHAP4S”
of Preusker et al. (2015). The choice to neglect thermal conduc-
tion at this point seems to be justified due to the low thermal
inertia found by Gulkis et al. (2015) and Schloerb et al. (2015).
A preliminary test by Liao (2017) with a thermal inertia of
50 J m−2 K−1 s−1/2 has shown no significant effect on the gas dy-
namics. Furthermore, our focus here is to include all dominant
physical effects with the least number of free parameters. Surface
temperatures have been defined using a simple thermal model
(including insolation, shadowing, thermal emission, and subli-
mation, but neglecting conduction) computed for each facet of
the shape model allowing a consistent and known description of

Fig. 1. Shape model SHAP4S with surface coloured according to gravi-
tational slopes: cliffs (gravitational slopes >30◦) in red and plains (grav-
itational slopes <30◦) in blue. This view shows the northern hemisphere.

the gas flux and its initial temperature. Due to an improvement
of the ray tracing method we were also able to enhance the fits to
the models presented in Marschall et al. (2016). In the following
step we use the DSMC program PDSC++ (Su 2013) to calculate
the gas properties in 3D space. The gas solution can be com-
pared with the in situ gas measurements of ROSINA/COPS. In a
subsequent step dust particles are introduced into the gas flow to
determine dust volume number densities. We assume the dust to
be spherical and with zero initial velocity at the surface. The two
forces acting on the dust particles are gravity and the drag force
from the gas flow. The dust follows, though in a complex way,
the gas flow from the nucleus. If the gas flow is perpendicular to
the surface, so is the motion of the dust particles within the first
meters above the surface. But lateral flows in areas with large gas
production rate gradients (e.g. close to the terminator) are possi-
ble and thus also result in lateral dust flows close to the surface.
A column integrator and Mie theory code are then used to pro-
duce dust brightnesses that can be compared to OSIRIS data. We
had found in Marschall et al. (2016) that for the first months of
the mission at the comet, inhomogeneous outgassing with domi-
nant emission from the Hapi region in the neck part of the comet
significantly increases the quality of fit to the ROSINA/COPS
and the OSIRIS data. In all cases, the gas production rate from
each surface facet is, as far as we know, far below the corre-
sponding free sublimation rate into vacuum of water ice. We
control the power of the emission from a specific area or region
via the effective active fraction (fraction of a surface element that
is emitting gas). An effective active fraction of 1 corresponds to
the entire facet area emitting at a rate corresponding to the free
sublimation rate. An effective active fraction of 0 on the other
hand corresponds to an inert facet. The effective active fraction
is usually on the order of a few percent and has been selected to
match to the best extent possible, the observed gas densities at
Rosetta.

To examine cliff activity, we have separated the surface facets
into two categories – one with gravitational slopes larger than
30◦ which we call cliffs and one with slopes less than 30◦ which
we shall call plains. Figure 1 shows the northern hemisphere of
the shape model SHAP4S. The surface is coloured according
to our cliff/plains criterion. We have chosen 30◦ as it is close
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Fig. 2. Left panel: cosine of the incidence angle in a north polar view for a sub-solar longitude of 140◦ and a sub-solar latitude of 42.5◦. This solar
geometry is the one used to produce the results shown in Fig. 4, 8, and 9 and also corresponds to the illumination of OSIRIS image A presented in
Sect. 4. Centre panel: north polar view of the comet overlaid with the longitude. Right panel: view onto the equator overlaid with latitude used in
this work.

to the angle of repose for granular material – the minimum an-
gle of an inclined plane that causes an object to slide down the
plane. This value is consistent with the range of 20◦–30◦ found
by Vincent et al. (2016).

We compare five models in this work. The first two models
have already been presented in Marschall et al. (2016) but we
shall recall their set-ups. The other three models are the main
focus of this paper and thus their set-ups depend on the gravita-
tional slopes as discussed in the previous section.

1. Insolation-driven model: the gas emission of a surface ele-
ment is solely driven by the incident power of the sun light.
This model provides a small improvement to the one pre-
sented in Marschall et al. (2016) resulting from a better self-
shadowing algorithm. The effective active fraction of this
model is 1.2% for the entire cometary surface.

2. Inhomogeneous model: different regions exhibit different ef-
fective active fractions. The effective active fractions for the
different regions are as follows:
(a) Hapi: 7.50%.
(b) Hathor: 4.00%.
(c) Hatmehit, and Imhotep: 0.50%.
(d) Remaining regions: 0.95%.

3. Plains-only model: only surface areas with gravitational
slopes less than 30◦ are active with an effective active frac-
tion of 4.95%.

4. Cliffs-only model: only surface areas with gravitational
slopes larger than 30◦ are active with an effective active frac-
tion of 7.5%.

5. Cliffs + Hapi model: only surface areas with gravitational
slopes larger than 30◦ are active. In addition Hapi (a region
with a low gravitational slope) is added as an active area.
Both Hapi and Hathor – a cliff area – have been assigned
higher effective active fractions. The following effective ac-
tive fractions have been used in this model:
(a) Hapi: 22.50%.
(b) Hathor: 13.50%.
(c) Cliffs in Anuket, and Bastet: 9.00%.
(d) Cliffs in Ash, Babi, and Seth: 6.00%.
(e) Cliffs in Hatmehit, and Ma’at: 3.75%.
(f) Remaining cliffs: 1.50%.

Figure 3 shows the global gas production rate as a result of the
illuminated hemisphere of the comet as a function of sub-solar
longitude. The values were calculated for the 2014-09-09 when
the comet was at a heliocentric distance of 3.4 AU and the Sun

Fig. 3. Global gas production rates Qg in kg s−1 on 2014-09-09 for the
different models as a function of the sub-solar longitude (vertical lines at
0◦, 50◦, 90◦, 140◦, 180◦, 230◦, 270◦, 320◦ indicate the sub-solar longi-
tudes that were run with our gas dynamics code). The Sun is at a sub-
solar latitude of 42.5◦ and the comet is at a heliocentric distance of
3.4 AU pre-perihelion.

was at a sub-solar latitude of 42.5◦. We have defined the zero
meridian along the negative x-axis in the Cheops frame. The
equator is defined by the x−y-plane of the Cheops frame, and the
north pole and rotation axis is along the positive z-axis. This def-
inition of the latitude and longitude is illustrated in Fig. 2. Also
shown in Fig. 2 is the cosine of the incidence angle in a north
polar view for a sub-solar longitude of 140◦ and a sub-solar lat-
itude of 42.5◦. This solar geometry is the one used to produce
the results shown in Figs. 4, 8, and 9 and also corresponds to the
illumination of OSIRIS image A presented in Sect. 4. For the in-
homogeneous and the cliffs + Hapi models, the effective active
fractions have been adapted to optimise the fits to the data. In
the other three cases, a single effective active fraction has been
used, but again scaled to match, to the best extent possible, the
observed gas densities at Rosetta.

3. Results from the gas model and comparison
with ROSINA/COPS

In this section we present the results from the DSMC gas sim-
ulations and how they compare with ROSINA/COPS data. We
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Fig. 4. View of a slice through the 3D gas solutions for the sub-solar longitude of 140◦. The plane shown is normal to the terminator plane, and
has been chosen such that the highest-activity regions can be seen. The views do not reflect the geometry of “image A” in Sect. 4. The direction
of the Sun is in the shown plane, the rotation axis of the comet comes out of the plane but has the same projected direction as the Sun direction in
this view. The top row shows the gas number density [log10(m−3)] for the five models (columns). The bottom row shows the gas speeds [m s−1] for
the five models (columns). The 3D shape of the comet is also displayed.

see that the cliffs + Hapi model fits the ROSINA/COPS data
equally well as the inhomogeneous one and better than any of
the other models. In addition, the cliffs-only model is statisti-
cally as equally good as our insolation-driven model. It is not
surprising that the models with more free parameters perform
better than the ones with less. But the important point is that the
models with fewer free parameters do not seem to capture the
complexity of this problem to a satisfactory degree, and thus re-
quire more variation in the outgassing distribution over the sur-
face. This of course leads to the solutions possibly being even
more degenerate.

Figure 4 shows a view of a slice through the 3D gas solutions
for a sub-solar longitude of 140◦ plotting gas number densities
and speeds. The plane that is shown is normal to the terminator
plane and contains the direction of the Sun. The plane has been
chosen such that the highest-activity regions can be seen. Look-
ing at the gas number density we can observe that the direction
of the coma is generally in the direction of the Sun but does vary
depending on the model. In the cliffs + Hapi model, the coma
direction is most strongly skewed towards the “head” lobe of the
nucleus. The inhomogeneous model on the other hand exhibits
a coma with the largest bend towards the “body” lobe of the
nucleus. The plains-only and cliffs-only models mainly differ in
the direction of the gas coma. When looking at the gas speeds we
can see that the inhomogeneous and cliffs + Hapi models differ
significantly from the other three models. Due to their higher ac-
tivity in the Hapi region, these two models also produce higher
gas speeds of over 700 m s−1. Furthermore, the high gas speeds
are reached very close to the surface.

So how do these models compare to the data collected
by ROSINA/COPS? Figure 5 shows the comparison of the
insolation-driven and inhomogeneous models with the in situ
measured number density by ROSINA/COPS over the period
from the 2014-08-21 to 2014-09-22. This figure is an updated
version of that shown in Marschall et al. (2016) because of the
improved self shadowing algorithm. We have drawn lines be-
tween the model results solely for the purpose of readability.
They are not interpolations of the model results. This must be
kept in mind especially when we have no simulated data point at

the centre of a peak, and thus the line will not show the actual
maximum of the peak on that particular cycle.

The error bars drawn are ±10% of the value and correspond
to our estimate for the accuracy of our DSMC code and the ap-
plied extrapolation. We also truncated the time axis to show the
main time periods of interest that are, to the greatest extent, rep-
resentative of the entire time interval. Specifically, we have omit-
ted data with high southern spacecraft latitudes where CO2 was
a significant contributor to the measured COPS density. We only
consider H2O herein. Compared to Marschall et al. (2016) we
see that the time shift in Zone C is now resolved and we get a
very high agreement of the inhomogeneous model with the data.

Figure 6 is an equivalent figure to the previous one but com-
paring the plains-only (red circles), cliffs-only (orange triangles),
and cliffs + Hapi (green squares) outgassing models with the in
situ measured number density by ROSINA/COPS. We can see
that the plains-only model falls short especially in Zones B, C,
and D where the diurnal structure is not reproduced at all. The
cliffs-only model is an improvement in the respect that it repro-
duces the diurnal periodicity of the data. But we also see that this
model falls short especially in Zone E as it does not reproduce
the correct relative peak height. The cliffs + Hapi model on the
other hand reproduces the data substantially better. Not only is
the diurnal structure of the data reproduced (seen especially in
Zones B and C) but also the relative height of the peaks (seen
especially in Zones D and E).

To obtain a more objective view on how well each of
the models performs, we have followed the basic approach
of Bieler et al. (2015) and use two measures of the Pearson
product-moment correlation coefficient (PPMCC). The first one
considers the entire period from 2014-08-20 through to 2014-
10-31 as a whole, and we call this the “total PPMCC”. It does
factor in diurnal variations but is mainly dominated by long-term
variations in the data. The second metric we have chosen should
give an understanding of how well we match the diurnal varia-
tions. To do this we have calculated the PPMCC for all intervals
where we have a full cometary day of data and then averaged
over all days. We call this metric the diurnal PPMCC. The re-
sults are presented in Fig. 7. The error bars represent a 2σ (or
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Fig. 5. Top panel: comparison of the COPS NG (blue points) data with our insolation-driven (red points), and inhomogeneous (green points)
outgassing models over the period from 2014-08-21 to 2014-09-22. Upper middle panel: the cometocentric distance and the phase angle of the
observations on the same scale showing how the spacecraft approached the comet towards Zone D but at relatively high phase. Middle lower panel:
the sub-spacecraft latitude (left axis) and longitude (right axis) showing how in Zone C the spacecraft was moving towards the northern pole, which
is located in the Hapi region. Bottom panel: the sub-spacecraft local time (SCLT) and the local time at the position of the zero longitude meridian
(CLT) that runs through Imhotep.

Fig. 6. Top panel: comparison of the COPS NG (blue points) data with our plains-only (red circles), cliffs-only (orange triangles), and cliffs +
Hapi (green squares) outgassing models over the period from the 2014-08-21 to 2014-09-22. The lower three panels are the same as in Fig. 5.

95%) confidence interval. We can see that our five models split
into three groups. These are in ascending order of goodness of
fit:

1. Worst fit: the plains-only model is statistically inferior to all
other models.

2. Intermediate fit: the insolation-driven and cliffs-only models
are statistically indistinguishable and fit the data better than

the plains-only model. Hence the ROSINA/COPS data can-
not differentiate between the two.

3. Best fit: the inhomogeneous and the cliffs + Hapi mod-
els are statistically indistinguishable and fit the data the
best; ROSINA/COPS cannot differentiate between these two
either.

We have thus seen that eliminating all plains surfaces except for
Hapi from an inhomogeneous model does not worsen the fit to
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Fig. 7. “Total” and “diurnal” Pearson product-moment correlation co-
efficient for the period 2014-08-20 through to 2014-10-31 for the five
models. The error bars represent a 2σ confidence interval.

the ROSINA/COPS data in our considered time span. It is thus
plausible that cliffs play an important role in the gas emission
from the stand point of ROSINA/COPS.

4. Results from the dust model and comparison
with OSIRIS

As a following step, we are interested in whether or not
the results we have seen in the gas are consistent with
the dust dynamics. As in Marschall et al. (2016) we
compare with the OSIRIS image WAC_2014-09-05T09.19.
13.810Z_ID30_1397549700_F18 taken with the wide angle
camera (WAC) on 2014-09-05 at 9:20:23 UTC with filter 18
(central wavelength: 612.6 nm; bandwidth: 9.8 nm) from a dis-
tance of 42.5 km to the nucleus centre, a phase angle of 59◦,
and an exposure time of 0.469 s. The sub-solar longitude at the
time the image was taken was 140◦. We refer to this image
as “image A”. The second image (“image B”) we present here
is WAC_2014-12-02T09.19.03.915Z_IDB0_1397549800_F18
taken with the WAC on 2014-12-02 at 9:19:04 UTC with filter 18
with a cometocentric distance of 30.2 km, a phase angle of 89◦,
and an exposure time of 0.648 s. The sun in this image is at a lon-
gitude of 218◦. These images represent well our considered time
span and show the prominent dust feature originating from the
Hapi region. Additionally, image B shows a second dust feature
originating around the Hatmehit and Ma’at region on the head
lobe (we refer to Fig. 10 at polar angle 250◦). The peak inten-
sity of that feature is 40% less than the peak intensity of the dust
feature originating in the Hapi region.

For our dust model, we run 40 dust sizes in the range of
rd ∈ [8 × 10−9 m; 3.2 × 10−4 m]. The lower bound of the size
range has been chosen to be safely below the efficient scattering
regime. The upper bound is mainly constrained by the speed of
the dust particles. When dust particles become too big and thus
don’t accelerate to high enough speeds, our assumption that the
solution is time independent breaks down. Each size bin simu-
lates the trajectory of approximately four million spherical test
particles to determine the dust number densities and dust speeds
in 3D space as described in Marschall et al. (2016). For the fi-
nal composition of an artificial dust brightness image, the dust

size distribution, n(rd), and the dust to gas mass production rate
ratio, Qd/Qg, are the dominant variables controlling the overall
brightness as explained in Marschall et al. (2016). The activity
distribution of the dust is the same as that of the gas.

Figure 8 shows a view of a slice through the 3D dust solu-
tions for sub-solar longitude of 140◦ plotting dust number den-
sities and speeds for dust with radius rd = 1.6 µm and assum-
ing a dust to gas production rate ratio of Qd/Qg = 1. The latter
only affects the number density values and thus the overall dust
brightness. Because we are only interested in the relative bright-
ness (which is proportional to the number density), assuming an
optically thin coma, this assumption is well justified. As the dust
dynamics is primarily driven by the gas motion, the dust num-
ber densities reflect similar trends as the gas solutions we have
seen in Sect. 3. Comparing especially the plains-only and cliffs-
only models, we see that the main coma structure in the plains-
only model is in the sunward direction, whereas in the cliffs-only
model, the main direction of the dust coma is clearly skewed to-
wards the “head” lobe of the comet and thus slightly away from
the sun direction. Also, the cliffs-only and cliffs + Hapi models
are missing the prominent feature originating around the Aten
regions (this feature can be very clearly seen in the insolation-
driven case). The emission (or lack of it) from the Hatmehit (pri-
marily plains) region can also clearly be seen when comparing
the plains-only to the cliffs-only model. There are also stark dif-
ferences in the dust speeds. As with the gas, the inhomogeneous
and cliffs + Hapi models exhibit the largest speeds. This can be
mainly attributed to the higher gas production rates and hence
gas drag on the dust in the Hapi. The maximum dust speed of
the inhomogeneous and cliffs + Hapi models is almost double
that of the other three models. Additionally the inhomogeneous
and cliffs + Hapi models illustrate nicely how, in this geometry,
the dust coma is blocked from expansion by the Hathor cliff. As
the dust size increases, the dust speeds decrease and gradually
particles start falling back to the night side of the comet. This is
illustrated in Fig. 9. For increasing dust sizes from left to right,
this figure shows in the bottom row the fraction of the dust ve-
locity that is in the direction of the sun with 100% being sunward
and −100% anti sunward. Unsurprisingly, the main direction of
the dust is sunwards for the main dust activity. Particles close
to the terminator are emitted primarily normal to the surface,
which in that case is transverse to the direction of the sun. When
the gas density drops enough, gravity will redirect the dust into
the anti-sunward direction and if the dust was not accelerated
past escape speed, it will finally be redeposited on the surface.
As the dust size increases, this process becomes favoured. This
can especially be seen for the 1.6× 10−4 m particles where 7.6%
of ejected particles return to the surface, thus being on ballis-
tic trajectories. Most particles on ballistic trajectories are gravi-
tationally bound particles. The rest of the ballistic particles are
emitted in the neck regions and collide with the opposing region.
For a sub-solar longitude of 140◦ as shown in the figure, some
particles emitted in the Hapi region collide shortly afterwards
with the Hathor region. When particles are redeposited on the
southern hemisphere, their velocity is towards the surface and
thus in that specific case also sunwards. Figure 9 also shows the
relative dust number densities and relative dust speed for the dif-
ferent dust sizes. The smaller the dust particles, the higher the
speed in a larger part of the slice shown. This is mainly due to
the fact that for small particles gravity is a significant force, thus
reducing the speed. For the largest dust size shown, values of
0.15 (dark blue) correspond to the escape speed of 0.8 m s−1.
Thus in a large part of the simulation domain, particles are on
ballistic trajectories. This can also be seen in the relative number
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Fig. 8. View of a slice through the 3D dust solutions for the sub-solar longitude of 140◦. The plane shown is normal to the terminator plane. The
direction to the Sun is in the plane shown; the rotation axis of the comet comes out of the plane but has the same projected direction as the Sun
direction in this view. The top row shows the dust number density [log10(m−3)] for the five models (columns). The bottom row shows the dust
speeds [m s−1] for the five models (columns). The results are given for a dust radius of rd = 1.6 µm and assuming a dust to gas production rate
ratio of Qd/Qg = 1. The latter only affects the number density values. The 3D shape of the comet is also displayed.

Fig. 9. View of a slice through the 3D dust solutions for the sub-solar longitude of 140◦ for different dust size radii, starting from 1.6E−8 to
1.6E−4 m. The plane shown is normal to the terminator plane. The direction of the Sun is in the plane shown; the rotation axis of the comet comes
out of the plane but has the same projected direction as the Sun direction in this view. All results assume the gas solution of the cliffs + Hapi model
as an input for the dust model. The top row shows the logarithmic relative dust number density for each dust size. To convert to absolute units of
log(m−3) the corresponding value needs to be added. For each dust size, a dust to gas ratio of unity was assumed for these plots. The centre row
shows the relative dust speeds of each dust size. For the absolute values the corresponding values need to be multiplied by the given scaling. The
bottom row shows the fraction of the dust velocity that is in the direction of the Sun with 100% being sunward and −100% anti sunward. Also the
fraction of ballistic particles is given. The 3D shape of the comet is also displayed.
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Fig. 10. Artificial dust brightness images of our five models compared to the OSIRIS images WAC_2014-09-05T09.19.13.810Z (image A) with
a sub-solar longitude of 140◦ and WAC_2014-12-02T09.19.03.915Z (image B) with a sub-solar longitude of 218◦. The second and fourth rows
show polar profiles of the relative dust brightness radially integrated from the inner to the outer circles drawn multiplied by the radial distance for
the OSIRIS images and the respective model. The profile of image A shows an increase starting at a polar angle of 320◦ and maximum at 345◦.
This increase is due to a ghost image as described in Tubiana et al. (2015b). The crosses in the images mark the centre of the nucleus.

densities. Whereas the night side is almost devoid of small par-
ticles, the largest dust size shows non-negligible dust densities.
In this case there is dust-mass transport from the northern to the
southern hemisphere.

In the end we want to compare our dust model with the
OSIRIS images and we have thus produced the respective artifi-
cial dust brightness images. The results for our five models can
be seen in Fig. 10. There are large differences in the structure
of the dust coma that can be observed qualitatively by compar-
ing the artificial images to the OSIRIS images. What stands out
immediately is that the insolation and plains-only models both
exhibit the most dust filaments across the entire day side of the
comet in both image A and B. Of special interest is a pronounced
dust feature originating in the Hatmehit and Ma’at region on the
“head” lobe seen in the models but not at all visible in image A.
Considering this, we can exclude these two models as a match
for the OSIRIS data and hence confirm the conclusion we had
already seen in Sect. 3 regarding these models. In the cliffs-only
model we clearly see the suppression of the dust feature coming
from Hatmehit and Ma’at as this region mainly has low gravi-
tational slopes. More predominantly, this model exhibits a very
different direction of the dust structure. It is originating primarily
from the Seth region rather than Hapi and is directed very clearly
away from the “body” lobe. The direction is almost normal to
the projected surface of Seth. Based on this we can exclude the
cliffs-only model as a viable candidate.

To obtain a more qualitative view on the fit of the models to
the data we have performed polar profiles as shown in the graphs

of Fig. 10 to study the brightness as a function of the polar an-
gle in a specific distance interval. As the OSIRIS images are
relatively noisy, we have decided to radially integrate the bright-
ness for each polar angle to get a clearer signal. The minimum
distance is given by the comet’s nucleus not being within the in-
tegration zone and the maximum distance by the field of view
of the OSIRIS image itself. For an easier comparison with the
data, all profiles have been scaled such that the main peak takes
the value of 1. Image A shows only one peak and the rest of
the profile shows no features. However the peak is not much
above the noise level. In principle there could be more features
that are simply hidden in the noise. The profile of image A also
shows an increase starting at a polar angle of 320◦ and maxi-
mum at 345◦. This increase is due to a ghost image as described
in Tubiana et al. (2015b). We can clearly see what we were al-
ready able to observe qualitatively in Fig. 10. The plains-only
model exhibits at least four very pronounced peaks for image A
and a very pronounced feature on the head lobe for image B. The
cliffs-only model does indeed only have one dust peak for image
A but the direction is off by approximately 20◦. For image B the
model profile is very far from the one of the data. The insolation-
driven model also produces too many dust peaks, which are not
observed at this stage of the mission. For the inhomogeneous
and cliffs + Hapi models, the main peak is close to the one in the
data of image A. The main difference between these two models
is that only the cliffs + Hapi model produces only the main peak
and is featureless along the rest of the profile. For image B, the
profile of the cliffs + Hapi model comes very close to the actual
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profile compared to the inhomogeneous model that does not. The
cliffs + Hapi model is hence a very plausible candidate.

However even the cliffs + Hapi model’s peak is shifted by
approximately 7◦ and the Hatmehit and Ma’at dust feature is not
well reproduced. The latter indicates some emission from the
Hatmehit and Ma’at regions. Regarding the direction of the Hapi
jet, there are three possible explanations for this. First, due to the
fact that we are using a decimated-shape model it is possible
that the actual surface and the model surface facets are inclined
to each other by just a few degrees; second, we could be dealing
with non-orthogonal emission from the surface. In our model the
dust leaves the surface primarily normal to the respective surface
and subsequently goes over to a radial flow; and third, additional
gas emission from Hathor during local night would push the gas
and thus the dust coma away from the head lobe. Such night-
time activity is conceivable when considering topographic re-
radiation. A test with night activity from Hathor has shown that
this can indeed push the jet in the right direction but does not
account for the full shift.

There are several explanations as to why we do not reproduce
the dust data perfectly. For one, we are assuming the dust pro-
duction rate to be proportional to the gas production rate; using a
globally defined dust to gas ratio. Furthermore, we have used the
same dust-size distribution across the entire surface, only letting
it change naturally due to particles not being lifted. But the dust
activity might also vary regionally or locally as we have seen for
the gas activity distribution. The dust activity would in that case
not be directly correlated with the gas activity, which has been
suggested by Tenishev et al. (2016).

5. The role of topographic re-radiation

Non-illuminated surfaces can be heated by illuminated surfaces
that are facing them as shown by Keller et al. (2015). Calculating
the surface temperature taking this into consideration (according
to Keller et al. 2015) has shown that we do not reach the sub-
limation regime in shadowed areas of the comet. In our simple
thermal model neglecting topographic re-radiation and heat con-
duction, shadowed surface areas receive no energy input (there-
fore no temperature can be calculated) and thus do not lead to
sublimation. Including topographic re-radiation into the thermal
model for a 2.87 AU pre-perihelion model shows that the tem-
peratures in shadowed areas in the neck reach temperatures of
between 120 and 140 K and thus do not lead to additional sub-
limation. This is shown in Fig. 11. The resulting global produc-
tion rates are within 2%. Locally, production rates close to the
terminator, especially with proximity to illuminated facets that
are face to face, are as expected boosted more strongly.

More essentially though, topographic re-radiation is impor-
tant for understanding the behaviour of the surface with respect
to the back flux of gas. When a surface is cold enough, gas is ad-
sorbed by it, and thus such surfaces act like a vacuum boundary
in our model. Previously we have set the entire cometary surface
as a diffusely reflecting boundary without giving physical justi-
fication. As illustrated in Fig. 12 where we have compared three
insolation-driven models to the ROSINA/COPS data in the time
span from 2014-09-01 to 2015-01-01. This assumption provides
a slightly better fit to the data. The red and blue models both do
not account for topographic re-radiation and differ only in the
reflectivity of the surface. In the red model, the entire nucleus
surface is absorbing, and in the blue one, the entire surface re-
flects gas back flux diffusely. The green model on the other hand
takes topographic re-radiation into account. Additionally surface
facets with temperatures above 130 K are set to reflect, and those

Fig. 11. Surface temperature including topographic re-radiation in the
thermal model for 2.87 AU pre-perihelion. The sun in the figure is at
185◦ longitude.

below 130 K absorb any gas back flux. This threshold has been
chosen according to a study by Sandford & Allamandola (1993)
who have determined residence times for different molecules on
various icy surfaces for different temperatures. At 130 K, water
molecules will be trapped on a water ice surface for no longer
than 1.7 h (i.e. < 1

8 of a rotation period). Figure 12 shows that
the fit to the ROSINA/COPS data is improved when going from
an absorbing to a reflecting surface even without taking topo-
graphic re-radiation into account, though the correlation coeffi-
cients are within the margin of error of each other. The fit further
improves when we include topographic re-radiation, and is sta-
tistically better than the absorbing model without topographic
re-radiation. Thus topographic re-radiation not only provides for
better fits to the ROSINA/COPS data but more importantly pro-
vides a framework with a solid physical foundation for setting
the surface boundary condition. In our previous models without
topographic re-radiation, no temperature could be determined
for shadowed surfaces and thus their reflectivity could not be
determined physically.

Even though we do not reach the free sublimation tempera-
ture of water in shadowed areas due to topographic re-radiation,
the temperatures in these areas are high enough for the sublima-
tion of CO2. Because a preliminary test with night side activity
has shown that the direction of the jet in OSIRIS image A can be
shifted by such activity it is possible that the cause of this shift
is due to the sublimation of CO2.

6. Conclusions

We have set out to test the hypothesis of whether activity origi-
nating solely from cliff areas on comet 67P can account for the
measurements seen in the ROSINA/COPS and OSIRIS data sets
in the early phase of the Rosetta mission. We have also included
the opposite assumption of activity solely from plains. From the
analysis of the gas and dust model results, we can clearly con-
clude that a plains-only model of cometary activity is not a fea-
sible option. Regarding the gas, the cliffs-only model performs
as well as a purely insolation-driven model and cannot be sta-
tistically differentiated from such a model. On the other hand, a
cliffs-only model does not reproduce the dust coma structure and
can, on these grounds, be discarded as a valid model. We have
also seen that a cliffs + Hapi model performs equally well with
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Fig. 12. Pearson product-moment correlation coefficient (PPMCC) for
ROSINA/COPS data for three insolation-driven models for 2.87 AU
pre-perihelion in the period 2014-09-01 to 2015-01-01. The three mod-
els only differ in the thermal model and surface reflectivity applied. In
red, no topographic re-radiation is included and the surface is assumed
to be absorbing. In blue, no topographic re-radiation was assumed but
the surface was set to be diffusely reflecting. Lastly, in green, topo-
graphic re-radiation is included and all surfaces above 130 K are as-
sumed to be diffusely reflecting.

respect to the ROSINA/COPS data as our inhomogeneous model
presented in Marschall et al. (2016). It is not possible to differen-
tiate between them solely on the basis of the ROSINA/COPS ob-
servations. When looking at the OSIRIS image, the cliffs + Hapi
model has a slight advantage over the inhomogeneous model
as the latter still exhibits too many dust features, as shown in
Fig. 10. We must stress at this point though that this only means
that a cliffs + Hapi model is plausible. We have clearly seen that
the solution is non-unique. Nevertheless, it is remarkable that we
can reduce activity of large parts of the comet (all plains except
for Hapi) to zero and yet still get good agreement with OSIRIS
and ROSINA/COPS data. It must also be noted that these results
represent the studied epoch only. The relative contributions of
the different areas might (and probably will) change with time,
as heliocentric distance and seasons change. It would be valuable
to compare our models to the data towards the end of the Rosetta
mission in September 2016, even though the sub-solar latitude
never reached the values seen in the early part of the mission
considered here. Furthermore we have found that topographic re-
radiation provides a solid physical framework to determine the
surface boundary condition regarding reflectivity, which leads to

an improvement of the fits. Also, topographic re-radiation could
be a source of CO2 activity in shadowed areas. Finally we have
seen the advantages of multi-instrument analysis helping to dis-
tinguish between plausible and implausible solutions.
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