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#### Abstract

The study of finite approximations of probability measures has a long history. In (Xu and Berger, 2017), the authors focus on constrained finite approximations and, in particular, uniform ones in dimension $d=1$. The present paper gives an elementary construction of a uniform decomposition of probability measures in dimension $d \geq 1$. This decomposition is then used to give upper-bounds on the rate of convergence of the optimal uniform approximation error. These bounds appear to be the generalization of the ones obtained in (Xu and Berger, 2017) and to be sharp for generic probability measures.
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## I Introduction

Finding a good finite decomposition of a given probability measure $\rho$ on $\mathbb{R}^{d}$ is an extensively studied problem. Quantization is concerned with the best finitely supported approximation of a probability measure (empirical measures being especially studied for clustering). The origins come from signal processing (optimal signal transmission through discretization) [1] but the range of application widened since then (pattern recognition [8], numerical analysis [15], economics [16]). The goodness of the approximation is usually measured in terms of an $L^{p}$-Wasserstein distance $W_{p}$ and numerous results are concerned with the rate of convergence of $e_{p, n}(\rho):=\inf W_{p}\left(\rho^{(n)}, \rho\right)$ to 0 where the infimum is taken with respect to the set of measures $\rho^{(n)}$ supported by at most $n$ atoms [11].

Random empirical quantization has recently attracted much attention [2, 3, 9] in particular for its application to mean-field interacting particle systems. In that case, the approximating measure is $R^{(n)}=n^{-1} \sum_{k=1}^{n} \delta_{X_{k}}$ where the $X_{k}$ 's are i.i.d. random variables distributed according to $\rho$ and the main results are concerned with rate of convergence of $\mathbb{E}\left[W_{p}\left(R^{(n)}, \rho\right)\right]$ or concentration inequalities of the random variable $W_{p}\left(R^{(n)}, \rho\right)$.

In that context, when the approximating measure is $\mu^{(n)}=n^{-1} \sum_{k=1}^{n} \delta_{x_{k}}$ with deterministic $x_{k}$ 's, we use the term deterministic empirical quantization. This kind of approximation is used for instance when considering mean-field limits with spatial covariates used to weight the interactions between particles [6] (the present paper is mainly inspired from a technical lemma in [6]). In that paper, the mean-field approximation is decomposed into two terms: a variance/fluctuation term (the one appearing in mean-field limits without spatial covariates) and a bias term coming from the approximation of the limit $(n=+\infty)$ distribution of particles by the empirical distribution of particles $(n<+\infty)$. The control of the bias term falls into deterministic empirical quantization theory. The case of dimension $d=1$ is extensively adressed in [17] (the study highly relies on the connection between Wasserstein distances and the quantile function which is specific to $d=1$ ). The aim of the present paper is to generalize some of the results stated in [17] to the general case $d \geq 1$ (notice that the case of a Hilbert space with $p=2$ is treated in [10]). The main result gives sharp bounds on the rate of convergence of $\tilde{e}_{p, n}(\rho):=\inf W_{p}\left(\mu^{(n)}, \rho\right)$ to 0 where the infimum

[^0]is taken with respect to the set of deterministic empirical measures $\mu^{(n)}$ supported by $n$ atoms. The rate of convergence depends on the dimension $d$ and the order $p$ and shows a transition: it is either the same as for standard quantization (when Lebesgue measure is harder to approximate) or strictly worse (when disconnected measures are harder to approximate).

Let us mention here the related field of quasi-Monte Carlo methods. Mainly devoted to numerical integration with respect to the Lebesgue measure [7], some recent papers deal with any continuous probability distribution by providing a representative point set which minimizes some prescribed energy function $[5,13]$.

When the measure $\rho$ is an empirical measure (of some given sample for instance), the result is related to balanced clustering in the sense of [14] which is a particular case of constrained clustering [4]. This balance property is advantageous when distributing the workload between travelling salesmen for instance.

The paper is organized as follows. Definitions and notation are given in Section II with a list of previous results found in the literature. Then, Section III contains an elementary uniform decomposition of probability measures (Theorem III.2) which is used to obtain upper-bounds on deterministic empirical quantization rates (Theorem III.3) and balanced clustering rates (Corollary III.6).

## II Notation and previous results

The space $\mathbb{R}^{d}$ is equipped with the maximum norm $\|$.$\| and the balls centered at 0$ are denoted by $\mathcal{B}_{r}:=B(0, r)=[-r, r]^{d}$ for all $r \geq 0$. The diameter of a subset $A$ of $\mathbb{R}^{d}$ is denoted by $\operatorname{Diam}(A):=\sup _{x, y \in A}\|x-y\|$. The space of every Borel measures (resp. probability measures) on $\mathbb{R}^{d}$ is denoted by $\mathcal{M}\left(\mathbb{R}^{d}\right)\left(\right.$ resp. $\left.\mathcal{P}\left(\mathbb{R}^{d}\right)\right)$. For $\nu$ in $\mathcal{M}\left(\mathbb{R}^{d}\right), \operatorname{Supp}(\nu)$ and $|\nu|:=\nu\left(\mathbb{R}^{d}\right)$ respectively denote the support and the mass of the measure $\nu$. For a collection of $n$ positions $x_{1}, \ldots, x_{n}$ in $\mathbb{R}^{d}$, we denote its associated empirical measure by $\mu^{(n)}:=n^{-1} \sum_{k=1}^{n} \delta_{x_{k}}$.

For every $p \geq 1$, the set of probability measures $\rho$ such that $\int\|x\|^{p} \rho(d x)<+\infty$ is denoted by $\mathcal{P}_{p}$. Then the Wasserstein distance of order $p$ is denoted by $W_{p}$ and defined by, for all $\rho$ and $\mu$ in $\mathcal{P}_{p}$,

$$
W_{p}(\rho, \mu):=\left(\inf _{\pi} \int_{\left(\mathbb{R}^{d}\right)^{2}}\|x-y\|^{p} \pi(d x, d y)\right)^{1 / p}
$$

where the infimum is taken with respect to every couplings $\pi$ of the two measures $\rho$ and $\mu$.
Definition II.1. Let $\rho$ be in $\mathcal{P}\left(\mathbb{R}^{d}\right)$, $n \in \mathbb{N}^{*}$ and $\rho_{1}, \ldots, \rho_{n}$ be in $\mathcal{M}\left(\mathbb{R}^{d}\right)$. If $\rho=\sum_{k=1}^{n} \rho_{k}$ and $\left|\rho_{k}\right|=\frac{1}{n}$ for all $k$ then we call $\left(\rho_{1}, \ldots, \rho_{n}\right)$ a uniform decomposition of $\rho$ (of size $n$ ).

## II. 1 State of the art

Given $\rho$ in $\mathcal{P}_{p}$ the optimal quantization error of order $p$ is defined as

$$
e_{p, n}(\rho):=\inf _{\rho^{(n)}} W_{p}\left(\rho^{(n)}, \rho\right),
$$

where the infimum is taken with respect to the set of measures $\rho^{(n)}$ supported by at most $n$ atoms. The literature dealing with the rate of convergence of $e_{p, n}(\rho)$ to 0 is extensive [11, 12, 18, 19]. One of the most celebrated result is due to Zador [11, Theorem 6.2]. A consequence says that if $\rho$ is in $\mathcal{P}_{q}$ for some $q>p$ and admits a non trivial absolutely continuous part then $e_{p, n}(\rho)$ goes to 0 as $n^{-1 / d}$.

Given $\rho$ in $\mathcal{P}_{p}$ the random empirical quantization error of order $p$ is given by

$$
E_{p, n}(\rho):=W_{p}\left(R^{(n)}, \rho\right),
$$

where $R^{(n)}=n^{-1} \sum_{k=1}^{n} \delta_{X_{k}}$ is the empirical measure associated with the i.i.d. random variables $X_{k}$ which are distributed according to $\rho$. Let us mention here a result stated in [9, Theorem 1]: if $\rho$ is in $\mathcal{P}_{q}$ for some $q$ large enough then $\mathbb{E}\left[E_{p, n}(\rho)^{p}\right]^{1 / p}$ goes to 0 as $n^{-1 / 2 p}$ or $n^{-1 / d}$ depending on the values of $p$ and $d$ (to be precise, an additional logarithmic term appears at the transition $p=d / 2)$. The rate $n^{-1 / 2 p}$ comes from the fluctuations in the law of large numbers and the rate $n^{-1 / d}$ comes from standard quantization as stated above.

Given $\rho$ in $\mathcal{P}_{p}$ the optimal deterministic empirical quantization error of order $p$ is given by

$$
\tilde{e}_{p, n}(\rho):=\inf f_{\mu^{(n)}} W_{p}\left(\mu^{(n)}, \rho\right)
$$

where the infimum is taken with respect to the set of deterministic empirical measures $\mu^{(n)}$ supported by $n$ atoms. Up to our knowledge, the rate of convergence of $\tilde{e}_{p, n}(\rho)$ is known in dimension $d=1$ only and reads as follows.

Theorem II. 2 ([17, Theorem 5.20 and Remark 5.21]). Let $p \geq 1$ and $d=1$.
(i) If $\rho \in \mathcal{P}_{q}$ with $q>p$ then $\tilde{e}_{p, n}(\rho)=o\left(n^{1 / q-1 / p}\right)$.
(ii) If $\operatorname{Supp}(\rho)$ is bounded then the rate of convergence of $\tilde{e}_{p, n}(\rho)$ is upper-bounded by $n^{-1 / p}$. Furthermore, if the support of $\rho$ is disconnected then the rate $n^{-1 / p}$ is sharp.
Combining the results of the standard quantization and deterministic empirical quantization we expect that for some generic $\rho$ with bounded support in dimension $d \geq 1$, the rate of $\tilde{e}_{p, n}(\rho)$ is given by $\max \left(n^{-1 / d}, n^{-1 / p}\right)$ (which is sharp when $\operatorname{Supp}(\rho)$ is disconnected). This is what is shown in Theorem III. 3 below (up to a logarithmic term at the transition $p=d$ ). Moreover, the generalization of Theorem II.2.(i) to $d \geq 1$ is obtained in Corollary III.5.

## III Main results

This section begins with a technical lemma which is used to control diameters in our construction of a uniform decomposition of probability measures (which is then given in Theorem III.2).
Lemma III.1. Let $r \geq 0, n \geq 1$ and $\nu$ be in $\mathcal{M}\left(\mathbb{R}^{d}\right)$ with support included in $\mathcal{B}_{r}$ and total mass $|\nu| \geq 1 / n$. There exists a subset $A$ of $\mathcal{B}_{r}$ such that $\nu(A) \geq 1 / n$ and $\operatorname{Diam}(A) \leq 4 r(n|\nu|)^{-1 / d}$.

Proof. Consider for any $r^{\prime} \geq 0$ the maximal mass over balls of radius $r^{\prime}$, namely

$$
m\left(r^{\prime}\right)=\sup \left\{\nu\left(B\left(x, r^{\prime}\right)\right): x \in \mathbb{R}^{d}\right\} .
$$

We prove by contradiction that

$$
\begin{equation*}
m\left(r\left\lfloor(n|\nu|)^{1 / d}\right\rfloor^{-1}\right) \geq 1 / n \tag{1}
\end{equation*}
$$

Assume that the $\nu$-mass of any ball of radius equal to $r\left\lfloor(n|\nu|)^{1 / d}\right\rfloor^{-1}$ is less than $1 / n$. Yet there exists a covering of the ball $[-r, r]^{d}$ into $\left\lfloor(n|\nu|)^{1 / d}\right\rfloor^{d}$ disjoint smaller balls, each one of radius equal to $r\left\lfloor(n|\nu|)^{1 / d}\right\rfloor^{-1}$ (the balls are cubes). This implies

$$
|\nu|<\left\lfloor(n|\nu|)^{1 / d}\right\rfloor^{d} n^{-1} \leq\left((n|\nu|)^{1 / d}\right)^{d} n^{-1}=|\nu|
$$

yielding a contradiction.
Hence we have proved that we can find a subset $A$ such that $\nu(A) \geq 1 / n$ and $\operatorname{Diam}(A) \leq$ $2 r\left\lfloor(n|\nu|)^{1 / d}\right\rfloor^{-1}$. The stated result then follows from

$$
r\left\lfloor(n|\nu|)^{1 / d}\right\rfloor^{-1} \leq 2 r(n|\nu|)^{-1 / d}
$$

(treat separately the two cases $(n|\nu|)^{1 / d} \geq 2$ and $\left.(n|\nu|)^{1 / d}<2\right)$.
Theorem III.2. Let $r \geq 0$ and $\rho$ be in $\mathcal{P}\left(\mathbb{R}^{d}\right)$ with support included in $\mathcal{B}_{r}$. For all $n \geq 1$, there exists a uniform decomposition $\left(\rho_{1}, \ldots, \rho_{n}\right)$ of $\rho$ such that

$$
\forall k=1, \ldots, n, \quad \operatorname{Diam}\left(\operatorname{Supp}\left(\rho_{k}\right)\right) \leq 4 r k^{-1 / d}
$$

The proof is based on an iterative construction: each iteration relies on Lemma III.1.
Proof. Applying Lemma III. 1 to $\rho$ gives the existence of a subset $A_{n}$ such that $\rho\left(A_{n}\right) \geq 1 / n$ and $\operatorname{Diam}\left(A_{n}\right) \leq 4 r n^{-1 / d}$. Then, we define the measure

$$
\rho_{n}:=\frac{n^{-1}}{\rho\left(A_{n}\right)} \rho \mathbf{1}_{A_{n}}
$$

In particular, $\left|\rho_{n}\right|=1 / n$ and $\operatorname{Supp}\left(\rho_{n}\right) \subset A_{n}$. Applying Lemma III. 1 to $\tilde{\rho}_{n}=\rho-\rho_{n}$ (its total mass is $(n-1) / n)$ gives a subset $A_{n-1}$ such that $\tilde{\rho}_{n}\left(A_{n-1}\right) \geq 1 / n$ and $\operatorname{Diam}\left(A_{n-1}\right) \leq 4 r(n-1)^{-1 / d}$. Similarly we define $\rho_{n-1}:=\frac{n^{-1}}{\hat{\rho}\left(A_{n-1}\right)} \tilde{\rho}_{n} \mathbf{1}_{A_{n-1}}$ and $\tilde{\rho}_{n-1}=\tilde{\rho}_{n}-\rho_{n-1}$. Finally, applying in turn the iterative step to the (decreasing) sequence of measures $\tilde{\rho}_{n}, \tilde{\rho}_{n-1}, \ldots$ ends the proof.

The decomposition stated above is then used to control the rate of convergence of the optimal deterministic empirical quantization error $\tilde{e}_{p, n}(\rho)$ by exhibiting a particular empirical measure with controlled approximation error. The bounded case is treated in Theorem III.3, the unbounded case in Corollary III. 5 and finally an application to the clustering issue (when $\rho$ is an empirical measure) is given in Corollary III.6.

Theorem III.3. Let $r \geq 0$ and $\rho$ be in $\mathcal{P}\left(\mathbb{R}^{d}\right)$ with support included in $\mathcal{B}_{r}$. For all $n \geq 1$, there exist $x_{1}, \ldots, x_{n}$ in $\mathbb{R}^{d}$, with associated empirical measure $\mu^{(n)}=n^{-1} \sum_{k=1}^{n} \delta_{x_{k}}$, such that for all $p \geq 1$,

$$
W_{p}\left(\mu^{(n)}, \rho\right) \leq 4 r f_{p, d}(n)
$$

where
(i) if $p<d$, then $f_{p, d}(n):=\left(\frac{d}{d-p}\right)^{1 / p} n^{-1 / d}$;
(ii) if $p=d$, then $f_{p, d}(n):=\left(\frac{1+\ln n}{n}\right)^{1 / d}$;
(iii) if $p>d$, then $f_{p, d}(n):=\zeta(p / d) n^{-1 / p}$, where $\zeta$ is the Zeta Riemann function.

Remark III.4. The rates show a transition between the rate for the approximation of a density $n^{-1 / d}$ (standard quantization) and the rate for approximation of measures with disconnected support $n^{-1 / p}$ (the simplest example being the sum of two Dirac masses, the interested reader is referred to [17, Remark 5.21.(ii)]). At the transition, our construction gives a rate with an additional logarithmic term. This may be an artefact of our too simple construction : this logarithmic term does not appear in dimension 1 for measures with bounded support - see [17, Theorem 5.20.(ii)]. However let us mention that such additional logarithmic term may appear for unbounded measures as highlighted in [17, Example 5.8].

Proof. Let $\rho_{1}, \ldots, \rho_{n}$ and $A_{1}, \ldots, A_{n}$ be respectively the measures and the subsets of $\mathcal{B}_{r}$ given by the decomposition of Theorem III.2. For each $k$, let $x_{k}$ denote the center of $A_{k}$ (which is well-defined since $A_{k}$ is a cube) and let $\mu^{(n)}$ denote the associated empirical measure. We use the canonical coupling associated with the decomposition of $\rho$ into the $\rho_{k}$ 's to control the Wasserstein distance. Namely,

$$
W_{p}\left(\mu^{(n)}, \rho\right)^{p} \leq \sum_{k=1}^{n} W_{p}\left(n^{-1} \delta_{x_{k}}, \rho_{k}\right)^{p} \leq n^{-1} \sum_{k=1}^{n} \operatorname{Diam}\left(A_{k}\right)^{p} \leq \frac{(4 r)^{p}}{n} \sum_{k=1}^{n} k^{-p / d}
$$

If $p>d$ then the sum is bounded by $\zeta(p / d)<+\infty$ and we obtain (iii). If $p<d$, then the sum is bounded by $\int_{0}^{n} t^{-p / d} d t=n^{1-p / d} /(1-p / d)$ which gives $(i)$. If $p=d$, then the sum is bounded by $1+\ln n$ yielding (ii).

Corollary III.5. Let $q \geq 1$ and $\rho \in \mathcal{P}_{q}$. For all $n \geq 1$, there exist $x_{1}, \ldots, x_{n}$ in $\mathbb{R}^{d}$, with associated empirical measure $\mu^{(n)}$, such that for all $p<q$,

$$
W_{p}\left(\mu^{(n)}, \rho\right)=o\left(f_{p, d}(n)^{1-p / q}\right)
$$

where $f_{p, d}(n)$ is defined in Theorem III.3.
Proof. We use a truncation argument to reduce to the case where $\rho$ is compactly supported. Let $r>0$ be a truncation level to be chosen later and define the measure $\rho^{(r)}$ by

$$
\rho^{(r)}(d x):=\rho(d x) \mathbf{1}_{\mathcal{B}_{r}}(x)+\left(1-\rho\left(\mathcal{B}_{r}\right)\right) \delta_{0}(d x) .
$$

By the canonical coupling, we have

$$
W_{p}\left(\rho, \rho^{(r)}\right)^{p} \leq \int_{\|x\|>r}\|x\|^{p} \rho(d x)
$$

Yet, $\int_{\|x\|>r}\|x\|^{p} \rho(d x) \leq C_{q}(r) r^{p-q}$ with $C_{q}(r):=\int_{\|x\|>r}\|x\|^{q} \rho(d x)$ which goes to 0 at $r \rightarrow+\infty$ by assumption. Without loss of generality one can replace $C_{q}(r)$ by some $C(r)$, satisfying $C(r) \geq 1 / r$ and $\lim _{r \rightarrow+\infty} C(r)=0$, and write the upper-bound

$$
\begin{equation*}
W_{p}\left(\rho, \rho^{(r)}\right) \leq C(r)^{1 / p} r^{1-q / p} \tag{2}
\end{equation*}
$$

By Theorem III.3, for all $r \geq 0$, there exist empirical measures $\mu^{(n, r)}$ such that

$$
W_{p}\left(\mu^{(n, r)}, \rho^{(r)}\right) \leq 4 r f_{p, d}(n)
$$

By the triangular inequality,

$$
W_{p}\left(\mu^{(n, r)}, \rho\right) \leq g(r):=C(r) r^{1-q / p}+4 r f_{p, d}(n)
$$

To optimize $g(r)$, let us choose $\tilde{r}=\tilde{r}(n):=f_{p, d}(n)^{-p / q}$ since it satisfies $\tilde{r}^{1-q / p}=\tilde{r} f_{p, d}(n)$ and then consider $r(n):=C(\tilde{r}) \tilde{r}$ to compute

$$
g(r(n)) \leq C(C(\tilde{r}) \tilde{r}) C(\tilde{r})^{1-q / p} f_{p, d}(n)^{1-p / q}+4 C(\tilde{r}) f_{p, d}(n)^{1-p / q}
$$

Finally, since $\lim _{n \rightarrow+\infty} \tilde{r}(n)=+\infty$ and $\lim _{r \rightarrow+\infty} C(r)=0$, we easily end the proof.
Corollary III.6. Assume that $N=c n$ with $c, n$ in $\mathbb{N}$. For any $x_{1}, \ldots, x_{N}$ in $\mathbb{R}^{d}$, there exist $C_{1}, \ldots, C_{n}$ disjoint subsets of indices of $\{1, \ldots, N\}$ such that

- they form a balanced clustering of $x_{1}, \ldots, x_{N}$, namely the cardinal $\operatorname{Card}\left(C_{k}\right)=c$ for all $k=1, \ldots, n$;
- each class is controlled, namely for all $k=1, \ldots, n$,

$$
\operatorname{Diam}\left(x_{\left(C_{k}\right)}\right) \leq 4 r k^{-1 / d}
$$

where $x_{\left(C_{k}\right)}:=\left\{x_{i}, i \in C_{k}\right\}$ and $r=\max _{i=1, \ldots, N}\left|x_{i}\right|$.
In particular, there exist $\bar{x}_{1}, \ldots, \bar{x}_{n}$ in $\mathbb{R}^{d}$ such that

$$
\begin{equation*}
\frac{1}{N} \sum_{i=1}^{N}\left|x_{i}-\bar{x}_{k(i)}\right| \leq 4 r f_{1, d}(n) \tag{3}
\end{equation*}
$$

where $k(i) \in\{1, \ldots, n\}$ is such that $x_{i} \in C_{k(i)}$ and $f_{1, d}$ is given by Theorem III.3.
Proof. The proof of the existence of the balanced clustering $C_{1}, \ldots, C_{n}$ is based on an iterative application of Lemma III. 1 similar to the one developed in the proof of Theorem III. 2 and is therefore omitted.

The proof of (3) is similar to the end of the proof of Theorem III.3.

## IV Algorithms and simulations

In this section, we present two algorithms based on the ideas developed above. They are stated in the framework of balanced clustering: the goal is to construct $n$ representative points from a sample of size $N=c n$. In particular, the results of the two algorithms satisfy the rates of Corollary III. 6 .

Assume that a subset $\mathcal{S}$ of $[a, b]^{d} \subset \mathbb{R}^{d}$ with cardinal $N=c n$ is given. Of course, it can be a $N$ sample of some probability distribution (in which case $\mathcal{S}$ may be a multiset). The two algorithms (fully described in the appendix below) follow the same structure : a loop with $n$ iterations. At each iteration, $c$ points are selected and a new point is constructed to represent them.

The first algorithm, called "naive", is directly inspired by the main proof of the paper. In particular, the fact that there is at least one cube to select at step 3 is ensured by the proof of Lemma III.1.

The result of the naive algorithm may show some geometrical structure which does not come from the underlying distribution (see Figure 1). This is induced by the partitioning of $[a, b]^{d}$ into a relatively small number of cubes. In order to correct this side effect, we come up with a refined version of the algorithm where the partition is made at a finer scale (depending on a parameter $\delta \in \mathbb{N}^{*}$ ) once and for all: in comparison with the naive version, the interval $[a, b]$ is partitioned into $\delta\left\lfloor n^{1 / d}\right\rfloor$ small intervals (associated with small cubes of length $\ell=(b-a) /\left(\delta\left\lfloor n^{1 / d}\right\rfloor\right)$ ) instead of $\left\lfloor n^{1 / d}\right\rfloor$ medium intervals. Then, for a given scale integer $h$, a cube of length $h \ell$ which is made of $h^{d}$ small cubes is called a cube of scale $h$ (e.g. small cubes are of scale 1). Let us denote by $N_{\text {cube }}(h)$ the number of cubes of scale $h$.

The idea of the algorithm is to start from a small scale $h$ and repeat the following procedure: 1 / scan all the cubes of scale $h$ and search for those with more than $c$ points, 2/ update to a larger scale $h$.

The choice of the updating scale $h$ in the algorithm is made so that there is at least one cube of this new scale which contains at least $c$ points (the argument is the same as for the naive algorithm). Hence the scale $h$ is increasing and the algorithm is ensured to end because when $h=\delta\left\lfloor n^{1 / d}\right\rfloor$ there is only one cube of scale $h$ which is $[a, b]^{d}$ and contains all the remaining points.
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## Appendix

```
Algorithm 1 Naive version
    - set \(S=\mathcal{S}\)
    - for \(k=1, \ldots, n\) do
```

1. consider the canonical partition of $[a, b]^{d}$ into $\left\lfloor(n-k+1)^{1 / d}\right\rfloor^{d}$ cubes (partition the interval $[a, b]$ into $\left\lfloor n^{1 / d}\right\rfloor$ intervals and consider the associated cubes)
2. compute the number of points of $S$ which falls into each cube
3. select one cube $C$ with more than $c$ points
4. select $c$ points in $C$, named as $\tilde{C}$, and set centers $(k)=\frac{\max (\tilde{C})+\min (\tilde{C})}{2}$
5. update $S \leftarrow S \backslash \tilde{C}$

- return centers

```
Algorithm 2 Refined scanning version
    - set \(h=\delta\) and \(m=1\)
    - consider the canonical partition of \([a, b]^{d}\) into \(\left(\delta\left\lfloor n^{1 / d}\right\rfloor\right)^{d}\) cubes
    - compute the repartition \(\mathcal{R}\) of the points in \(\mathcal{S}\) into the partition of \([a, b]^{d}\)
    - for \(k=1, \ldots, n\) do
            - while the \(m^{\text {th }}\) cube has less than \(c\) points do
                * if \(m<N_{\text {cube }}(h)\) set \(m=m+1\)
                * else set \(h=\left\lceil\frac{\delta\left\lfloor n^{1 / d}\right\rfloor}{\left\lfloor(n-k+1)^{1 / d}\right\rfloor}\right\rceil\) and \(m=1\)
- select \(c\) points in the \(m^{\text {th }}\) cube of scale \(h\), named as \(\tilde{C}\), and set centers \((k)=\) \(\frac{\max (\tilde{C})+\min (\tilde{C})}{2}\)
- update \(\mathcal{R}\) by discarding the points in \(\tilde{C}\)
```

- return centers


Figure 1: Representative points for the 2D standard Gaussian distribution produced by three methods. From left to right: the naive algorithm, the refined algorithm and standard Monte Carlo. The number $n$ of representative points changes from one line to the other whereas the size $N$ of the sample is unchanged and equal to 10000 .
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