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Spectra and satisfiability for logics with successor and a unary
function

Arthur Milchior ∗

Abstract

We investigate the expressive power of two logics, both with the successor function: first-order logic with an
uninterpreted function, and existential monadic second order logic — that is first-order logic over words —, with
multiplication by a constant b. We prove that all b-recognizable sets are spectra of those logics. Furthermore, it is
proven that some encoding of the set of halting times of a non-deterministic 2-counter automaton is also a spectrum.
This yields undecidability of the finite satisfiability problem for those logics. Finally, it is shown that first-order
logic with one uninterpreted function and successor can encode quickly increasing functions, such as the Knuth’s
up-arrows.

1 Introduction
This paper considers the expressive power of fragments of logics with the successor function and a unary (un)interpreted
function.

We first recall related results about logics with uninterpreted functions. The classical decision problem [1] consists
in giving an algorithm which, for a given logical formula, decides if it is satisfiable. This problem is known to be
undecidable in full generality [2]. More precisely, even the satisfiability of first-order logic with two uninterpreted
unary functions, which is denoted by FO[f(x), g(x)], is undecidable [3]. On the other hand, some special cases are
decidable, such as first-order logic with one uninterpreted unary function FO[f(x)] [4].

A formula is finitely satisfiable if and only if admits a finite model. More generally, we may want to study the
set of finite models of a formula. A natural approach to understand this set is to consider the spectrum of a formula,
which is the set of cardinalities of finite models. In particular for a logic over words, the spectrum is the set of size of
words defined by a formula. The study of spectra of a logical fragment is a classical topic of descriptive complexity
theory. It is usually hard to describe the set of spectra of a logic. The reader is referred to the survey [5]. The class of
spectra of FO[f(x)] — with f(x) uninterpreted — is the class of ultimately periodic sets [6]. The result is also true
for MSO[f(x)], that is, Monadic Second-Order logic with one uninterpreted function, [7].

The preceding logics were interpreted over arbitrary universe. Let us now mention some results about logics with
some interpreted arithmetic functions only. It is well known that, over integers, FO[+] is decidable [8], while FO[+,×]
is undecidable [2].

The class of spectra of FO[+1] is the class of finite or co-finite sets [9, Theorem IV.3.3.]1 and the class of spectra
of MSO[+1] is the class of ultimately periodic sets [9, Theorem III.2.1].

In this paper, we study logics which mix uninterpreted functions with interpreted (weak) arithmetic functions.
Those logics arise in verification problems (see e.g. [10]) and also in descriptive complexity theory (see e.g. [11]). On
the one hand, satisfiability of Σ1[+, <, (fi,j (x1, . . . , xj))i,j∈N] is decidable [12]. On the other hand, MSO[+1, f(x)],
is undecidable over finite models and also over N [13].

∗Corresponding author E-mail: Arthur.Milchior@liafa.univ-paris-diderot.fr
1This assertion is the special case of the Theorem for a language with a single letter.
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In this paper, it is shown that adding the successor function to the logic of an (un)interpreted unary function highly
increases the expressive power of this fragment, even when it is limited to the universal-existential first-order fragment.

The case of ∃MSO[+1,×b] for b ≥ 2 is studied in Section 3. It is proven that the set of spectra of the logic
∃MSOΠ2[+1,×b], that is Π2[+1,×b] over words, strictly contains the b-recognizable sets [9], that is, the sets of
integers accepted by an automaton reading base-b digits. Note that by Cobham’s theorem ([14], see [15]), a set is
b-recognizable for all b ≥ 2 if and only if it is ultimately periodic, hence if and only if it is an FO[f(x)]-spectrum.

We also prove that the class of ∃MSOΠ2[+1,×b]-spectra also contains an encoding of the set of halting times of
a non-deterministic 2-counter automaton, a Turing-complete model. It implies that the satisfiability of this logic is
undecidable. This result is a generalization of an undecidability result of [16]. Moreover we show that the undecid-
ability result and the encoding of the non-deterministic 2-counter automata result still hold when ×b is replaced by
an increasing function whose image is co-infinite. More precisely, it is shown that those results also hold with the
restriction that at most two distinct first-order variables can be quantified.

Then, those results are used to study the case FO[+1, f(x)] with f uninterpreted, in Section 4. It is proven that the
class of FO[+1, f(x)]-spectra strictly contains the boolean combination of b-recognizable sets, for different b ≥ 2. It
also contains an encoding of the set of halting times of a non-deterministic 2-counter automaton. This, again, leads to
the undecidability of satisfiability for this logic.

Another way to assert the expressivity of a logic is to exhibit some sets that it can define. It is proven that
Π2[+1, f(x)] — with f(x) uninterpreted — can encode in N some functions which are increasing extremely quickly
such as n 7→ c ↑d n, the Knuth’s up-arrow notation, as defined in [17] .

2 Definitions
The definitions, notations and useful results used in this paper are introduced in this section.

Let N be the set of non-negative integers and let N>0 be the set of positive integers. For n, p ∈ N, let [n] denote
{i ∈ N | i ≤ n} and [n, p] denote {i ∈ N | n ≤ i ≤ p}. A set S is co-finite if N \ S is finite. Let #S denote the
cardinality of S.

Let S and T be two sets, and let f : S→ T. Then for S ⊆ S, let f(S) denote {f(s) | s ∈ S}. For example, if f is
+1 and S ⊆ N is the set of even numbers, then S + 1 is the set of odd numbers.

2.1 Logic
Our definition of the logical formalism is not as general as possible (see e.g. [18]), but corresponds precisely to the
notions of logic that are needed to formalize our proofs. First let us define the universe and the vocabularies.

Definition 1 (Universe). An universe U is a non-empty set. In this paper, the universe is either N, or [n] for some
n ∈ N.

Definition 2 (Vocabulary). A vocabulary is a set with n+ p elements

V = {R0/d0, . . . , Rn−1/dn−1, c0, . . . , cp−1} .

The Ri’s are the relation symbols and their arity is di and the ci’s are the constant symbols.

Note that in this paper, only unary and binary relations are used.
Then let us define the V-structures.

Definition 3 (Structures). Let V be a vocabulary. A V-structure S over an universe U – which is either N, or [n] for
some n ∈ N – is a tuple: (

U , RS0 , . . . RSn−1, c
S
0 , . . . , c

S
p−1

)
,

where RSi ⊆ Udi and cSi ∈ U .
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Given a V-structure S over N and an integer n ∈ N>0 greater than all constants of S, let S|n be the restriction of
S over the universe [n− 1], that is, the V-structure such that RiS|n = Ri

S ∩ [n− 1]di and ciS|n = ci
S .

For every relation symbol of arity d (respectively, constant symbol) ς , for every s ⊆ Ud (respectively, s ∈ U), let
S[ς/s] be the V ∪ {ς}-structure with universe U where ςS[ς/s] = s, and τS[ς/s] = τS for every symbol τ different
from ς .

When a symbol ς has a standard interpretation in N such as an integer, the addition of a constant or the multipli-
cation by a constant, only structures such that ςS has its usual interpretation are considered. For example “+1” is the
successor function, and “×b” is the function that multiplies by b.

Furthermore, if V contains only symbols with a standard interpretation then we simply denote by N (respectively,
[n]) the V-structure over universe N (respectively, [n]).

The fragments of first- and second-order logic used in this paper are now defined.

Definition 4 (V-Formulas). Let V be a vocabulary. The set of quantifier-free V-formulas, denoted by Σ0 [V], is defined
by the grammar:

Σ0 [V] ::= ¬ϕ0 | ϕ0 ∧ ϕ1 | ϕ0 ∨ ϕ1 | Ri (c0, . . . , cdi−1) | c0
.
= c1

where the ci’s are constant symbols and the ϕi’s are Σ0 [V]-formulas.
The sets Σi [V] and Πi [V] are defined by mutual recursion on i. For i ∈ N>0, let Σi [V] be defined by the grammar:

Σi [V] ::= ∃x.ψ | ϕ0 ∧ ϕ1 | ϕ0 ∨ ϕ1 | ¬χ | ξ

where ψ is a Σi[V, x]-formula, the ϕi’s are Σi [V]-formulas, χ is a Πi [V]-formula and ξ is either a Πi−1 [V]-formula
or a Σi−1 [V]-formula. Similarly, let Πi [V] be defined by the grammar:

Πi [V] ::= ∀x.ψ | ϕ0 ∧ ϕ1 | ϕ0 ∨ ϕ1 | ¬χ | ξ

where ψ is a Πi[V, x]-formula, the ϕi’s are Πi [V]-formulas, χ is a Σi [V]-formula and ξ is either a Πi−1 [V]-formula
or a Σi−1 [V]-formula.

For a logical fragment L [V], let ∃MSOL [V] (respectively, ∀MSOL [V]) denote the set of formulas of the form
∃R0, . . . , Rn.ψ (respectively, ∀R0, . . . , Rn.ψ) where ψ is a L[V, R0, . . . , Rn]-formula, and the arity of the Ri’s is 1.

For the sake of clarity, we state that ϕ (x0, . . . , xd−1) is a L [V]-formula when ϕ is a L[V ∪ {x0, . . . , xd−1}]-
formula.

Section 3 considers results which concern two-variable logic, which is now introduced.

Definition 5 (Two-variable logic). Let us assume that the vocabulary V contains at most two constant symbols x and
y. The set of two-variable L [V]-formulas, denoted L2 [V], is the set of formulas where the only quantified first-order
variables are x and y.

A formula is said to be in prenex-normal form if it contains a sequence of quantifications, and then a quantifier-
free formula. The set of formulas Σi[V] and Πi[V] are usually defined as the set of formulas in prenex-normal form
formulas with i−1 alternations. Let us call it the PNF definition. The PNF definition and our definition are equivalent
in terms of definability. On the other hand, there are two-variable formulas which are not equivalent to two-variable
formulas in prenex-normal form. Hence, in terms of PNF, what we call Π2

i [V] can be defined as “the set of FO2[V]-
formulas equivalent to a Πi[V]-formula”.

This notation allows to consider simultaneously the number of variables and the number of alternation of quanti-
fiers in our formulas.

A notation for implication and equivalence is now introduced.

Notation 6. Let V be a vocabulary. Let ϕ ∈ Σi[V] and ψ ∈ Πi[V], then let ϕ=⇒ψ be syntactical sugar for the
Πi[V]-formula ¬ϕ ∨ ψ. Then let ϕ⇐⇒ψ be syntactical sugar for the formula (ϕ=⇒ψ) ∧ (ψ=⇒ϕ) which belongs
simultaneously to Πi+1[V] and to Σi+1[V].

If ϕ and ψ are two-variable formulas, then ϕ=⇒ψ and ϕ⇐⇒ψ are also two-variable formulas.
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Definition 7 (Interpretation and Model). Let V be a vocabulary, S be a V-structure over an universe U as in Definition
1. That is, U is either N or [n] for some n ∈ N.

Let ϕ be a V-formula. We define the satisfaction relation S |= ϕ by induction over ϕ as follows:

• S |= c
.
= c′ if and only if cS = c′S ,

• S |= R (t) if and only if tS ∈ RS ,

• S |= ψ0 ∨ ψ1 if and only if S |= ψ0 or S |= ψ1,

• S |= ψ0 ∧ ψ1 if and only if S |= ψ0 and S |= ψ1,

• S |= ¬ψ if and only if S 6|= ψ,

• S |= ∃x.ψ if and only if there exists n ∈ U such that S[x/n] |= ψ,

• S |= ∀x.ψ if and only if for all n ∈ U , S[x/n] |= ψ,

• S |= ∃R.ψ if and only if there exists N ⊆ U such that S[R/N ] |= ψ,

• S |= ∀R.ψ if and only if for all N ⊆ U , S[R/N ] |= ψ.

A V-structure S is said to be a model of ϕ if S |= ϕ.

Sometimes we need to restrict quantifiers to elements that satisfy a certain property χ.

Notation 8 (Relativization). If χ is a formula, we write (∀x.χ)ϕ for ∀x. (χ=⇒ϕ) and (∃x.χ)ϕ for ∃x. (χ ∧ ϕ).

We now explain how logical formulas define sets.

Definition 9 (Definability). Let ϕ (x0, . . . , xd−1) be a formula with d free variables in a logic L [V]. Given a V-
structure S, we say that ϕ defines in S the d-ary set

ϕ (x0, . . . , xd−1)
S

= {(n0, . . . , nd−1) ∈ Ud | S |= ϕ (n0, . . . , nd−1)}.

We say that a set R ⊆ Ud is L [V]-definable in S if there exists ϕ (x0, . . . , xd−1) ∈ L [V] such that R is equal
to ϕ (x0, . . . , xd−1)

S . Furthermore, if f is a function from U to U , we say that f is L [V]-definable if its graph{
(x, y) ∈ U2 | f(x) = y

}
is L [V]-definable.

Functions Let us say a word about functions in this paper. Usually in finite model theory and in two-variable logic,
the vocabulary does not contain function symbols, hence the only terms are the constants. Instead, formally, unary
functions f are replaced with a binary relation f(x, y), such that for every n ∈ U there is at most one r ∈ U such
that f (n, r) holds. For example, the addition of 1 is denoted as the binary relation +1 (x, y) interpreted in [n] by
{(x, x+ 1) | x < n}. The distinction is important because over the universe [n], the value of n+ 1 is undefined.

On the other hand, for the sake of clarity, “+1 (x, y)” is written “x + 1
.
= y”, and more generally if f is a unary

function, then “f (x, y)” is written “f(x)
.
= y”.

In particular, every vocabulary considered in this paper contains the successor function. Hence, the notation x+ c
for c ∈ N is used, as an abbreviation for x+ (1 + (. . . (1 + 1) . . . )).

In this paper, we specify the number of alternations of quantifiers and the number of variables used in formulas.
For the sake of simplicity, we introduce abbreviations such as f(g(x)). The following lemmas explain how to encode
formally all of those abbreviations in fragments of the logic.

Lemma 10. Let f and g be two unary function symbols, then f(g(x)) = y is equivalent to a Σ1[f, g]-formula.

Proof. The formula f(g(x)) = y is equivalent to ∃z.g(x)
.
= z ∧ f (z)

.
= y which belongs to Σ1[f, g]. Clearly, if

gS(xS) is not defined then this formula does not hold in S, which is the intended behaviour as f(g(x)) is not defined
either.
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For R a unary relation symbol, the notation R(f(g(x))) can also be used in two-variable logic.

Lemma 11. Let f and g be two unary function symbols, and let R be a unary relation symbol, then R(f(g(x))) is
equivalent to a Σ2

1 [f, g, x]-formula.

Proof. The formula R(f(g(x))) is equivalent to

∃y.g(x)
.
= y ∧ {∃x.f(y)

.
= x ∧R(x)} .

The two preceding lemmas extend easily to the application of more than two function symbols.
In general, f(g(x))

.
= y is not equivalent to a Σ2

1[f, x, y]-formula. Indeed, a formula defining the set

{(x, y) | f(g(x)) = y}

should quantify a variable to store the value of g(x), but in two-variable logic, there is no guarantee that such a variable
is available.

Constants Similarly, for the sake of simplicity, our formula uses constant symbols, such as 2 or (last−2) where the
value “last” corresponds to the greatest integer of the set.

Lemma 12. The formulas x .
= c and x

.
= last−c for c ∈ N, are equivalent to a Σ2

2[+1, x]-formula and to a
Π2

2[+1, x]-formula.

Proof. By symmetry, the proofs are similar for x .
= c and x .

= last−c. Therefore, we only prove the first case. The
proof proceeds by induction over c. If c = 0 then x .

= 0 is equivalent to ∀y.y + 1 6 .= x. If c ∈ N>0, then x .
= c is

equivalent to
∃y.y + 1

.
= x ∧ y .

= (c− 1)

and to
{∃y.y + 1

.
= x} ∧ {∀y.y + 1

.
= x=⇒y .

= c− 1} .

This result is used to use constants as parameters of unary relations as explained in the following lemma.

Lemma 13. The formulas R(c) and R(last−c), for c ∈ N, are equivalent to a Σ2
2[+1]-formula and to a Π2

2[+1]-
formula.

Proof. As in the previous proof, we consider only the case R(c) since the other one is similar. The formula R(c) is
equivalent to ∃x.x .

= c ∧R(x) and to ∀x.x .
= c=⇒R(x).

2.2 Satisfiability
Let ϕ be a L [V]-formula without free variable. Then we say that ϕ is (finitely) satisfiable if there exists a (finite)
V-structure S such that S |= ϕ.

The next lemma extends undecidability of the finite satisfiability problem to undecidability over N. This will allow
to prove theorems about finite universes only.

Lemma 14. Let L [V] be a first-order logic with universal and existential quantifiers, and at least two first-order
variables, such that finite satisfiability for ∃MSOL [V] is undecidable. Then satisfiability of ∃MSOL [V ∪ {+1}] is
undecidable over N.
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Proof. Let ϕ ∈ L [V] and S be a V−structure of cardinality n. Let M be a second-order variable not in V , and let S ′
be the (V ∪ {M})-structure over N, where MS

′
= [n − 1], +1 has its usual interpretation, and ςS = ςS

′
for every

symbol ς of V .
Letϕ′ be obtained fromϕ by replacing each quantification ∃x.ψ by ∃x. (M(x) ∧ ψ) and ∀x.ψ by ∀x. (M(x)=⇒ψ).

By an easy induction over ϕ, we have S |= ϕ⇐⇒S ′ |= ϕ′, and in particular, ϕ has a finite model if and only if the
formula

∃M. {[∀x 6 .= 0.M(x)=⇒M(x− 1)] ∧ [∃y.¬M(y)] ∧M (0) ∧ ϕ′}

has a model of universe N.

2.3 Spectra
The main notion of this paper is now introduced.

Definition 15 (Spectra). Let ϕ be a formula without free variable. Its spectrum SP (ϕ) is the set of positive numbers
n such that ϕ has a model of cardinality n. If F is a set of formulas then SP (F) is defined as the set of spectra of
formulas in the set F .

A set S ⊆ N>0 is said to be a L [V]-spectrum if there exists a L [V]-formula ϕ such that SP (ϕ) = S.

Since the empty universe is not considered, the integer 0 does not belong to any spectrum. The following lemma
should be noted:

Lemma 16. Let ψ be a formula, then SP (∃x.ψ) = SP (ψ) and SP (∃R.ψ) = SP (ψ).

Three lemmas are given in this section. They help to create ∃MSO[+1,V]-spectra.
The following lemma states that the set of spectra is closed by adding or removing finitely many integers.

Lemma 17. Let V be a vocabulary which contains +1 and L [V] be a logical fragment that contains Π2
2 [V]. Let S be

a spectrum of a L [V]-formula. Let F and F ′ be finite disjoint subsets of N>0. Then (S ∪ F ) \F ′ is a L [V]-spectrum.

Proof. Assume that there exists formulas γn,Π ∈ Π2
2 [+1] and γn,Σ ∈ Σ2

2 [+1], which hold only on models of cardi-
nality n. Let ϕS be the formula whose spectrum is S, then (S ∪ F ) \ F ′ is the spectrum of:(

ϕS ∨
∨
n∈F

γn,Π

)
∧
∧
n∈F ′

¬γn,Σ.

The formulas γn,Σ and γn,Π must now be defined. Assume that there exist γ≥n,Π ∈ Π2[+1] and γ≥n,Σ ∈ Σ2[+1],
which state that universe’s cardinality is at least n. Then γn,Π can be defined as γ≥n,Π ∧ ¬γ≥n+1,Σ and γn,Σ can be
defined as γ≥n,Σ ∧ ¬γ≥n+1,Π.

The formulas γ≥n,Σ and γ≥n,Π must now be defined. Let γ≥n,Σ be ∃x.x .
= n − 1. Assume that there exists a

Π2
2[+1, x] formula sucn(x) which asserts that x+ n ≤ last. Then let γ≥n,Π be ∀x.x .

= 0=⇒sucn−1(x).
Now we define the formula sucn(x) by induction over n. This formula is similar to the formula of the proof of

Lemma 12. For n = 0, we can define suc0(x) as the formula “true”. For n > 0 let sucn(x) be

{∃y.x+ 1
.
= y} ∧ {∀y.x+ 1

.
= y ∧ sucn−1(y)} .

The following lemma states that spectra are closed by union.

Lemma 18. Let V be a vocabulary andL a logic. Let (Si)i∈[d−1] be a sequence of dL [V]-spectra. Then S =
⋃d−1
i=0 Si

is a L [V]-spectrum.

Proof. Let ϕi ∈ L [V] be such that SP (ϕi) = Si. Let ϕ =
∨d−1
i=0 ϕi. Then SP (ϕ) = S.
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The following lemma proves that for any logic that contains the successor relation and Π2
2, spectra are closed by

addition of positive constants.

Lemma 19. Let V be a vocabulary that contains +1 and let L [V] be a logical fragment that contains Π2
2 [V]. Let

S ⊆ N>0 be a L [V]-spectrum. Let a ∈ N. Then S + a is a L [V]-spectrum.

Proof. We prove the result for a = 1. The general case is proven by applying the base case a times.
The proof transforms a V-structure S of cardinality n into a V-structure S ′ of cardinality n+1 by adding an integer

at the end of the structure.
We replace every quantification by relativized quantification, as explained in Notation 8, to ensure that the inter-

pretation of quantified variables is restricted to [last−1]. Then, the last integer of the universe cannot be used.
Let ϕ ∈ L [V], then let Φ(ϕ) be the L [V]-formula obtained from ϕ by replacing each subformula of the form ∃x.ψ

by
∃x. {[∃y.x+ 1

.
= y] ∧ Φ(ψ)} .

and each subformula of the form ∃R.ψ by

∃R. {¬R (last) ∧ Φ(ψ)} .

Let ϕ be a L [V]-formula. By induction over ϕ, for each n ∈ N>0, n ∈ SP (ϕ) if and only if n+ 1 ∈ SP (Φ (ϕ)).
Hence SP (Φ (ϕ)) \ {1} = SP (ϕ) + 1. By Lemma 18, SP (ϕ) + 1 is also a L [V]-spectrum.

2.4 Words and automata
An alphabet A is a finite non-empty set. The set A∗ (respectively, A+) stands for the set of finite (respectively, non-
empty) sequences of letters of A, which are called words. Let ε be the only word of length 0. For each a ∈ A, a is a
word of length 1. We denote by |w| the length of w.

We shall consider a logic interpreted over words. A logic over words always include the unary set symbols Pa for
all a ∈ A. Let w = w[0] . . . w[n− 1] with w[i] ∈ A. Let Sw be the {+1, (Pa)a∈A}-structure:(

[n− 1], {(i, i+ 1) | i ∈ [n− 2]}, ({i ∈ [n− 1] | w[i] = a})a∈A
)
.

So Pa(i) is true if and only if the i-th letter is a. More generally, let V be a vocabulary without the Pa symbols and let
S be a V-structure over N. Then Sw is the V ∪

{
(Pa)a∈A

}
-structure defined as follows:

S|n[(Pa/{i ∈ [|w| − 1] | w[i] = a})a∈A].

Definition 20 (Finite Deterministic Automaton). A finite deterministic automaton A over alphabet A is a quintuple
(Q,A, δ, q0, F ) where Q is the finite set of states, q0 ∈ Q is the initial state, F ⊆ Q is the set of accepting states and
δ : Q×A→ Q is the transition function.

The domain of the function δ is extended to Q × A∗ by setting δ (q, ε) = q and δ (q, wa) = δ (δ (q, w) , a) for
a ∈ A,w ∈ A∗. We say that w ∈ A∗ is accepted by A if δ (q0, w) ∈ F . We denote by A the set of words accepted by
A and we say that A accepts the set A.

2.5 The b-recognizable sets
In this section, the b-recognizable sets are introduced, for b ≥ 2. We refer to [15] for general results about b-
recognizable sets.

A word over alphabet [b− 1] is said to be a word in base b. Let ·N be the function from [b− 1]∗ to N that sends a
word w to the natural number it represents, least-digit first. Formally, it is defined as wN =

∑|w|−1
i=0 w[i]b|w|−i−1, or

recursively by εN = 0, and for a ∈ [b− 1], w ∈ [b− 1]∗, as awN = a+ b · wN. For example, in base b = 3, we have
122

N
= 25. For L ⊆ [b− 1]∗, let L

N
be {wN | w ∈ L}.

It should be noted that any integer n has an infinite number of representations in base b due to possible leading 0.
More precisely if |w| ≥ |w′| then w′ ∈ w0∗. The least representation of n ∈ N in base b is denoted nN. It is defined
by induction over n by 0N = ε and for n > 0 by nN = (n mod b) · bnb cN.
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In this paper, we only consider automata which only accept integer representations without leading zero.

Definition 21 (Automaton in base b). An automaton A = (Q, [b− 1], δ, q0, F ) is said to be an automaton in base b if
δ (q, 0) 6∈ F for every q ∈ Q.

Let AN
denote (A)

N
, i.e. the set of integers that have one representation accepted by A.

Definition 22 (b-recognizable sets, b − REC). A set S ⊆ N>0, is b-recognizable if there exists an automaton A in
base b such that AN

= S. Let b− REC denote the class of b-recognizable sets.

Example 23. The set of powers of b, and the set of integers which have an odd number of 1 in base b, are b-
recognizable. The ultimately periodic sets, that is, the sets S such that there exists N, p ∈ N such that for all n ≥ N ,
n ∈ S⇐⇒n+ p ∈ S, are b-recognizable for all b.

We assume that S is a subset of N>0, namely that 0 6∈ S, for technical reasons.
The class b − REC admits a logical characterization. Let Vb : N → N be the function that sends n to the greatest

power of b dividing n, with the convention that Vb (0) = 1.

Theorem 24 (Büchi-Bruyère Theorem, see [15]). The class of subsets of N>0 which are FO[+, Vb]-definable (in N)
is equal to b− REC.

A set S is said to be *-recognizable if it is a boolean combination of b-recognizable sets for possibly different
values of b. Let ∗REC be the class of *-recognizable sets. Observe that in general there is no notion of automata
accepting *-recognizable sets. It is only a strict subset of the FO[+, (Vb)b∈N]-definable sets.

2.6 Non-deterministic 2-counter automata
The definition of a non-deterministic 2-counter automaton is briefly recalled. The undecidability of the halting problem
for non-deterministic 2-counter automata is used to prove the undecidability of the satisfiability problem of the logics
studied in this paper.

Definition 25 (Non-deterministic 2-counter automata). A non-deterministic 2-counter automaton A consists of a list
of instructions. Let #A denote the number of instruction ofA. The instructions are “incr(h)”, “decr(h)”, “jmp(i, j)”,
“jz(h, j)” with h ∈ {0, 1}, i, j ∈ [#A− 1] and “Halt”. The j-th instruction is written Aj . Without loss of generality
we assume that only one Halt instruction appears in the list and that it appears as the last instruction.

Then we explain how those automata compute.

Definition 26 (Configuration and Computation). Let A be a 2-counter automaton. A configuration of A is a 3-tuple
of integers (q, n0, n1) where q is the next instruction of the automaton and nj is the value of the j-th counter.

Let (κ, c0, c1) be a triplet of lists of the same length l, such that for all i ∈ [l − 1], (κ[i], c0[i], c1[i]) is a con-
figuration. This triplet is a computation of A if the first configuration satisfies c0[0] = c1[0] = κ[0] = 0, the last
configuration satisfies κ[l− 1] = (#A− 1), and for every j ∈ [l− 2] such that Aκ[j] 6= Halt – that is κ[j] < #A− 1
– we have:

if Aκ[j] = incr (i) then ci[j + 1]= ci[j] + 1, c1−i[j + 1] = c1−i[j], and κ[j + 1] = κ[j] + 1,
if Aκ[j] =decr (i) then ci[j + 1]= max (ci[j]− 1, 0) ,c1−i[j + 1] = c1−i[j], and κ[j + 1] = κ[j] + 1,
if Aκ[j] = jmp(n,m) then ∀i.ci[j + 1]= ci[j], and κ[j + 1] ∈ {n,m},
if Aκ[j] = jz (i,m) then ∀i.ci[j + 1]= ci[j], if ci[j] = 0 then κ[j + 1] = m and otherwise κ[j + 1] = κ[j] + 1.

It should be noted that those automata do not have any input.
The notion of spectra is extended to 2 counter automata.

Definition 27 (SP (A)). LetA be a non-deterministic 2-counter automaton. Then we define SP (A) ⊆ N as the set of
integers n such that n ∈ SP (A) if there is a computation of A with n steps.
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We give an example of a non-deterministic 2-counter automaton, whose spectra is not ultimately periodic. This
example is useful for the proof of the strict inclusion of b-recognizable sets in SP (∃MSO[+1,×b]) (see Corollary 39.)

Example 28. Let A be the automaton which implements Algorithm 1. Formally, it is

(0) incr (0) (1) jmp (0, 2) (2) decr (0) (3) incr (1) (4) jz (0, 2) (5) decr (1) (6) incr (0)
(7) jz (1, 5) (8) decr (0) (9) jz (0, 2) (10) Halt

This algorithm non-deterministically chooses a positive integer n in the first counter. It transfers the first counter to
the second one, then it transfers back the second counter to the first one, and decrements the first counter. It repeats
until the first counter equals 0.

Let us prove that SP (A) = {7n+ 3n2 + 1 | n ∈ N>0}.

Algorithm 1: Example 28

repeat
0 incr(0)

until1 non-deterministically chooses when to end; //jmp[0,2]
repeat

repeat
2 decr(0)
3 ncr(1)

until4 c0 = 0; //jz[0,2]
repeat

5 decr(1)
6 incr(0)

until7 c1 = 0; //jz[1,5]
8 decr(0)

until9 c0 = 0; //jz[0,2]
10 halt

We study an halting computation. The loop of Line 1 is executed n times, for an arbitrary n ∈ N>0. Each execution
of the loop costs 2 steps, hence the entire loops costs 2n steps. At the ends of the loops, c0 = n and c1 = 0.

The outer loop of line 9 is executed n times, the loop variant is that at the end of the i-th execution, c0 = n − i
and c1 = 0. During the ith execution of the outer loop, the first inner loop, at line 4 is repeated n − i times. The
loop variant is such that after the jth execution, c0 = n − i − j and c1 = j. Each execution costs 3 steps, hence the
first inner loop costs 3j steps. The second inner loop is identical to the first one, with c0 and c1 exchanged. Finally
the instruction of line 8 decrements the counter 0. Hence the ith execution of the outer loop costs 6 (n− i) + 2 steps.
Finally, the Halt instruction costs one step.

Finally, the number of steps of the execution is:

2n+

n−1∑
i=0

[6 (n− i) + 2] + 1 = 2n+ 6

n∑
i=1

i+ 2n+ 1 = 4n+ 6
n (n+ 1)

2
+ 1 = 7n+ 3n2 + 1

Hence SP (A) =
{

7n+ 3n2 + 1 | n ∈ N>0
}

.

3 Existential monadic second-order logic with arithmetic
Theorems about existential monadic logic with arithmetic relations are proven in this section. More precisely, we
consider the logic ∃MSOΠ2

2 [+1,×b] for b ≥ 2 and ∃MSOΠ2
2 [+1, g] for some increasing functions g.

Section 3.1 deals with spectra which are b-recognizable. Then Section 3.2 deals with spectra which encode spectra
of some non-deterministic 2-counter automaton.
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3.1 b-recognizable sets are ∃MSO[+1,×b]-spectra
In this section, we show how to represent b-recognizable sets as ∃MSO2[+1,×b]-spectra and as ∀MSO2[+1,×b]-
spectra.

Theorem 29. The following inclusion holds:

b− REC ⊆ SP
(
∃MSOΠ2

2[+1,×b]
)
.

Actually Corollary 39 states that this inclusion is strict.
To prove this theorem, the following Lemma is needed.

Lemma 30. LetA be an automaton in base b as in Definition 21. There exists a ∃MSOΠ2
2[+1,×b]-formula ϕA which

holds on [n] if and only if n is accepted by A.

Note that SP (()ϕA) = AN
+ 1, indeed, the cardinality of [n] is n + 1. Let us first give an example to illustrate

the lemma.

Example 31. Let A be the automaton of Figure 1. It accepts the language 0∗1, hence the set of integers {2i | i ∈ N}.

q0 q1 q2

0

1 0,1

0,1

Figure 1: Automaton accepting {2i | i ∈ N}

This set is defined by:
∃R.∀x. {R(x)⇐⇒[x

.
= last∨R(2x)]} ∧R(1). (1)

This formula holds for the structures S over the universe [2c] for c ∈ N when the variable R is interpreted by
{2i | i ∈ [c]}. Intuitively, R is interpreted by the set of integers n such that δ(q0, nN) ∈ F .

Lemma 30 is now proven.

Proof. For b ∈ N, let Vb,Q be the vocabulary {+1,×b, (Rq)q∈Q} where each Rq is a unary relation for any state

q ∈ Q. Let n ∈ AN
. We defined a Vb,Q-structure Sn which encodes the computation of A on the input w = nN of

length l. The main idea of the proof is to choose a sequence of integers cn,0, . . . , cn,l such that Rq(cn,i) holds if and
only if the ith state of the computation is q. Then the automaton A accepts w if and only if:

• Rq0(cn,0),

• Rq(cn,i) implies Rδ(q,w[i])(cn,i+1) and

• Rq(cn,l) for some q ∈ F .

The precise values for the cn,i’s are now given.

For i ∈ [l], let w≥i be the suffix of w of length l− i, that is, w without its i first letters. It is the part of the word that
remains to be read after the ith step of the computation of A. Then let cn,i be w≥iN. It implies that cn,i+1 =

cn,i−w[i]
b

and w[i] = cn,i mod b. hence, by an easy induction over i, cn,i = b nbi c, and in particular cn,0 = n and cn,l = 0.
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Similarly, let qi be the ith step of the computation of the automaton. That is, for all i < l:

qi+1 = δ(qi, w[i]) = δ(qi, cn,i mod b).

For all q ∈ Q, let RSq be {cn,i | qi = q}. The sets RSq can be defined by induction over i as follows: n ∈ RSq0 and, for
all cn,i ∈ RSq , if cn,i ≡ a mod b then cn,i+1 = n−a

b ∈ Rδ(q,a).
Formally, we introduce the formula ψδ which states that two consecutive states encode a correct step of the com-

putation. If x is interpreted by cn,i+1 and q by qi then the formula holds only if a is interpreted by w[i] and b× x+ a
by cn,i. Hence ψδ asserts that Rqi (cn,i) implies that Rδ(qi,w[i]) (cn,i+1):

ψδ = (∀x.x 6 .= 0)
∧
q∈Q

b−1∧
a=0

Rq (b× x+ a) =⇒Rδ(q,a) (x).

We want to ensure that cn,0 corresponds to an initial state and cn,l corresponds to an accepting state. This can be
expressed by the formula ψ0,F :

ψ0,F = Rq0 (last) ∧
∨
q∈F

Rq (0) .

Finally, let ψQ be the formula that states that there is at most one state by letter.

ψQ = ∀x.
∧

q 6=q′∈Q

¬ [Rq (x) ∧Rq′ (x)] .

The three formulas ψδ , ψ0,F and ψQ belong to Π2[+1,×b, (Rq)q∈Q]. Hence their conjunction ψ = ψδ ∧ ψ0,F ∧ ψQ
also belongs to Π2[+1,×b, (Rq)q∈Q]. And by construction SP (ψ) = AN

.

Example 31 is now resumed.

Example 32. For the set {2i | i ∈ N}, the formula ψ is:

∃Rq0 , Rq1 , Rq2 . ∧Rq0 (last) ∧Rq1 (0) ∧ (∀x.x 6 .= 0) {
Rq0 (2× x) =⇒Rq0 (x) ∧Rq0 (2× x+ 1) =⇒Rq1 (x)∧
Rq1 (2× x) =⇒Rq2 (x) ∧Rq1 (2× x+ 1) =⇒Rq2 (x)∧
Rq2 (2× x) =⇒Rq2 (x) ∧Rq2 (2× x+ 1) =⇒Rq2 (x)}∧
∀x. {¬ [Rq0 (x) ∧Rq1 (x)] ∧ ¬ [Rq0 (x) ∧Rq2 (x)] ∧ ¬ [Rq2 (x) ∧Rq1 (x)]} .

Theorem 29 is now proven.

Proof. Let S ⊆ N>0 be a b-recognizable set. By Lemma 30, it suffices to prove that S−1 is accepted by an automaton
in base b. Since S ∈ b − REC, by Theorem 24, there exists a FO[+, Vb]-formula σ(x) that defines S (in N). Then
σ (x+ 1) defines S − 1. Hence S − 1 is also b-recognizable. By definition of b-recognizable sets, there exists a
deterministic automaton A = (Q, [b− 1], δ, q0, F ) that accepts S − 1N.

Example 33 is now resumed.

Example 33. Let S = {2i + 1 | i ∈ N}, then S − 1 = {2i | i ∈ N} and S is the spectra of Formula (1) of Example
31.

Theorem 29 admits the following corollary.

Corollary 34. The following inclusion holds:

b− REC ⊆ SP
(
∀MSOΣ2

2[+1,×b]
)
.
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Proof. Let S ⊆ N>0 be a b-recognizable set. The set N>0 \ S is also FO[+, Vb]-definable. Hence N>0 \ S is b-
recognizable. By Theorem 29, there exists ψ ∈ ∃MSOΠ2

2[+1,×b] such that ψN = N>0 \ S. Then SP (¬ψ) = S and
¬ψ ∈ ∀MSOΣ2

2[+1,×b].

It should be noted that, in general, SP (¬ϕ) is not equal to N>0 \SP (ϕ). In our context, the equality holds because
the vocabulary contains only interpreted relations.

As a corollary of Theorem 29, the same result is proven over words.

Corollary 35. The class b− REC is a subset of the set of Π2
2[+1,×b]-spectra over words over some alphabet.

That is, b− REC is a subset of the FO2[+1,×b]-spectra.

Proof. Let S ⊆ N>0 be a b-recognizable set. By Theorem 29 there exists a ∃MSOΠ2
2[+1,×b]-formula ϕ such that

SP (ϕ) = S. By construction ϕ is of the form ∃R0, . . . , Rd−1.ψ with ψ ∈ Π2
2[+1,×b, R0, . . . , Rd−1]. By Lemma

16, SP (ψ) = S.
Let us define the alphabet A as the set of subsets of [d − 1]. Let ψ′ be obtained from ψ by replacing each atomic

formula of the form Ri (t) by
∨

i∈I
I⊆[d−1]

PI (t). Let us prove that SP (ψ′) = SP (ψ), that is, SP (ψ′) = S.

• Assume first that n ∈ SP (ϕ), then there exists a {+1,×b, (Ri)i∈[d−1]}-model S of ψ. The word wS of length
n with wS [j] = {i ∈ [d− 1] | S |= Ri(j)} is clearly a model of ψ′. Hence n ∈ SP (ψ′).

• Conversely, let w ∈ A0 be a model of length n of ψ′. Let S be the {[n−1],+1,×b, (Ri)i∈[d−1]}-structure such
that RSi = {j ∈ [n− 1] | i ∈ w[j]}. Then S is a model of ψ, hence n ∈ SP (ϕ).

3.2 From spectra of non-deterministic 2-counter automata to ∃MSO2[+1,×b]-spectra
This section considers spectra of non-deterministic 2-counter automata, that is, sets of possible halting times of such
automata. Those spectra are encoded as ∃MSO2[+1,×b]-spectra. More generally, they are encoded as ∃MSO2[+1, g]
for a class of unary functions g which contains ×b for b ≥ 2.

In this section, we encode a non-deterministic 2-counter automaton as a {+1, g}-structure for g belonging to a large
class I of functions. This implies that the satisfiability problem of this logic is undecidable for any function g ∈ I.

The following definition introduces the class I of functions g and some related notations.

Definition 36. Let I be the set of increasing functions g : N → N such that g (1) > 1 and such that the image of g is
not co-finite - that is, for each n ∈ N, there is s > n such that g (s+ 1) > g (s) + 1.

Let g ∈ I. Let ∼=g be the equivalence relation such that n0
∼=g n1 if and only if (gi (n0) = n1 or gi (n1) = n0) for

some i ∈ N, where gi denotes the function g applied i times.
Then let Eg (n) be the equivalence class of n and eg (n) be the least integer of Eg (n).
Let (sgn)n∈N and (pgn)n∈N be two sequences defined recursively by:

• sg0 = 1.

• for all i ∈ N such that sgi is defined:

– pgi is the least integer, greater than sgi , which has no antecedent by g. Formally:

pgi = min {n ∈ N | n > sgi ,¬∃m.g (m) = n} .

– sgi+1 is the least integer of Eg (1) greatest than pgi . Formally

sgi+1 = min {n ∈ N | n > pgi , e
g (n) = 1} .
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We give some examples of such functions g’s and of notations introduced in Definition 36.

Example 37. • Let g denote the function ×b for b ≥ 3. The function g belongs to I. We have eg (n) = n
Vb(n) ,

and the equivalence classes have the form {p× bn | n ∈ N} where b does not divide p. Moreover sgn = bn and
finally pgn = bn + 1.

The case b = 2 is almost identical, except that sgn = 2n+1 for n ∈ N>0 and pgn = 2n+1 + 1 for n ∈ N. The
following array gives the first values for g (n) = 2× n.

n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
g (n) 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40
eg (n) 1 1 3 1 5 3 7 1 9 5 11 3 13 7 15 1 17 9 19 5

sg0 pg0 sg1 pg1 sg2 pg2 sg3 pg3

• Now let g (n) = n+ b
√
nc. The first values for this function are:

n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
g (n) 2 3 4 6 7 8 9 10 12 13 14 15 16 17 18 20 21 22 23 24
eg (n) 1 1 1 1 5 1 5 1 5 1 11 5 1 11 5 1 11 5 19 1

sg0 pg0 sg1 pg1 sg2 pg2 sg3

Then the ∼=g-classes are {0}, {1, 2, 3, 4, 6, 8, 10, 13, 16, 20, . . . }, {5, 7, 9, 12, 15, 18, . . . }, {11, 14, 17, . . . },
{19, . . . }, . . . . The sequence (pgn) begins by: (5, 11, 19, . . . ) (which is actually equal to {n2 +n− 1 | n ∈ N}),
and the sequence (sgn) begins by (1, 6, 10, 20, . . . ).

Note that the proof of the following theorem is based on the same technique as the proof of Theorem 4.4 of [16],
but is more involved.

We now give a relation between spectra over non-deterministic 2-counter automata and over formulas.

Theorem 38. For each non-deterministic 2-counter automatonA, there exists a formula ϕA ∈ ∃MSOΠ2
2[+1, g] such

that if g ∈ I then SP (ϕA) = {sgt + 1 | t ∈ SP (A)}.

Proof. We encode a computation (κ, c0, c1) of a non-deterministic 2-counter automaton A with a formula ϕA in
∃MSOΠ2

2[+1, g] such that [sgt ] |= ϕA if and only if A admits a computation that halts in t steps.
The formula ϕA will be the conjunction of several formulas which are defined below.
Let us assume that the computation halts after t steps, then we divide our finite structure of universe [sgt ] in t

segments. The ith segment Si = [sgi , s
g
i+1 − 1] encodes the ith step of the computation.

More precisely, we use monadic second order variables:

• The variable S stands for the set of sgi ’s.

• The variable Cj encodes the jth counter. More precisely, in a segment Si, a ∼=g-class E is either entirely
contained in Cj or disjoint from Cj , namely E ∩ Si ∩ Cj ∈ {∅, E ∩ Si}. And the number of ∼=g-classes that
intersect Si ∩ Cj is equal to cj [i]. Formally, # {Eg(n) | n ∈ Si ∩ Cj} = cj [i].

• The variables (Qq)q∈[#A−1] stand for the instruction number, that is: Qq is true on the (whole) segment Si if
and only if κ[i] = q. In particular, there exists one and only one state by segment, the first state is 0 and the last
is #A− 1. This can be expressed by the formula:

ϕQ = Q0 (1) ∧Q#A−1 (last) ∧ ∀x 6 .= 0.

#A−1∨
q=0

Qq(x) ∧
∧

q,q′∈Q,|q 6=q′
¬Qq′(x) ∧ [S (x+ 1) ∨Qq (x+ 1)]

 .

The set S, the counters Cj and the statesQq cannot be directly defined. Hence we introduce auxiliary second order
variables. We then give the intended interpretation of those variables and their formal definitions. Finally, we define
S, C0, C1 and the Qq’s using those auxiliary variables.
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Defining S The set S cannot be defined directly, since its definition use the order relation, Eg (1) and the sequence
(pgn). Hence we use the following second order variables:

• The variable E stands for Eg (1); formally n belongs to E if n = 1 or if there exists n′ ∈ N such that n′ ∈ E
and g (n′) = n. Formally it is characterized by:

ϕE = ∀x.E(x)⇐⇒{x .
= 1 ∨ [x 6 .= 1 ∧ (∃y.g(y)

.
= x ∧ E(y))]}.

• The variable P stands for the union of the [sgi , p
g
i − 1]. Formally it is characterized by:

ϕP = ∀x.P (x)⇐⇒{E(x) ∨ [x 6 .= 0 ∧ P (x− 1) ∧ ∃y.g(y)
.
= x]}.

• Finally S can be characterized by the set of letters of E whose predecessor does not belong to P :

ϕS = ∀x. {S(x)⇐⇒[E(x) ∧ ¬P (x− 1)]} .

Since we require that the cardinality of the structure has the form sgt + 1, we impose that last ∈ S. Let

ϕlast = S (last) .

Counters The main issue with this encoding concerning the counters is that, in order to ensure that two succes-
sive segments encode two successive configurations, we need to compare the cardinality of two sets. And compar-
ing cardinality does not seem possible in our logic. To overcome this, we use the property of the function g. If
the ith step is a jump or a jz instruction, then cj [i] = cj [i + 1], and in this case we can choose Cj in Si+1 to be
{n ∈ Si+1 | ∃m ∈ Cj .g(m) = n}. If the ith step is incr(j) then it suffices to add a single position to Cj in Si+1.
Such a position exists by construction, and equals pgi+1. It is a single position since pgi+1 has an antecedent and g(pgi+1)
belongs to Si+2. Finally, if the ith step is decr(j) then it suffices to remove the least integer of the image of Cj which
belongs to Si.

More formally:

• If the ith step is incr(j), that is κ[i] = q with Aq = incr(j) and Qq (sgi ), then:

– Cj
(
pgi+1

)
,

– C1−j
(
pgi+1

)
does not hold, and

– for every n ∈
[
sgi+1, s

g
i+2 − 1

]
\
{
pgi+1

}
, for k ∈ {0, 1}, the property Ck (n) holds if and only if there

exists n′ with g (n′) = n and Cj (n′) holds.

We introduce a new second order variable R+
j stating that the jth counter should be incremented. It is true on

[sgi+1, p
g
i+1 − 1]:

ϕR+
j ,q

= ∀x.R+
j (x)⇐⇒

{
[S(x) ∧Qq(x− 1)] ∨

[
∃y.g(y) = x ∧R+

j (x− 1)
]}

It should be noted that the formula is correct because pgi+1 > sgi+1.

• If the ith step is decr(j), let r be the least integer of Si such that Cj (r) holds if it exists, and be sgi+1 otherwise.
Then:

– for every n ∈
[
sgi+1, s

g
i+2 − 1

]
, Cj (n) holds if and only if there exists n′ with g (n′) = n such that Cj (n′)

holds and n 6= r.

– for every n ∈
[
sgi+1, s

g
i+2 − 1

]
, C1−j (n) holds if and only if there exists n′ with g (n′) = n such that

C1−j (n′) holds.
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We must define r: for this, we introduce a new second order variable R−j that holds only for integers of the
segment

[
sgi+1, r − 1

]
:

ϕR−j ,q
= ∀x.R−j (x)⇐⇒

{
[S(x) ∧Qq(x− 1)] ∨

[
¬S(x) ∧R−j (x− 1) ∧ ¬ (∃y.g(y)

.
= x ∧ Cj(y))

]}
.

• In every other case, n ∈
[
sgi+1, s

g
i+2 − 1

]
, Cj (n) holds if and only if there exists n′ with g (n′) = n and Cj (n′)

holds.

The Cj are finally defined by

ϕCj
= ∀x.Cj(x)⇐⇒

{[
R+
j (x− 1) ∧ ¬∃y.g(y) = x

]
∨
[
¬R−j (x− 1) ∧ ∃y.g(y)

.
= x ∧ Cj(y)

]}
Let us prove that Ck(n) does not hold for any n ∈ Eg (1). Let (*) denote this statement. For the sake of

contradiction, let n ∼=g 1 be the least integer such that Ck(n) holds. If n = 1, the property (*) does not hold since
ck[0] = 0. If n > 1 then either n = pgi or there exists n′ such that g(n′) = n and Ck(n′). The first case is impossible
since pgi 6∼=g 1 by definition on pgi , and the second case contradicts the minimality of n.

States Finally, the formula states that the different states appear in the correct order. We have already stated in ϕQ
that the initial state is 0 and that the last state is #A− 1. It remains to encode that two successive segments encode a
step of the computation.

Let i ∈ [t− 1] be a step, such that at the ith step of the computation the state of the automaton is q.

• If Aq = jmp (q0, q1), then either Qq0
(
sgi+1

)
or Qq1

(
sgi+1

)
. This transition can be defined by:

ϕq = ∀x. [S(x) ∧Qq(x− 1)] =⇒{Qq0(x) ∨Qq1(x)}.

• If Aq = jz (j, q′), then if there exists a position zi,j ∈
[
sgi , s

g
i+1 − 1

]
such that Cj (zi,j) then Qq+1(sgi+1),

otherwise Qq′(s
g
i+1).

This condition cannot be stated directly, as it uses the order relation. Hence we introduce an auxiliary variable
Zj to determine whether the value of the jth counter equals 0 or not in the segment. More precisely, Zj is such
that Zj ∩ Si = [sgi , zi,j − 1] for the minimal value of zi,j , if such a value exists, and Zj ∩ Si = Si otherwise.
Formally:

ϕZj = ∀x.Zj(x)⇐⇒{S(x) ∨ [Zj(x− 1) ∧ ¬Cj(x)]}.

Then the transition can be defined by:

ϕq = ∀x. [S(x) ∧Qq(x− 1)] =⇒{[Zj(x− 1) ∧Qq′(x)] ∨ [¬Zj(x− 1) ∧Qq+1(x)]}

• If Aq = incr(j) or decr(j), that is Qq (sgi ) with κ (q) being incr(j) or decr(j), then Qq+1

(
sgi+1

)
.

ϕq = ∀x. [S(x) ∧Qq(x− 1)] =⇒Qq+1(x)

Finally ϕA is defined by the ∃MSOΠ2 [+1, g]-formula:

∃C0, C1, R
+
0 , R

+
1 , R

−
0 , R

−
1 , Z0, Z1, E, S, P, (Qq)q∈[#A−1] .ϕQ ∧ ϕlast ∧ ∧

q∈[#A−1]

ϕq

 ∧ ϕE ∧ ϕP ∧ ϕS ∧
ϕCj ∧ ϕZj ∧

1∧
j=0

 ∧
A[q]=incr(j)

ϕR+
j ,q

 ∧
 ∧
A[q]=decr(j)

ϕR−j ,q

 .
An incrementation step is represented in Figure 2.

Combining the above theorem with Lemma 14 yields the following corollary.
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Figure 2: Example of a computation of incr (1) in a non-deterministic 2-counter automaton

Corollary 39. The class b− REC is a strict subset of SP
(
∃MSOΠ2

2 [+1,×b]
)
.

Proof. The inclusion is proven in Theorem 29. Let us prove the strictness, that is SP
(
∃MSOΠ2

2 [+1,×b]
)
6⊆ b−REC.

We use Theorem 38 with g (n) = b × n, which has been studied in Example 37. If A is a non-deterministic 2-
counter automaton whose spectrum is S, then the spectrum of ϕA is {bn + 1 | n ∈ S}. Hence SP (ϕA)

N
is equal to{

10n−11 | n ∈ S
}

. Thus SP (ϕA) is b-recognizable if and only if S is ultimately periodic. Now, by Example 28, there
exists a non-deterministic 2-counter automaton whose spectra is not ultimately periodic.

The next theorem states the undecidability result:

Theorem 40. For g ∈ I, the finite satisfiability of ∃MSOΠ2
2 [+1, g], and the satisfiability of ∃MSOΠ2

2 [+1, g] over N,
are undecidable.

Proof. By Lemma 14 it suffices to prove the first claim. By Theorem 38, there exists a ∃MSOΠ2
2 [+1, g]-formula ϕA

such that SP (ϕA) 6= ∅ if and only if A halts, which is undecidable [19].

This theorem admits the following corollary.

Corollary 41. For every g ∈ I, satisfiability of Π2
2 [+1, g] over words is undecidable.

The proof is exactly the same as the one of Corollary 35, hence it is not repeated.

4 First-order logic with successor and an uninterpreted function
The results of this section are similar to the results of the previous section, but concern the first-order logic with the
successor function and an uninterpreted unary function symbol.

Section 4.1 is about spectra which are ∗ − REC. Section 4.2 is about spectra which encodes spectra of non-
deterministic 2-counter automata. Finally, Section 4.3 deals with encodings of some extremely quickly increasing
functions in FO[+1, f ].

4.1 b-recognizable sets are FO[+1, f ]-spectra
We are going to prove a theorem similar to Theorem 29 for a logic with an uninterpreted function.

Theorem 42. Every ∗-recognizable set is a Π2[+1, f ]-spectrum where f is a uninterpreted unary function symbol.

Let us emphasize the main differences between Theorem 29 and Theorem 42. Theorem 29 considers the vocabu-
lary {+1,×b} while Theorem 42 considers {+1, f}. The former theorem considers monadic second-order logic with
two first-order variables, while the latter considers first-order logic with any number of variables.
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Uninterpreted function and two-variable logic are not considered together, because almost no restriction to the
function can be expressed in two-variable logic. For example, if one wants to restrict f to be the multiplication by 2,
then it is naturally defined by f(0)

.
= 0 ∧ ∀x.f(x) + 2

.
= f(x + 1), but f(x) + 2

.
= f(x + 1) does not seem to be

expressible in two-variable logic.

4.1.1 Examples

We first give two examples of 2-recognizable sets, and we show how to represent them as Π2[+1, f ]-spectra.
We first resume Example 33. This example shows how a formula can restrict the interpretation of f .

Example 43. Let S = {2i + 1 | i ∈ N}. We construct a {+1, f}-formula ϕ whose spectrum is S. Let S be a
{+1, f}-structure of universe [c]. If S |= ϕ then c = 2i for some i ∈ N. Reciprocally, for all i ∈ N, there exists a
{+1, f}-structure S of universe [2i] such that S |= ϕ. For the sake of simplicity, we assume that c ≥ 5.

The formula ϕ ensures that f encodes the set of powers of 2, as well as multiplication by 2. The multiplication is
encoded over even numbers, and the set of power of 2 is encoded over odd numbers.

Consider the function g : [c]→ [c] defined as follows:

g(n) =


2n if n is even and 2n ≤ c
1 if n is even and 2n > c
3 if n = 2i − 1 for i > 0
5 otherwise.

Observe that c is a power of 2, namely c = 2i for i ∈ N, if and only if g(last−1) = 1 (for i > 0) or last = 1 (for
i = 0).

We now construct the formula ϕ which ensures that the symbol f is interpreted as g.
We first assert that for all n > 0, f(n) ∈ {3, 5} if and only if f(n− 1) 6∈ {3, 5}.

∀x 6 .= 0. [f(x)
.
= 3 ∨ f(x)

.
= 5]⇐⇒{¬ [f(x− 1)

.
= 3 ∨ f(x− 1)

.
= 5]}.

We now assert that the interpretation of f over even numbers is correct. This is true if the following conditions
hold:

• f(0) = 0.

• For each x such that f(x) 6∈ {1, 3, 5} and f(x) + 4 ≤ c, then f(x + 2) = f(x) + 4. Indeed, in this case, x is
even, then x+ 2 is also even, and f(x+ 2) should be 2× (x+ 2) = 2×x+ 4 = f(x) + 4. It can be asserted by:

ξ≤ c
2

= ∀x{f(x) 6 .= 1 ∧ f(x) 6 .= 3 ∧ f(x) 6 .= 5}=⇒{ [(∃z.z .
= f(x) + 4) =⇒f(x+ 2)

.
= f(x) + 4]

∧ [(¬∃z.z .
= f(x) + 4)=⇒f(x+ 2)

.
= 1]}.

• For each x such that f(x) = 1 then f(x+ 2) = 1.

ξ> c
2

= ∀x.f(x)
.
= 1=⇒f(x+ 2)

.
= 1

Let ψeven be the conjunction f(0)
.
= 0 ∧ ξ≤ c

2
∧ ξ> c

2
.

Then we can use 2× x .
= y as an abbreviation for

y 6 .= 1 ∧ y 6 .= 3 ∧ y 6 .= 5 ∧ {f(x)
.
= y ∨ f(x− 1)

.
= y − 2} .
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The interpretation of f over odd numbers is correct if: f(x) = 3 is equivalent to {x = 1 or f(x−1
2 ) = 3}. Indeed

21 − 1 = 1 and f(x−1
2 ) = 1 implies that x−1

2 = 2i − 1 for some i ∈ N, hence that x = 2i+1 − 1. It is asserted as
follows:

ψodd = ∀x.f(x)
.
= 1⇐⇒{x .

= 3 ∨ ∃y. [2y + 1
.
= x ∧ f(y)

.
= 3]}.

Finally S is the spectrum of the following formula:

{f(last−1)
.
= 1 ∨ last

.
= 1} ∧ ψeven ∧ ψodd.

The following example is more involved. Let the basis b be 2. We start from a 2-recognizable set S. Let A be an
automaton which accepts S. We then give a formula ϕ of spectrum 3S. The Π2[+1, f ]-formula ϕ asserts that the
model of universe [3c] encodes a computation of A over cN using the uninterpreted function.

Example 44. Let S be the set of numbers n such that the word nN has an even number of 1.
The set S is accepted by the automaton A = (Z/2Z, {0, 1},+, 0, {0}).

We construct a Π2[+1, f ]-formula ϕ whose spectra is 3S. The formula ϕ asserts that, over the different equivalence
classes modulo 3, the formula f encodes respectively:

• the equivalence classes modulo 3,

• the multiplication by 2 and

• the computation of the automaton A.

Let S be a {+1, f}-structure of cardinality c and let w = cN. For technical reasons, we assume that c ≥ 3. Let Qi be
the ith state of the computation of A on c. That is Qi is the number of 1 in the first i letters of w.

Let g : [c]→ [c] be the function defined as follows.:

• g(3n) = 0,

• g(3n+ 1) =

{
Qi + 1 if n = b c2i c, i ∈ N,
3 otherwise,

• g(3n+ 2) =

{
6× n if n ≤ c

6
5 otherwise .

We now construct the formula ϕ which ensures that the symbol f is interpreted as g.
The interpretation of f over multiples of 3 is correct if and only if the two following conditions hold: f(0) = 0

and for each x 6= 2, f(x) = 0 if and only if f(x+ 3) = 0.
It is formalized by ψ0:

f(0)
.
= 0 ∧ (∀x.x 6 .= 2) [f(x)

.
= 0⇐⇒f(x+ 3)

.
= 0] .

Using this characterization, n ≡ i mod 3 can be expressed as f(n− i) .
= 0 ∧ n− i 6 .= 2.

The interpretation of f over 3N+ 2∩ [ c6 ] is correct if and only if the two following conditions hold: f(2) = 0 and
for each n ≡ 2 mod 3, f(n+ 3) is equal to f(n) + 6 if it exists and to 5 otherwise. It is formalized by ξ0:

f(2)
.
= 0 ∧ ∀x ≡ 2 mod 3.{ [(∃y .

= f(x) + 6) =⇒f(x+ 3)
.
= f(x) + 6]

∧ [(¬∃y.y .
= f(x) + 6) =⇒f(x+ 3)

.
= 5]}.

Then 2× x = y can be expressed as
∨2
i=0 x ≡ i mod 3 ∧ f(x− i+ 2) = y − 2× i.

The interpretation of f over 3N + 2 \ [ c6 ] is formalized by ξ1:

∀n.f(n)
.
= 5=⇒f(n+ 3)

.
= 5.

Then the interpretation of f over 3N + 2 is formalized by ψ1 = ξ0 ∧ ξ1.
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The interpretation of f over 3N + 1 is correct if and only if the two following conditions hold:

• f(last)
.
= 1, indeed: f(last) = f(c) = f(b c20 c) = Q0 + 1 = 0 + 1 = 1.

• the value of f(3n+ 1) is 1, 2 or 3. It is formalized by χ0:

∀x ≡ 1 mod 3.

3∨
i=1

f(x)
.
= i

• if f(3n+1) = 1 and n is even then f(3n2 +1) = 1. Indeed, it implies that n = b c2i c andQi = 0 for some i ∈ N.
Since ni is even, the (i+1)th read letter is a 0, thenQi+1 = 0, hence one has f(3n2 +1) = f(3b c

2i+1 c+1) = 1.

More generally, if f(3n + 1) is 1 or 2, if n is even then f(3n2 + 1) = f(3n + 1) and if n is odd then
f(3n−1

2 + 1) = 3− f(3n+ 1).

It is formalized by the formula χ1:

∀x ≡ 0 mod 3

2∧
i=1

{f(x+ 1)
.
= i}=⇒

{∃y. [2× y .
= x ∧ f(y + 1)

.
= i] ∨ [2× y + 1

.
= x ∧ f(y + 1)

.
= 3− i]}

Then let ψ2 be the formula f(last)
.
= 1 ∧ χ0 ∧ χ1.

The computation is accepting if the last state is 0, that is f(1) = 1.
Finally, 3S is the spectrum of the formula ϕ defined as follows

ψ0 ∧ ψ1 ∧ ψ2 ∧ f(1)
.
= 1.

We show in the next section that, using properties of b-recognizable sets, we can replace 3S by S in the spectrum.

4.1.2 General case

We now explain how to encode a boolean combination of b-recognizable sets as a Π2[+1, f ]-spectrum.
We introduce a class of functions Ξm,d,e from {+1, (×b)2≤b≤m}-structures to {+1, f}-structures and a function

Φm,d,e from ∃MSO[+1, (×b)2≤b≤m]-formulas to FO[+1, f ]-formulas. The function Ξm,d,e multiplies the cardinality
by m. Moreover those functions are chosen such that S |= ϕ if and only if Ξm,d,e (S) |= Φm,d,e (ϕ). Hence, if ϕ has
a model, then Φm,d,e (ϕ) also has a model. Conversely, if Φm,d,e (ϕ) has a model and this model belongs to the image
of Ξm,d,e then ϕ also has a model. This properties impose to choose Ξm,d,e such that there exists a FO[+1, f ]-formula
which characterizes its image.

The function Φm,d,e is defined by induction over the ∃MSO[+1, (×b)b∈[2,m]]-formulas. Let ϕ ∈ ∃MSO[+1,×b]
be of the form ∃R.ψ, then ψ ∈ ∃MSO[+1,×b, R], hence Φm,d,e and Ξm,d,e must be defined on vocabularies which
extends {+1,×b} with a finite number of first and second order variables.

We now begin the formal definition.

Definition 45. Let m > 1 and let d, e ∈ N. Let :

Vm,d,e =
{

+1, (×b)b∈[2,m−1] , (Ri)i∈[d−1] , (xi)i∈[e−1]

}
,

and let
V ′e =

{
+1, f, (xi)i∈[e−1]

}
.
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We must now define the function Ξm,d,e from Vm,d,e to V ′e.
Semantically, Ξm,d,e multiplies every value by m, and encodes every relation, apart from +1, with the unary

function f . The image by f of each equivalence class modulo m encodes either the set of second order variables, or a
multiplication, or the modular classes.

Definition 46. The function Ξm,d,e sends each Vm,d,e-structure S of cardinality κ to a V ′e-structure Ξm,d,e(S) of
cardinality m× κ, defined as follows:

• For i ∈ [e− 1], let xΞm,d,e(S)
i = m× xSi .

• The function fΞm,d,e(S) is defined as follows:

– fΞm,d,e(S) (m× n) = 0 (to encode the congruence classes)

– fΞm,d,e(S) (m× n+ 1) =

(∑
i∈[d−1]

RSi (n)

2i+1

)
+ 1 (to encode the value of all unary relations over n)

– for every b ∈ [2,m−1], fΞm,d,e(S) (m× n+ b) =

{
m× n× b if m× n× b belongs to [n× κ− 1]
1 otherwise

(to encode the multiplication by b)

The value of fΞm,d,e(S) (m× n+ 1) encodes the set of second order variables whose interpretation in S hold on
n. This is the only value of Ξm,d,e (S) which depends on S.

It should be noted that the antecedent of 0 by fΞm,d,e(S) is (m× [κ− 1]) ∪ [2,m − 1]. Hence x ≡ 0 mod m if
and only if Ξm,d,e (S) |= Mulm(x) where:

Mulm(x) = f(x)
.
= 0 ∧

m−1∧
i=2

x 6 .= i.

In the following examples, we resume Example 33 and we show the exact result of the application of those func-
tions, with m = 4. Note that Example 43 is not an application of the functions Φm,d,e and Ξm,d,e; some properties
used in the general case are omitted in Example 43 to simplify the formula.

Example 47. Let m = 4, d = 1 and e = 1, then V4,1,1 = {+1,×2,×3, R0, x0} and V ′1 = {+1, f, x0}.
Let S be a Vm,d,e-structure of cardinality 2c+1 for c ∈ N such that: xS0 = lastS = 2c andRS0 = {2i | i ∈ [c] \ {0}}.
Then Ξm,d,e (S) is the structure of cardinality 4×

(
2i + 1

)
= 2i+2 + 4 such that:

• xΞm,d,e(S)
0 = 2c+2 =

(
2c+2 + 3

)
− 3 = lastΞm,d,e(S)−3,

• The function fΞm,d,e(S) is defined as:

– fΞm,d,e(S) (4× n) = 0 for n ∈ [2c],

– fΞm,d,e(S) (4× n+ 1) =

{
3 if n is of the form 2j

1 otherwise

– fΞm,d,e(S) (4× n+ 2) = 8× n if n ∈
[
2c−3

]
, and is undefined otherwise,

– fΞm,d,e(S) (4× n+ 3) = 12× n if n ∈
[
b 2c−2

3 c
]

and is undefined otherwise,

Finally, we introduce the function Φm,d,e from FO[Vm,d,e] to FO[V ′e]. Intuitively, this function translates the formu-
las such that the properties introduced in Definition 46 are satisfied.

Definition 48 (Φm,d,e). The function Φm,d,e is defined recursively as follows:

ϕ Φm,d,e(ϕ) ϕ Φm,d,e(ϕ) ϕ Φm,d,e(ϕ) ϕ Φm,d,e(ϕ)

χ ∨ ψ Φm,d,e (χ) ∨ Φm,d,e (ψ) ¬ψ ¬Φm,d,e (ψ) x+ 1
.
= y x+m

.
= y b× x .

= y f(x+ b)
.
= y

∃x.ψ ∃x.Mulm(x) ∧ Φm,d,e+1 (ψ) x
.
= y x

.
= y Ri(x)

∨
I⊆[d]
i∈I

[
f (x+ 1)

.
=
∑
j∈I 2j+1 + 1

]
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We resume Example 47 to give an example of the application of Φm,d,e to the formula of Example 33.

Example 49. The formula ϕ of Example 33 and the formula Φm,d,e(ϕ) are:

ϕ =∃Rq0 .Rq0(last) ∧¬Rq0 (0) ∧∀x. {x 6 .= 0∧ Rq0(2× x) }∧Rq0(n′) .
Φm,d,e(ϕ) = f(last−2)

.
= 3∧¬f(1)

.
= 3∧∀x.Mul4(x){x 6 .= 0∧f(f(x+ 2) + 1)

.
= 3}∧f(n′ + 1)

.
= 3 .

We now prove a first lemma which states that the functions Ξm,d,e and Φm,d,e preserve satisfiability.

Lemma 50. Let m, d, e ∈ N. Let ϕ ∈ FO[Vm,d,e] and S be a Vm,d,e-structure. Then S |= ϕ if and only if
Ξm,d,e (S) |= Φm,d,e (ϕ).

Proof. By induction over ϕ:

• If ϕ is xi
.
= xj , then the following statements are equivalent:

S |=xi
.
=xj⇐⇒ xSi =xSj
⇐⇒ m× xSi =m× xSj
⇐⇒ x

Ξm,d,e(S)
i =x

Ξm,d,e(S)
j

⇐⇒Ξm,d,e (S) |= xi
.
=xj

⇐⇒Ξm,d,e (S) |=Φm,d,e( xi
.
=xj ).

• If ϕ is xi + 1
.
= xj , then the following statements are equivalent:

S |= xi + 1
.
= xj⇐⇒ xSi + 1=xSj

⇐⇒ m× xSi +m=m× xSj
⇐⇒ x

Ξm,d,e(S)
i +m=x

Ξm,d,e(S)
j

⇐⇒Ξm,d,e (S) |= xi +m
.
=xj

⇐⇒Ξm,d,e (S) |=Φm,d,e( xi + 1
.
=xj ).

• If ϕ is xi × b
.
= xj , then two cases must be considered, depending on the value of xSi . Assume that xSi ≥

#S
b .

Then xSi × b ≥ #S, hence xSi × b does not belong to the universe, which implies that f
(
m× xSi + b

)
= 1,

which is not a multiple of m. Hence S 6|= f(xi + b)
.
= xj . Hence S |= ϕ is trivially equivalent to

Ξm,d,e (S) |= Φm,d,e (xi × b
.
= xj) since both statements are false.

Now, assume that xSi <
#S
b , then the following statements are equivalent:

S |= b× xi
.
= xj⇐⇒ b× xSi =xSj

⇐⇒ b×m× xSi =m× xSj
⇐⇒ b× xΞm,d,e(S)

i =x
Ξm,d,e(S)
j

⇐⇒ fΞm,d,e(S) (x
Ξm,d,e(S)
i + b)=x

Ξm,d,e(S)
j

⇐⇒Ξm,d,e (S) |= f (xi + b)
.
=xj

⇐⇒Ξm,d,e (S) |=Φm,d,e( b× xi
.
=xj ).

• If ϕ is Ri (xj), then the following statements are equivalent:

S |=Ri (xj)⇐⇒ there exists I ⊆ [d] containing j such that fΞm,d,e(S)
(
x

Ξm,d,e(S)
j

)
=
∑
k∈I 2k+1 + 1

⇐⇒Ξm,d,e (S) |=
∨

i∈I
I⊆[d]

f(x) =
∑
j∈I 2j+1 + 1

⇐⇒Ξm,d,e (S) |=Φm,d,e (Ri (xj)) .
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• If ϕ is ∃x.ψ, then it should be noted that fΞm,d,e(S) (n) = 0 if and only if (n = p ×m + q with q ∈ [m − 1]
and q = 0) or (p = 0 and q > 1). Then the following statements are equivalent:

S |=∃x.ψ
⇐⇒ there exists c ∈ [s− 1] such that S [x/c] |=ψ
⇐⇒ there exists c ∈ [s− 1] such that Ξm,d,e (S [x/c]) |=Φm,d,e (ψ)
⇐⇒ there exists c ∈ [s− 1] such that Ξm,d,e (S)[x/m× c] |=Φm,d,e (ψ)
⇐⇒ there exists c′ ∈ [m× s− 1], a multiple of m, such that Ξm,d,e (S)[x/c′] |=Φm,d,e (ψ)
⇐⇒ there exists c′ ∈ [m× s− 1] such that Ξm,d,e (S)[x/c′] |=Φm,d,e (ψ) ∧Mulm(x)
⇐⇒ Ξm,d,e (S) |=Φm,d,e (ϕ) .

• Finally if ϕ is a negation or a disjunction, then the proof is a straightforward consequence of the induction
hypothesis.

As explained in the introduction of this section, we need to characterize the image of Ξm,d,e. This is done in the
following lemma.

Lemma 51. Let m, d, e ∈ N. There exists a Π2[+1, f ]-formula θm,d,e that is true over the V ′e-structures belonging to
the image of Ξm,d,e.

Proof. We give a list of properties that characterize the image of Ξm,d,e, together with Π2[+1, f ]-formulas which
express those properties.

• Let ψ0 be the formula which states that the cardinality of the structure is at least 2d+1, using the formula
introduced in Lemma 17:

γ≥2d+1 .

• Let ψ1 be the formula which states that all constants belong to mN:

e−1∧
i=0

Mulm(ci)

• Let ψ2 be the formula which states that the cardinality of the structure is a multiple of m:

Mulm (last−m+ 1)

• For each n ∈ m× N:

– Let ξ0 be the formula which states that fΞm,d,e(S) (n) = 0:

f (n)
.
= 0.

– Let ξ1 be the formula which states that fΞm,d,e(S) (n+ 1) is an odd integer between 1 and 2d+2 − 1:

2d∨
i=0

f (n)
.
= 2i+ 1.

– For q ∈ [2,m− 1], let ξ2,q be the formula which states that fΞm,d,e(S) (n+ q) is c×n if cn belongs to the
universe, and equals 1 otherwise:

f (q)
.
= 0 ∧ {[∃y.y .

= m× q + f (n+ q −m)] =⇒f (n+ q)
.
= m× q + f (n+ q −m)}

∧ {¬ [∃y.y .
= m× q + f (n+ q −m)] =⇒f (n+ q)

.
= 1} .

It should be noted that m× q and q −m are constants, hence it is indeed a Π2[+1, f ]-formula.
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– Let ξ3 be the formula which states that if fΞm,d,e(S) (n+ q) = 1 for q > 1, then fΞm,d,e(S) (n+ q +m) = 1:

{f (n+ q)
.
= 1}=⇒{f (n+m+ q)

.
= 1}.

Let ψ3 be the formula

∀n.

(
f (n)

.
= 0 ∧

m−1∧
i=2

n 6 .= i

)
=⇒{ξ0 ∧ ξ1 ∧ ξ2,q ∧ ξ3}

The image of Ξm,d,e is then defined by the formula θm,d,e = ψ0 ∧ ψ1 ∧ ψ2 ∧ ψ3.

Combining the formulas θm,d,e and Φm,d,e we can finally transform a ∃MSO[+1, (×b)2≤b<m]-spectrum S into a
FO[+1, f ]-spectrum m× S.

Lemma 52. Let m ≥ 2, d, e ∈ N, and k < m. Let ϕ ∈ FO[+1, (×b)b∈[m−1] , (Ri)i∈[d−1] , (xi)i∈[e−1]]. Let
ψ = θm,d,e ∧ Φm,d,e (ϕ). Then SP (ψ) = (m× SP (ϕ)) \ [2d+1 − 1].

Proof. We prove the equivalence by proving the two inclusions.

Let us prove that SP (ψ) ⊆ (m× SP (ϕ)) \ [2d+1 − 1].
Let n ∈ SP (ψ). Then there exists a V ′e-structure S ′ with cardinality n such that S ′ |= ψ. If follows from

the definition of ψ and Lemma 51 that the structure S ′ belongs to the image of Ξm,d,e. Hence n is of the form
m × n′, with n ≥ 2d+1 and there exists a Vm,d,e-structure S of cardinality n′ such that Ξm,d,e (S) = S ′. We have
S ′ |= Φm,d,e (ϕ), hence by Lemma 50, we have S |= ϕ, which implies that n′ ∈ SP (ϕ), hence n ∈ m× SP (ϕ).

Let us prove that SP (ψ) ⊆ (m× SP (ϕ)) \ [2d+1 − 1].
Let n ∈ (m× SP (ϕ)) \ [2d+1 − 1], then n = m × n′ and n ≥ 2d+1 with n′ ∈ SP (ϕ). We must prove that

n ∈ SP (ψ). There exists a Vm,d,e-model S of cardinality n′ such that S |= ϕ. Hence by Lemma 50 Ξm,d,e (S) |= Φm,d,e (ϕ).
Furthermore, by Lemma 51 we have Ξm,d,e (S) |= θm,d,e. Hence Ξm,d,e (S) is also a model of Φm,d,e (ϕ) ∧ θm,d,e,
that is, a model of ψ. Moreover, by definition, the cardinality of Ξm,d,e (S) is n. Hence n ∈ SP (ψ).

m 4
b0 3
S0 {3i+ 2 | i ∈ N}
ξ0 x ≡ 2 mod 3 ∧ x ≥ 8
Sk0 {12× n+ 8− 3× k | n ∈ N} for k ∈ [4]
T k0 {12× n+ 8− 4× k | n ∈ N} for k ∈ [4]
Uk0 {3× n+ 2− k | n ∈ N} for k ∈ [4]
ζk0 ∃ (Ri)i∈[11] .R0 (0) ∧ ∀x 6 .= last .∧11

i=0[Ri(x)⇐⇒Ri+1 mod 12 (x+ 1)]
∧R16−3k mod 12 (last)

b1 2
S1 {2i + 1 | i ∈ N}
S1

1 {2i + 1 | i ∈ N}
T 1

1 {2i + 1 | i ∈ N}
U1

1 {2i + 1 | i ∈ N>0}
ζ1
1 ∃Rq0 .Rq0 (last) ∧ ¬Rq0 (0) ∧ ∀n, n′.

[n 6 .= 0 ∧Rq0 (n) ∧ 2× n′ .= n] =⇒Rq0 (n′)
Sk1 ∅ for k being 0, 2, 3
T k1 ∅ for k being 0, 2, 3
Uk1 ∅ for k being 0, 2, 3
ζk1 false for k being 0, 2, 3
S S0 ∩ S1 = {22i + 1 | i > 1}
S1 {22i + 1 | i > 1}
T 1 {22i + 1 | i ∈ N}
Sk ∅ for k being 0, 2, 3
T k ∅ for k being 0, 2, 3

Table 1: Variables for a fixed set S = S0 ∩ S1 of Proof
of Theorem 42

We can finally give the proof of Theorem 42.
Table 1 gives examples of values for the variables of the

first part of the proof. It describes different ways to see the
set S = S0 ∩ S1. The formulas ζki are not the ones given
by Lemma 17, but some smaller equivalent ones. This sim-
plifies the example without loss of generality. Indeed this
proof is correct for any formula, and not only for the one
generated by Lemma 17.

Proof of Theorem 42. Let S be a ∗-recognizable set. Since
b-recognizable sets are closed under complementation, it
can be assumed that S is a positive boolean combination
of bi,j-recognizable sets, that is, S =

⋃
i

⋂
j Si,j where

every Si,j is bi,j-recognizable for some bi,j ≥ 2. Let
m = max (bi,j) + 1.

We create some intermediate sets and we prove that all
such sets are FO[+, (Vb)b<m]-definable. We then reduce the
problem to proving that those sets are Π2[+1, f ]-spectra.

By Lemma 18, spectra are closed by union, thus, in
order to prove that S is a Π2[+1, f ]-spectrum, it is suf-
ficient to prove that every Si =

⋂
j Si,j is a Π2[+1, f ]-

spectrum. Let i be fixed in the remaining of this proof. Let
χi,j(x) ∈ FO[+, Vbi,j ] be a formula which defines Si,j .
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Let us prove that Si =
⋂
j Si,j is a Π2[+1, f ]-spectrum.

Since the function Ξm,d,e multiplies the size of models
by m, we partition S into m parts, one part for each congru-
ence class. For k ∈ [m − 1], let Ski,j = Si,j ∩ (mN + k)

and Ski = Si ∩ (mN + k). The set Ski,j is b-recognizable as
it is defined by χki,j(x) = χi,j(x) ∧ x ≡ k mod m. The
modular relations are FO[+]-definable.

Then Si =
⋃
k∈[m−1] S

k
i . By Lemma 18 it is enough to

prove that Ski is a Π2[+1, f ]-spectrum. Let k ∈ [m− 1] be fixed for the remainder of the proof.

Let T ki,j = Ski,j − k, it is b−regular since it is defined by τki,j(x) = χki,j (x+ k).

Let T ki = ∩jT ki,j . By Lemma 19, it is enough to prove that T ki is a Π2[+1, f ]-spectrum. Let Uki,j =
Tk
i,j

m .
This set is also bi,j-recognizable as it is defined by βki,j(x) = τki,j (m× x). By Theorem 29 there exist d ∈ N and
an ∃MSOΠ2[+1,×bi,j ]-formula ζki,j of the form ∃R0, . . . , Rd−1.ξ

k
i,j such that SP

(
ζki,j
)

= Uki,j . Without loss of
generality, it can be assumed that no second order variable is used in two distinct formulas ζki,j and ζk

′

i′,j′ . Hence the
formulas ∃R0, . . . , Rd−1.

∧
j ζ

k
i,j and

∧
j ∃R0, . . . , Rd−1.ζ

k
i,j are equivalent.

Let ψki = θm,d,e ∧ Φm,d,0

(∧
j ζ

k
i,j

)
, then by Lemma 52,

SP
(
ψki
)

=m×SP
(∧

j ζ
k
i,j

)
\[2d+1 − 1] =m× [

⋂
j SP

(
ζki,j
)
]\[2d+1 − 1] =

m× [
⋂
j U

k
i,j ] \[2d+1 − 1] =m× Uki \[2d+1 − 1] =T ki,j \[2d+1 − 1].

Hence T ki \ [2d+1 − 1] is a Π2[+1, f ]-spectrum, and by Lemma 17, T ki is a Π2[+1, f ]-spectrum.

4.2 From spectra of Non-deterministic 2-counter automata to FO[+1, f ]-spectra
The following theorem is similar to Theorem 38, for the logic FO[+1, f ].

Theorem 53. For each non-deterministic 2-counter automaton A, there exists a formula χA ∈ Π2 [+1, f ] such that
SP (χA) =

{
2t+3 + 4 | t ∈ SP (A)

}
.

Proof. Let A be a non-deterministic 2-counter automaton. We use Theorem 38 with g(x) = x × 2, hence with
sgt = 2t+1. By this theorem, there exists ϕA ∈ ∃MSOΠ2[+1,×2] such that SP (ϕA) = {2t+1 +1 | t ∈ SP (A)}. The
formulaϕA is of the form ∃X0, . . . , Xd−1.ψA withψA ∈ Π2 [+1,×2, X0, . . . , Xd−1]. By Lemma 16, SP (ϕA) = SP (ψA).

Let χA = θ4,d,0 ∧ Φ4,d,0 (ψA), where θ4,d,0 is the Π1[+1, f ]-formula of Lemma 51, and Φ4,d,0 is the function of
Definition 48. By Lemma 52 we have:

SP (χA) = {4× n | n ∈ SP (ψA)} \
[
2d+1 − 1

]
=
{

4×
(
2t+1 + 1

)
| t ∈ SP (A)

}
\
[
2d+1 − 1

]
=
{

2t+3 + 4 | t ∈ SP (A)
}
\
[
2d+1 − 1

]
.

By Lemma 17,
{

2t+3 + 4 | t ∈ SP (A)
}

is also a spectrum.

Using the ideas of the reduction from Theorem 41 to Theorem 53, we obtain the following theorem:

Theorem 54. The finite satisfiability and the satisfiability over N of Π2[+1, f ] are undecidable.

4.3 Defining increasing functions in FO[+1, f ]

In last section, it is proven that Π2 [+1, f ] – with f an uninterpreted unary function – allows to express in N, that the
interpretation of f is the multiplication by a constant b. We now prove that we can encode functions that increase
extremely quickly such as n 7→ c ↑d n, the Knuth’s up-arrow function defined in [17].
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We introduce the induction operator ι : ((N→ N)× N) → (N→ N). For f : N → N, c, n ∈ N, let ι (f, c) be the
function defined by recursion on c such that ι (f, c) (0) = c and ι (f, c) (n+ 1) = f (ι (f, c) (n)).

Definition 55 (F). Let F be the smallest set of functions containing:

• the constant function 0,

• the function successor “+1”,

• the function f ◦ g for each function f and g of F and

• the function ι(f, c) for each function f of F and c ∈ N.

We give some examples of functions in F:

Example 56. • the function +1 ◦+ (c− 1) equals the function +c,

• the function +c ◦ 0 equals the constant function c,

• the function ι (+c, 1) equals the multiplication by a constant ×c,

• the function ι (×c, 1) equals the exponentiation in base c, n 7→ cn and

• the function c ↑d+1 n = ι
(
c ↑d n, c

)
equals the function c ↑d n.

Hence, F contains functions that are known to increase quickly. On the other hand, it does not seem to contain
functions such as log (n) or n2.

Theorem 57. For each g ∈ F there exists a formula ϕ (x, y) ∈ Π2[+1, f ] such that for any {+1, f}-structure over
the universe N, S |= ϕ (x, y) if and only if g

(
xS
)

= yS .

Proof. The function g is defined by induction, using a finite number m of functions. Let (gi)i∈[m−1] be a list of those
functions, with g = gm. Let M = m + 2. Each function gi will be defined in the equivalence class i + 2 modulo
M . Hence the set of multiples of M must also be defined. For technical reasons, the last equivalence class defines the
multiplication by M .

We state that the function fS is such that for n ∈ N, fS (M × n) = 0, and for a ∈ [M−1]\{0}, fS (M × n+ a) 6= 0.
This can be express by the formula ϕlast, equal to:

M−2∧
a=1

f (a) 6 .= 0 ∧ f (0)
.
= 0 ∧ ∀x.f(x)

.
= 0⇐⇒f (x+M)

.
= 0.

By this requirement, x ≡ a mod (m+ 2) can be expressed by f (x− a)
.
= 0.

We state that fS (n×M + 1) = M2 × n+ 1, which can be express by the following formula ϕmul, equal to:

f (1)
.
= 1 ∧ (∀x.x ≡ 1 mod M) f (x+M)

.
= f(x) +M2.

Hence x×M .
= y can be expressed by:

m+1∨
a=0

(x ≡ a mod M ∧ f (x+ 1− a) + a×M − 1
.
= y) ,

Finally, for a ∈ [m − 1], for n ∈ N, f (n×M + a+ 2) = ga (n) + 1. Hence ga(x) can be defined as
f (x×M + a+ 2)− 1 by the formula ϕga defined as follows:

• if ga is the constant function 0, let ϕga be ∀x.f (x×M + a+ 2)
.
= 1,

• if ga is the function +1, let ϕga be ∀x.f (x×M + a+ 2)
.
= x+ 2,
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• if ga is the function gb ◦ gc, let ϕga be ∀x.f (x×M + a+ 2)
.
= gb (gc(x)),

• and finally, if ga is the function ι (gb, c), letϕga be f (a)
.
= c+ 1∧{∀x.x ≡ a mod M} f (x+m+ 2)

.
= gb (f(x)− 1).

Then the formula ϕ defined as

ϕlast ∧ ϕmul ∧
m−1∧
i=0

ϕgi .

asserts that g is interpreted as required above.
Hence g

(
xS
)

= yS can be expressed as ϕ ∧ gm(x)
.
= y, that is as ϕ ∧ f(Mx+m+ 2)− 1

.
= y.

5 Conclusion
In this paper, we have proven that, contrary to what may intuitively be expected, first-order logic with only the succes-
sor and an uninterpreted function is quite expressive. In particular the spectra of those logics are complex, even when
there is only one alternation of quantifiers.

Note that the spectrum of ϕA for the non-deterministic 2-counter automaton A of Example 28 is equal to{
27n+3n2+1 + 1 | n ∈ N>0

}
.

We could generate spectra more natural than
{

27n+3n2+1 + 1 | n ∈ N>0
}

such as
{

2n
2

+ 1 | n ∈ N>0
}

. Indeed, the
encoding of spectra used in Theorem 38 is robust. In order to give more flexibility to generate the desired spectra, the
following modifications in the definition of the non-deterministic 2-counter automaton could easily be encoded in a
similar fashion:

• adding any finite number of counters,

• adding an instruction that copies a counter into another one,

• assigning 0 to a counter.

More generally, it remains to find more classes of sets which are spectra of those logics. In particular, we are
currently studying how to encode the image of polynomials as FO[+1, f ]-spectra with f uninterpreted.
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