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Abstract

We prove the nonlinear asymptotic stability of the critical front of the Fisher-KPP equation

using pointwise semigroup methods. We show that perturbations of the critical front decay

algebraically with rate t−3/2 in a weighted L∞ space.
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1 Introduction

We revisit the asymptotic stability analysis of Gallay [6] for the critical Fisher-KPP front of the

following scalar parabolic equation

ut = uxx + cux + f(u), t > 0, x ∈ R, (1.1)

where f : R → R is an analytic map satisfying f(0) = f(1) = 0, f ′(0) > 0, f ′(1) < 0 and

f ′′(u) < 0 for all u ∈ (0, 1) and c > 0. For such an example, it is well known that for any wavespeed

c ≥ 2
√
f ′(0) := c∗, there exist monotone traveling front solutions q(x) connecting u = 1 at −∞

and u = 0 at +∞ where the front profile q is solution of the second order ODE

0 = qxx + cqx + f(q). (1.2)

∗email: gregory.faye@math.univ-toulouse.fr
†email: mholzer@gmu.edu
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The stability of traveling fronts for the Fisher-KPP equation has been studied by many authors.

For the super-critical family of fronts propagating with speeds c > c∗, stability was established

by Sattinger using exponential weights to stabilize the essential spectrum and yield exponential

in time stability; see [14]. Stability of the critical front was established by [11], with extensions

and refinements achieved in [4–6]. The sharpest of these results for the Fisher-KPP equation is

[6], where perturbations of the critical front are shown to converge in an exponentially weighted

L∞ space with algebraic rate t−3/2. Of course, we also mention that strong results concerning

the convergence of compactly supported initial data to traveling fronts are possible for (1.1) using

comparison principle techniques; see for example [2].

The primary challenge presented by the critical front is that it is not possible to stabilize the

essential spectrum using exponential weights. This is due to the presence of absolute spectrum

at λ = 0 in the form of a branch point of the dispersion relation of the asymptotic system near

+∞. The presence of continuous spectrum near the origin suggests algebraic decay and one might

further anticipate heat kernel type decay of perturbations. As we note above, perturbations of the

critical front are known to converge slightly faster – in an exponentially weighted L∞ space with

algebraic rate t−3/2; see [6].

Our approach is similar to that of [14] where the linear eigenvalue problem is studied in an expo-

nentially weighted space and resolvent estimates are obtained via inverse Laplace transform. For

the super-critical fronts studied in [14] the Laplace inversion contours can be placed in the stable

half plane thereby simplifying the analysis. No such extension is possible here and we instead ap-

proach the problem using pointwise semigroup estimates. Pointwise semigroup methods have been

developed over the past several decades to address stability problems where the essential spec-

trum can not be separated from the imaginary axis. Applications include stability of viscous shock

waves; see [8, 16], stability and instability of spatially periodic patterns; see [9], stability of defects

in reaction-diffusion equations; see [3], and more recently stability of stationary reaction-diffusion

fronts; see [12], to mention a few.

A rough outline of our approach is as follows.

� Working in an exponentially weighted space with weight ω(x), we construct bounded solutions

ϕ±(x) for the eigenvalue problem Lp = λp on R± where L is a linear operator describing the

linearized eigenvalue problem transformed to the weighted space.

� Find bounds for the pointwise Green’s function,

Gλ(x, y) =


ϕ+(x)ϕ−(y)

Wλ(y)
, x ≥ y,

ϕ−(x)ϕ+(y)

Wλ(y)
, x ≤ y,

where the Wronskian Wλ(y) := ϕ+(y)ϕ−
′
(y)−ϕ+′(y)ϕ−(y), is often referred to as the Evans

function; see [1].
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� Apply the inverse Laplace transform, and by a suitable choice of inversion contour show that

the Green’s function

G(t, x, y) =
1

2πi

∫
Γ
eλtGλ(x, y)dλ, (1.3)

decays pointwise with algebraic rate t−3/2.

� Apply Lp estimates to the nonlinear solution expressed using Duhamel’s formula,

p(t, x) =

∫
R
G(t, x, y)p0(y)dy +

∫ t

0

∫
R
G(t− τ, x, y)ω(y)N (q∗(y), ω(y)p(τ, y))p(τ, y)dydτ,

to show that the nonlinear system also exhibits the same algebraic decay rate.

This approach is motivated by the observation in [13] that the faster algebraic decay rate is a

consequence of the lack of an embedded zero of the Evans function at λ = 0 (the analytic extension

of the Evans function to the branch point is possible due to the Gap Lemma; see [7, 10]). Indeed,

the critical front has weak exponential decay near x = +∞,

q∗(x) ∼
+∞

bxe−γ∗x, (1.4)

where γ∗ := c∗/2 and for some b > 0. This weak exponential decay implies that the derivative

of the wave also has weak exponential decay and therefore does not lead to a zero of Wλ(y) at

λ = 0. In the outline of our argument, this fact comes into play when we require bounds on

the supremum of G(t, x, y). We find that this quantity is dominated by a region where Gλ(x, y)

resembles Ce−
√
λ(x−y). Of course, this is exactly the Laplace transform of the derivative of the heat

kernel; from which we naturally expect algebraic decay with rate t−3/2.

We now state our main result. Let ω(x) > 0 be a positive, bounded, smooth weight function of the

form

ω(x) =

{
e−γ∗x x ≥ 1,

eβx x ≤ −1,

for some 0 < β < − c∗
2 +

√
c2∗
4 − f ′(1).

Theorem 1. Consider (1.1) with initial data u(0, x) = q∗(x) + v0(x). There exists an ε > 0 such

that if 0 ≤ v0(x) ≤ 1 satisfies,

∣∣∣∣∣∣∣∣ 1

(1 + | · |)
v0(·)
ω(·)

∣∣∣∣∣∣∣∣
L∞

<

∣∣∣∣∣∣∣∣(1 + | · |)v0(·)
ω(·)

∣∣∣∣∣∣∣∣
L1

< ε

then the solution u(t, x) is defined for all time and the critical front is nonlinearly stable in the

sense that there exists a C > 0 such that∣∣∣∣∣∣∣∣ 1

1 + | · |
v(t, ·)
ω(·)

∣∣∣∣∣∣∣∣
L∞
≤ C

(1 + t)3/2
, t > 0.
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Theorem 1 recovers the algebraic in time L∞ decay rate of perturbations of the critical front that

was obtained in [6]. The main contribution of the present study is to present an alternate proof

based upon pointwise semigroup methods. The proof in [6] uses as a weight the derivative of the

front profile. In this weighted space, the linearized operator as x → ∞ is equivalent to the radial

Laplacian in three dimensions; for which the fundamental solution possesses algebraic decay rate

t−3/2. The nonlinear argument relies on scaling variables and the application of renormalization

group techniques. In comparing Theorem 1 to the main result in [6] we note small differences in the

spatial decay rates of the allowable perturbations and note that the result in [6] is stronger than

the one presented here in that the author is able to identify an asymptotic profile for the solution

in addition to its decay rate.

The rest of the paper is organized as follows. In Section 2, we set up and study the linearized

eigenvalue problem. In Section 3, we derive bounds on the pointwise Green’s function Gλ(x, y).

These estimates are leveraged to obtain bounds on the time Green’s function G(t, x, y) in Section 4.

The nonlinear stability argument is then presented in Section 5.

2 Preliminaries and ODE estimates

In this section, we set up the linear stability problem and begin to construct the pointwise Green’s

function Gλ(x, y).

We work in frame moving to the right with constant velocity c∗, so that equation (1.1) reads

ut = uxx + c∗ux + f(u), t > 0, x ∈ R, (2.1)

and writing the solutions u(t, x) = q∗(x) + v(t, x), we obtain the following equation for the pertur-

bation v(t, x):

vt = vxx + c∗vx + f ′(q∗)v + f(q∗ + v)− f(q∗)− f ′(q∗)v, t > 0, x ∈ R. (2.2)

Let ω(x) > 0 be a positive, bounded, smooth weight function of the form

ω(x) =

{
e−γ∗x x ≥ 1,

eβx x ≤ −1,
(2.3)

for some β > 0 which will be fixed later. Without loss of generality we assume that ω(0) = 1. We

perform a change of variable of the form v = ωp, where p now satisfies

pt = pxx +

(
c∗ + 2

ω′

ω

)
px +

(
f ′(q∗) + c∗

ω′

ω
+
ω′′

ω

)
p+N (q∗, ωp)p, t > 0, x ∈ R, (2.4)

where

N (µ, ν) :=
1

ν

(
f(µ+ ν)− f(µ)− f ′(µ)ν

)
.

From now on, we will denote by L the linear operator

Lp := pxx +

(
c∗ + 2

ω′

ω

)
px +

(
f ′(q∗) + c∗

ω′

ω
+
ω′′

ω

)
p, (2.5)
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Figure 1: Illustration of the action of the weight function ω on the boundaries of the essential spectrum of

the linearized equation around the critical traveling front solution q∗. Note that Σ− is mapped to Γ− while

Σ+ is mapped to the negative real axis Γ+ inclusive of the point at 0.

with dense domain H2(R) in L2(R). Let us note that for x ≥ 1, the operator L reduces to

Lp = pxx + (f ′(q∗)− f ′(0))p,

while for x ≤ −1, it becomes

Lp = pxx + (c∗ + 2β)px +
(
f ′(q∗) + c∗β + β2

)
p,

from which we impose that 0 < β < − c∗
2 +

√
c2∗
4 − f ′(1) so that the essential spectrum of

L−∞ := ∂xx + (c∗ + 2β)∂x +
(
f ′(1) + c∗β + β2

)
lies to the left of the imaginary axis. We denote by Γ− the parabola in the complex plane defined

by the boundary of the essential spectrum of L−∞, that is

Γ− :=
{
−`2 + (c∗ + 2β)i`+ f ′(1) + c∗β + β2 | ` ∈ R

}
.

We illustrate in Figure 1 the action of the weight function ω on the boundaries of the essential

spectrum of the linearized equation around the critical traveling front solution q∗.

For simplicity, we will denote

ζ1 := c∗+2
ω′

ω
=

{
0 x ≥ 1,

(c∗ + 2β) x ≤ −1,
and ζ0 := f ′(q∗)+c∗

ω′

ω
+
ω′′

ω
=

{
f ′(q∗)− f ′(0) x ≥ 1,

f ′(q∗) + c∗β + β2 x ≤ −1,

with asymptotics

lim
x→−∞

ζ0(x) = f ′(1) + c∗β + β2 < 0, and lim
x→+∞

ζ0(x) = 0,
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such that operator L reads

Lp = pxx + ζ1px + ζ0p.

The pointwise Green’s function Gλ(x, y) is a solution of

(L − λ)Gλ = −δ(x− y), (2.6)

where δ(x) is the Dirac distribution. To the right of the essential spectrum solutions can be

constructed by identifying exponentially decaying solutions on either half-line and then matching

them at x = y enforcing continuity and a jump discontinuity in the derivative,

lim
x→y−

∂Gλ

∂x
+ 1 = lim

x→y+
∂Gλ

∂x
.

We begin with the construction of the exponentially decaying solutions of

Lp = λp. (2.7)

Our notations will be to denote by ϕ±(x) the (unique up to multiplication by a constant) exponen-

tially decaying solutions of (2.7) at ±∞, and by ψ± a choice of exponentially growing solutions at

±∞. We can already compute the asymptotic decay and growth rates of ϕ± and ψ± from (2.7) at

±∞. At +∞, we obtain the simpler system

pxx = λp,

from which we deduce the asymptotic exponential rates ±
√
λ. While at −∞, the system reduces

to

L−∞p = λp,

with growth rates given by

µ±(λ, β) :=
−(c∗ + 2β)

2
± 1

2

√
(c∗ + 2β)2 − 4(f ′(1) + c∗β + β2) + 4λ.

Using the above notations, the Green’s function Gλ(x, y) for (2.6) takes the form

Gλ(x, y) =


ϕ+(x)ϕ−(y)

Wλ(y)
, x ≥ y,

ϕ−(x)ϕ+(y)

Wλ(y)
, x ≤ y,

where Wλ(y) is the Wronskian,

Wλ(y) := ϕ+(y)ϕ−
′
(y)− ϕ+′(y)ϕ−(y),

and thus satisfies the equation

∂yWλ(y) = −ζ1(y)Wλ(y).
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As a consequence and due to the choice of ω(0) = 1 we have that

Wλ(y) =
e−c∗y

ω2(y)
Wλ(0), y ∈ R. (2.8)

From (2.8) and the specific form of the weight function ω, it is then straightforward to check that

Wλ(y) simplifies to

Wλ(y) =

{
Wλ(0), y ≥ 1,

e−(c∗+2β)yWλ(0), y ≤ −1.

Lemma 2.1. The Wronskian function Wλ satisfies the following properties:

(i) W0(y) 6= 0 for all y ∈ R;

(ii) there exists Ms > 0 such that for all λ to the right of Γ− and off the negative real axis with

|λ| < Ms, we have
1

|Wλ(y)| ≤ C

for all y ∈ R and some constant C > 0.

Proof. When λ = 0, we have that ϕ− = ω−1q′∗. Using the asymptotic behavior of the critical front

at +∞, that is that there exist a > 0 and b > 0 such that

q∗(y) = (a+ by)e−γ∗y +O(y2e−2γ∗y),

as y → +∞, we deduce that

ϕ−
′
(y) ∼

+∞
−γ∗b,

and as a consequence,

W0(y) ∼
+∞
−γ∗b,

which in turn implies that W0(0) 6= 0. We further note that Wλ(y) 6= 0 for all λ to the right of

the essential spectrum indicating the absence of unstable point spectrum. This is a consequence of

Theorem 5.5 in [14]. We therefore obtain (ii) from the definition of Wλ in (2.8).

Lemma 2.2. Under the assumptions of our main theorem, for the constant Ms > 0 from Lemma 2.1,

and 0 < α < γ∗, we have the following estimates on the growth and decay modes ϕ± and ψ± of

(2.7).

(i) (0 ≤ x) For all |λ| ≤Ms, to the right of Γ− and off the negative real axis,

ϕ+(x) = e−
√
λx
(
1 + θ+

1 (x, λ)
)
,

ϕ+′(x) = e−
√
λx
(
−
√
λ+ θ+

2 (x, λ)
)
,

ψ+(x) = e
√
λx
(
1 + κ+

1 (x, λ)
)
,

ψ+′(x) = e
√
λx
(√

λ+ κ+
2 (x, λ)

)
,
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where

θ+
1 (x, λ), κ+

1 (x, λ) = O(e−αx)

while

θ+
2 (x, λ), κ+

2 (x, λ) = O(
√
λ)O(e−αx).

(ii) (x ≤ 0) For all |λ| ≤Ms and to the right of Γ−,

ϕ−(x) = eµ
+(λ,β)x

(
1 + θ−1 (x, λ)

)
,

ϕ−
′
(x) = eµ

+(λ,β)x
(
µ+(λ, β) + θ−2 (x, λ)

)
,

ψ−(x) = eµ
−(λ,β)x

(
1 + κ−1 (x, λ)

)
,

ψ−
′
(x) = eµ

−(λ,β)x
(
µ−(λ, β) + κ−2 (x, λ)

)
,

where

θ−1,2(x, λ), κ−1,2(x, λ) = O(eαx).

Proof. As the analysis is similar for each case, we will develop it only for ϕ+ and ψ+. Following

[16], we first write (2.7) as a first order system of differential equations of the form

P ′ = A(x, λ)P, P = (p, p′)t, (2.9)

where

A(x, λ) :=

(
0 1

λ− ζ0(x) −ζ1(x)

)
,

with associated asymptotic matrices at x = ±∞

A+(λ) :=

(
0 1

λ 0

)
, and A−(λ) :=

(
0 1

λ− (f ′(1) + c∗β + β2) −c∗ − 2β

)
.

Case ϕ+. Setting P (x) = e−
√
λxZ(x), we can rewrite P ′ = A(x, λ)P as

Z ′ = (A+(λ) +
√
λI2)Z + (A(x, λ)−A+(λ)︸ ︷︷ ︸

:=B(x)

)Z, (2.10)

where for x ≥ 1 we have

B(x) =

(
0 0

−ζ0(x) 0

)
,

with |ζ0(x)| = |f ′(0) − f ′(q∗(x))| = O(e−αx) as x → +∞. We seek a solution such as Z(x) →
Z+(λ) = (1,−

√
λ)t as x→ +∞, and thus we look for solutions of the integral equation

Z(x) = Z+ −
∫ +∞

x
e(A+(λ)+

√
λI2)(x−y)B(y)Z(y)dy,
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for which we have the explicit formula for e(A+(λ)+
√
λI2)z given by

e(A+(λ)+
√
λI2)z =

(
1
2 + 1

2e
2
√
λz − 1

2
√
λ

+ 1
2
√
λ
e2
√
λz

−
√
λ

2 +
√
λ

2 e
2
√
λz 1

2 + 1
2e

2
√
λz

)
.

As a consequence of the specific structure of the matrix B(x), we obtain a decoupled equation for

the first component z1(x) of Z(x) which we shall obtain as a fixed point of the following map T

T (z1)(x) := 1 +

∫ +∞

x

(
− 1

2
√
λ

+
1

2
√
λ
e2
√
λ(x−y)

)
ζ0(y)z1(y)dy,

for x ≥ 1. The contraction mapping theorem and the remark that |ζ0(x)| = O(e−αx) as x → +∞
implies the existence of a fixed point of T on L∞([A,∞)) for A > 0 sufficiently large. Then, using

an iterative argument, we also get that z1 can be expressed as

z1(x) = 1 + θ+
1 (x, λ),

where θ+
1 (x, λ) = O(e−αx) as x→ +∞ uniformly in λ. Furthermore the function θ+

1 (·, λ) is analytic

in
√
λ, as it can directly be inferred from the fact that∫ +∞

x

(
− 1

2
√
λ

+
1

2
√
λ
e2
√
λ(x−y)

)
ζ0(y)dy = −

∫ +∞

x
e2
√
λ(x−y)

(∫ +∞

y
ζ0(τ)dτ

)
dy

by integration by parts. From the solution z1, we directly obtain an expression for the second

component z2 of Z(x) as

z2(x) = −
√
λ+

∫ +∞

x

(
1

2
+

1

2
e2
√
λ(x−y)

)
ζ0(y)z1(y)dy := −

√
λ+ θ+

2 (x, λ),

with the asymptotics θ+
2 (x, λ) = O(

√
λ)O(e−αx) as x → +∞. To obtain the conclusion of the

lemma and a solution defined for all x ≥ 0, it suffices to flow backward the solution of (2.10) from

x = A to x = 0 .

Case ψ+. For ψ+, we perform the change of variable P (x) = e
√
λxZ(x) in (2.9), so that we obtain

Z ′ = (A+(λ)−
√
λI2)Z + B(x)Z. (2.11)

We want to construct ψ+ as a solution of (2.11) which satisfies the following two conditions:

� lim
x→+∞

Z(x) = Z̃+(λ) = (1,
√
λ)t,

� strong convergence to Z̃+(λ).

To do so, we first write the variation of constants formula for (2.11)

Z(x) = e(A+(λ)−
√
λI2)(x−x0)Z0 +

∫ x

x0

e(A+(λ)−
√
λI2)(x−y)B(y)Z(y)dy, (2.12)
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for some x0 ≥ 1 and Z0 ∈ R2 to be chosen later. The matrix A+(λ)−
√
λI2 has two eigenvalues 0

and −2
√
λ to which we associate a center projection Πc and a stable projection Πs. Noticing that

we want to impose convergence of Z(x) as x → +∞ along the center direction (1,
√
λ)t, we have

that

Z(x) = e(A+(λ)−
√
λI2)(x−x0)ΠsZ0 −

∫ +∞

x
e(A+(λ)−

√
λI2)(x−y)ΠcB(y)Z(y)dy + Z̃+(λ)

+

∫ x

x0

e(A+(λ)−
√
λI2)(x−y)ΠsB(y)Z(y)dy.

In order to have strong convergence along the center direction, we further impose

e−(A+(λ)−
√
λI2)x0ΠsZ0 +

∫ +∞

x0

e−(A+(λ)−
√
λI2)yΠsB(y)Z(y)dy = 0,

such we look for bounded solutions of

Z(x) = Z̃+(λ)−
∫ +∞

x
e(A+(λ)−

√
λI2)(x−y)B(y)Z(y)dy.

Once again, the first component decouples and we obtain

z1(x) = 1 +

∫ +∞

x

(
1

2
√
λ
− 1

2
√
λ
e−2
√
λ(x−y)

)
ζ0(y)z1(y)dy.

We then look for solutions of the form z1(x) = 1 + κ+
1 (x, λ), where κ+

1 (x, λ) is solution of

κ(x) =

∫ +∞

x

(
1

2
√
λ
− 1

2
√
λ
e−2
√
λ(x−y)

)
ζ0(y)dy +

∫ +∞

x

(
1

2
√
λ
− 1

2
√
λ
e−2
√
λ(x−y)

)
ζ0(y)κ(y)dy.

By integration by parts and as |ζ0(x)| = O(e−αx) as x→ +∞, we also have that∫ +∞

x

(
1

2
√
λ
− 1

2
√
λ
e−2
√
λ(x−y)

)
ζ0(y)dy = −

∫ +∞

x
e−2
√
λ(x−y)

(∫ +∞

y
ζ0(τ)dτ

)
dy,

for all λ such that 2<(
√
λ)− α < 0. As a consequence, we have the estimate∣∣∣∣∫ +∞

x

(
1

2
√
λ
− 1

2
√
λ
e−2
√
λ(x−y)

)
ζ0(y)dy

∣∣∣∣ = O(e−αx),

which allows us to apply the contraction mapping theorem and get the existence of κ+
1 such that

x 7→ eαxκ+
1 (x, λ) ∈ L∞([B,∞)) for B > 0 sufficiently large.

The following Corollary will be essential in the derivation of our bounds for the pointwise Green’s

function Gλ(x, y). It will turn out that the O(e−αx) bounds for κ+
1,2 and θ+

1,2 will be insufficient and

we will instead require a bound of O(
√
λ)O(e−αx) on their difference. We remark that a similar

cancellation occurs in [8] for a different problem where a branch point exists at the origin.

Corollary 2.3. For κ+
1,2 and θ+

1,2 defined in Lemma 2.2, we have that

κ+
1,2(x, λ)− θ+

1,2(x, λ) =
√
λΛ+

1,2(x, λ), (2.13)

where Λ+
1,2(x, λ) = O(e−αx) for x ≥ 0 and Λ+

1,2 is analytic in
√
λ.
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Proof. We recall from the previous Lemma that θ+
1 is solution of

θ(x) = −
∫ +∞

x
e2
√
λ(x−y)

(∫ +∞

y
ζ0(τ)dτ

)
dy +

∫ +∞

x

(
− 1

2
√
λ

+
1

2
√
λ
e2
√
λ(x−y)

)
ζ0(y)θ(y)dy,

while κ+
1 is solution of

κ(x) = −
∫ +∞

x
e−2
√
λ(x−y)

(∫ +∞

y
ζ0(τ)dτ

)
dy +

∫ +∞

x

(
1

2
√
λ
− 1

2
√
λ
e−2
√
λ(x−y)

)
ζ0(y)κ(y)dy.

As a consequence, we obtain that

κ+
1 (x, λ)− θ+

1 (x, λ) = −
∫ +∞

x

(
e−2
√
λ(x−y) − e2

√
λ(x−y)

)(∫ +∞

y
ζ0(τ)dτ

)
dy

+

∫ +∞

x

(
1

2
√
λ
− 1

2
√
λ
e−2
√
λ(x−y)

)
ζ0(y)κ+

1 (y, λ)dy

−
∫ +∞

x

(
− 1

2
√
λ

+
1

2
√
λ
e2
√
λ(x−y)

)
ζ0(y)θ+

1 (y, λ)dy.

Denoting Θ0(y) = −
∫ +∞
y ζ0(τ)dτ , we have∫ +∞

x

(
e−2
√
λ(x−y) − e2

√
λ(x−y)

)
Θ0(y)dy = 2

√
λ

∫ +∞

x

(
e−2
√
λ(x−y) + e2

√
λ(x−y)

)(∫ +∞

y
Θ0(τ)dτ

)
dy,

where ∫ +∞

x

(
e−2
√
λ(x−y) + e2

√
λ(x−y)

)(∫ +∞

y
Θ0(τ)dτ

)
dy = O(e−αx),

for x ≥ 0. Iterating the argument in the other integral terms, we finally obtain the desired expression

(2.13). The proof is then similar for κ+
2 (x, λ)− θ+

2 (x, λ).

3 Estimates on the Green’s function Gλ(x, y)

Define the following subset of the complex plane,

Ωδ = {λ ∈ C |<(λ) ≥ −δ0 − δ1|=(λ)|} , (3.1)

where δ0,1 > 0 are chosen small enough such that Γ− ∩ Ωδ = ∅.
We now derive estimates on Gλ(x, y) in two regimes: sufficiently large λ and the remaining values

of λ near the origin.

Lemma 3.1. There exists an Ml > 0 such that if λ ∈ Ωδ and |λ| > Ml then there exists some

η > 0 such that

|Gλ(x, y)| ≤ C√
|λ|
e−
√
|λ|η|x−y|. (3.2)

11



Proof. This is a standard result, see Proposition 7.3 of [16], but we sketch it here for completeness.

To construct Gλ, we require solutions of

p′′ + ζ1(x)p′ + ζ0(x)p− λp = 0.

After scaling the spatial coordinate as x̃ =
√
|λ|x, we express this as a first order system,

dP

dx̃
= A(x̃, λ)P, P =

(
p, q/

√
|λ|
)t
. (3.3)

Let λ̃ = λ
|λ| at which point we observe

A(x̃, λ) :=

(
0 1

λ̃ 0

)
+

1√
|λ|

 0 0

− 1√
|λ|
ζ0

(
x̃√
|λ|

)
−ζ1

(
x̃√
|λ|

) .

Since λ̃ is normalized to lie on the unit circle, there exists an η(δ) > 0 such that <
(√

λ̃
)
> η for all

λ ∈ Ωδ. Therefore, the leading order system possesses modes that decay at exponential rate e−
√
λ̃x̃

(e
√
λ̃x̃) as x̃ → ∞ (x̃ → −∞). For

√
|λ| sufficiently large, the full system then has solutions that

decay with exponential rate e−ηx̃ (eηx̃). Reverting to the original variables and imposing continuity

and a jump discontinuity in the derivative at x = y we obtain estimates for Gλ as specified in (3.2).

Lemma 3.2. Under the assumptions of our main theorem and for |λ| ≤Ms to the right of Γ− and

off the negative real axis, we have the following estimates.

(i) y ≤ 0 ≤ x
Gλ(x, y) = e−

√
λ(x−y)O

(
e(µ+(λ,β)−

√
λ)y
)

;

(ii) x ≤ 0 ≤ y
Gλ(x, y) = e

√
λ(x−y)O

(
e(µ+(λ,β)−

√
λ)x
)

;

(iii) 0 ≤ y ≤ x
Gλ(x, y) = e−

√
λ(x−y)O

(
e(
√
λ−α)y

)
;

(iv) 0 ≤ x ≤ y
Gλ(x, y) = e

√
λ(x−y)O

(
e(
√
λ−α)x

)
;

(v) y ≤ x ≤ 0

Gλ(x, y) = eµ
−(λ,β)(x−y)O (1) ;

(vi) x ≤ y ≤ 0

Gλ(x, y) = eµ
+(λ,β)(x−y)O (1) .

All terms O are analytic for the λ considered here.

12



Proof. Cases (i)-(ii). For y ≤ 0 ≤ x, we have

Gλ(x, y) =
ϕ+(x)ϕ−(y)

Wλ(y)
,

and according to Lemma 2.2, we can write

Gλ(x, y) =
1

Wλ(y)
e−
√
λ(x−y)(1 + θ+

1 (x, λ))(1 + θ−1 (y, λ))e(µ+(λ,β)−
√
λ)y.

Now using Lemma 2.1 and the estimates on θ±1 (·, λ), we conclude that

Gλ(x, y) = e−
√
λ(x−y)O

(
e(µ+(λ,β)−

√
λ)y
)
,

where the terms containing O are analytic to the right of Γ− and away from the negative real axis.

This concludes the case (i), and (ii) can be treated similarly.

Cases (iii)-(iv). Let us fix 0 ≤ y ≤ x. When 0 ≤ y we need to express ϕ−(y) as a linear combination

of ϕ+(y) and ψ+(y). Thus, we write

ϕ−(y) = C(y, λ)ϕ+(y) +D(y, λ)ψ+(y).

We denote by Jλ and Iλ the following two determinants

Jλ(y) := ϕ+(y)ψ+′(y)− ϕ+′(y)ψ+(y), Iλ(y) := ϕ−(y)ψ+′(y)− ϕ−′(y)ψ+(y),

such that the coefficients C and D are given by

C(y, λ) =
Iλ(y)

Jλ(y)
, and D(y, λ) =

Wλ(y)

Jλ(y)
.

Let us first remark that from Lemma 2.2, we have

Jλ(y) = (1 + θ+
1 (y, λ))(

√
λ+ κ+

2 (y, λ)− (−
√
λ+ θ+

2 (y, λ))(1 + κ+
1 (y, λ)) = 2

√
λ+O(e−αy),

as y → +∞. Finally, as both ϕ+ and ψ+ are solutions of (2.7), we have that ∂yJλ(y) = 0 for all

y ≥ 1, from which we deduce that

Jλ(y) = 2
√
λ, for y ≥ 1.

It will be convenient to rewrite ϕ−(y) as

ϕ−(y) =

(
C(y, λ) +

Wλ(y)

Jλ(y)e−2
√
λy

)
ϕ+(y) +

Wλ(y)

Jλ(y)

(
ψ+(y)− e2

√
λyϕ+(y)

)
.

Using Lemma 2.2 and the Corollary 2.3, we see that

ψ+(y)− e2
√
λyϕ+(y) = e

√
λy
(
κ+

1 (y, λ)− θ+
1 (y, λ)

)
=
√
λe
√
λyΛ+

1 (y, λ),

where Λ+
1 (y, λ) = O(e−αy) for y ≥ 0. Thus, we get

Wλ(y)

Jλ(y)

(
ψ+(y)− e2

√
λyϕ+(y)

)
= Wλ(y)

√
λ

Jλ(y)
e
√
λyΛ+

1 (y, λ) = e
√
λyO(e−αy),
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for all y ≥ 1. On the other hand, we have

Iλ(y)

Jλ(y)
+

Wλ(y)

Jλ(y)e−2
√
λy

=
1

Jλ(y)

{
ϕ−(y)

(
ψ+′(y)− e2

√
λyϕ+′

)
− ϕ−′(y)

(
ψ+(y)− e2

√
λyϕ+

)}
=

√
λ

Jλ(y)

{
ϕ−(y)Λ+

1 (y, λ)− ϕ−′(y)Λ+
2 (y, λ)

}
e
√
λy,

where

ϕ−(y)Λ+
1 (y, λ)− ϕ−′(y)Λ+

2 (y, λ) = O
(
e(
√
λ−α)y

)
.

Collecting all these results, we obtain that

Gλ(x, y) =
ϕ+(x)ϕ−(y)

Wλ(y)
= e−

√
λ(x−y)O

(
e(
√
λ−α)y

)
,

for all 0 ≤ y ≤ x.

Cases (v)-(vi). Let us fix y ≤ x ≤ 0. In that case, we need to express ϕ+(x) as a linear combination

of ϕ−(x) and ψ−(x). Thus we write

ϕ+(x) = A(x, λ)ϕ−(x) +B(x, λ)ψ−(x).

We denote by Hλ and Kλ the following two determinants

Hλ(x) := ϕ−(x)ψ−
′
(x)− ϕ−′(x)ψ−(x), Kλ(x) := ϕ+(x)ψ−

′
(x)− ϕ+′(x)ψ−(x),

such that the coefficients A and B are given by

A(x, λ) =
Kλ(x)

Hλ(x)
, and B(x, λ) = −Wλ(x)

Hλ(x)
.

Once again, using Lemma 2.2, we obtain

Hλ(x) = e−(c∗+2β)x
(
(1 + θ−1 (x, λ))(µ−(λ, β) + κ−2 (x, λ))− (µ+(λ, β) + θ−2 (x, λ))(1 + κ−1 (x, λ))

)
,

from which we deduce that

Hλ(x) = e−(c∗+2β)xO(1),

for all x ≥ 0. Recalling that the Wronskian Wλ can be simplified for x ≤ −1 to

Wλ(x) = e−(c∗+2β)xWλ(0)

and owing to Lemma 2.1, we have

B(x, λ) = −Wλ(x)

Hλ(x)
= O(1)

for all x ≤ 0. On the other hand, we have that

∂xKλ(x) = −ζ1(x)Kλ(x),
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such that

Kλ(x) = e−
∫ x
0 ζ1(τ)dτKλ(0).

From which, we deduce that for all x ≤ −1 we further have

Kλ(x) = e−(c∗+2β)xKλ(0),

such that we deduce

A(x, λ) =
Kλ(x)

Hλ(x)
= O(1),

which holds true for all x ≤ 0. Finally, we get

A(x, λ)

Wλ(y)
ϕ−(x)ϕ−(y) =

eµ
+(λ,β)(x+y)

e(µ+(λ,β)+µ−(λ,β))y
O(1) = eµ

−(λ,β)(x−y)O
(
e(µ+(λ,β)−µ−(λ,β))x

)
,

and
B(x, λ)

Wλ(y)
ψ−(x)ϕ−(y) =

µ−(λ, β)x+ eµ
+(λ,β)y

e(µ+(λ,β)+µ−(λ,β))y
O(1) = eµ

−(λ,β)(x−y)O (1) .

And the proof of lemma is thereby complete.

4 Estimates on the Green’s function G(t, x, y)

We now use the estimates on the pointwise Green’s function Gλ(x, y) to derive bounds on the

temporal Green’s function G(t, x, y).

Proposition 4.1. Under the assumptions of our main theorem, and for some constants M , T > 1,

the Green’s function G(t, x, y) for ∂tp = Lp satisfies the following estimates.

(i) For |x− y| ≥ Kt or t < T , with K sufficiently large,

|G(t, x, y)| ≤ C 1

t−1/2
e−
|x−y|2
κt .

(ii) For |x− y| ≤ Kt and t ≥ T , with K and T as above,

|G(t, x, y)| ≤ C
(

1 + |x− y|
t3/2

)
e−
|x−y|2
κt + Ce−rt.

Proof. Case (i): The proof of this case follows as in [16]. We select a contour of integration

consisting of the concatenation of a parabolic contour contained in the region where the estimates

of Lemma 3.1 are valid and a ray extending to infinity. Consider a subset of the region Ωδ with

δ0 = 0 for simplicity. Define Γδ as the boundary of this region. We will establish the necessary

estimate by appropriate choice of contours on which to apply the inverse Laplace transform. Define

a secondary contour Γρ defined for those values of λ for which

√
λ = ρ+ ik , k ∈ R,
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implying

λ(k) = ρ2 − k2 + 2iρk.

Suppose that ρ is chosen sufficiently large so that when λ(k) ∈ Ωδ estimate (3.2) applies. Define

Γ1 = Γρ ∩ Ωδ and Γ2 to be the continuation of the contour to ∞ along the contour Γδ. Then,

|G(t, x, y)| ≤ 1

2π

∣∣∣∣∫
Γ1

eλtGλ(x, y)dλ

∣∣∣∣+
1

2π

∣∣∣∣∫
Γ2

eλtGλ(x, y)dλ

∣∣∣∣ .
We apply the estimate from Lemma 3.1 to the integral along the contour Γ1. Here we have

1

2π

∣∣∣∣∫
Γ1

eλtGλ(x, y)dλ

∣∣∣∣ ≤ C ∣∣∣∣∫
Γ1

eρ
2t−k2te−

√
ρ2+k2η|x−y|dk

∣∣∣∣ ,
where we have used that |

√
λ|√
|λ|

= 1. Using the bound,
√
ρ2 + k2 ≥ ρ we then factor

1

2π

∣∣∣∣∫
Γ1

eλtGλ(x, y)dλ

∣∣∣∣ ≤ Ceρ2t−ρη|x−y| ∣∣∣∣∫
Γ1

e−k
2tdk

∣∣∣∣ .
Now, we must select ρ so that

ρ2t− ρη|x− y| = −|x− y|
2

κt
,

for some κ > 0. Solving for ρ, we obtain

ρ =
|x− y|
t

(
η

2
± 1

2

√
η2 − 4

κ

)
.

Recall that η is fixed by Lemma 3.1, so we may select κ sufficiently large so that the equation for

ρ has real roots. With κ fixed, we may now restrict to |x−y|t sufficiently large so that the contour

Γ1 lies within the region where the estimate (3.2) applies and we obtain the bound

1

2π

∣∣∣∣∫
Γ1

eλtGλ(x, y)dλ

∣∣∣∣ ≤ C√
t
e−
|x−y|2
κt .

We now turn our attention to the contribution from the integral along Γ2, focusing on the portion

in the upper half plane; the case in the lower half plane is similar. In this region, the contour can

be described as

λ(`) = −δ`+ i`.

Intersection points of Γ1 and Γ2 satisfy

ρ2 − k2 = −δ`, 2ρk = `,

from which we find

k∗ = ρ
(
δ +

√
δ2 + ρ2

)
, `∗ = 2ρ2

(
δ +

√
δ2 + ρ2

)
. (4.1)

We then have

1

2π

∣∣∣∣∫
Γ2

eλtGλ(x, y)dλ

∣∣∣∣ ≤ C ∫ ∞
`∗

1√
`
e−δ`td` ≤ C

∫ ∞
4δρ2

1√
`
e−δ`td` ≤ C√

t

∫ ∞
2δρ
√
t
e−z

2
dz ≤ C√

t
e−(2δρ

√
t)2 .

(4.2)
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Substituting for ρ and potentially taking a larger value for κ, we obtain the bound

1

2π

∣∣∣∣∫
Γ2

eλtGλ(x, y)dλ

∣∣∣∣ ≤ C√
t
e−
|x−y|2
κt ,

and the result follows in this case.

Case (ii): In the regime |x − y| ≤ Kt, the analysis must be carried out in pieces according to the

relative positions of x and y. The cases where one, or both, of x and y are positive are similar so

we consider the case of y ≤ 0 ≤ x only.

We first summarize our approach. We will deform the Laplace inversion contour into two pieces –

a parabolic segment surrounding the branch point at λ = 0 and a ray tending to infinity along Γδ.

Recall the estimate in Lemma 3.2,

Gλ(x, y) = e−
√
λ(x−y)O

(
e(µ+(λ,β)−

√
λ)y
)
.

We select the parabolic contour in such a way that it is contained in the region where

<
(
µ+(λ, β)−

√
λ
)
> 0. (4.3)

The contour integration can then be divided into four integrals depending on the relevant estimates

in each region, see Figure 2 for an illustration,

� Γ1 – a parabolic contour near λ = 0 for which condition (4.3) holds ,

� Γ2 – a continuation of the contour along the ray Γδ for those λ values where condition (4.3)

holds ,

� Γ3 – a continuation of the contour along the ray Γδ for those λ values where condition (4.3)

fails, but for which the large λ estimates from Lemma 3.1 do not apply ,

� Γ4 – a continuation of the contour along the ray Γδ for those λ values where the large λ

estimates from Lemma 3.1 apply.

Note that at λ = 0 we have that µ+(λ, β) >
√
λ. Then there exists Mµ > 0 such that for all λ ∈ Ωδ,

off the imaginary axis and with |λ| < Mµ we have that µ+(λ, β) >
√
λ.

Define the contour Γ1 via √
λ = ρ+ ik,

for some ρ > 0 and for all k such that
√
λ ∈ Ωδ.

For Γ2 through Γ4 we work with λ in the upper half plane without loss of generality – estimates

for the lower half plane are analogous. The contours Γ2 through Γ4 are all given by

λ = −δ0 + cos(θ)`+ i sin(θ)`,
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Figure 2: Visualization of the 4 contours of integration Γi, i = 1, . . . , 4, in the regime |x− y| ≤ Kt. Γ1 is a

parabolic contour near λ = 0 for which condition (4.3) holds. Γ2 is a continuation of the contour along the

ray Γδ for those λ values where condition (4.3) holds. Γ3 is a continuation of the contour along the ray Γδ

for those λ values where condition (4.3) fails, but for which the large λ estimates from Lemma 3.1 do not

apply where we simply used the uniform boundedness of the Green’s function. Γ4 is a continuation of the

contour along the ray Γδ for those λ values where the large λ estimates from Lemma 3.1 apply.

for some fixed π/2 < θ < π and varying intervals of `. For any ρ we can compute the intersection

points

k∗(ρ) = −ρ cot(θ) +
√
ρ2 csc2(θ) + δ0, `1(ρ) =

2ρk∗(ρ)

sin(θ)
.

Recall the estimates in Lemma 3.1 and Lemma 3.2. Write

Gλ(x, y) = e−
√
λ(x−y)e(µ+(λ,β)−

√
λ)xHλ(x, y),

where Hλ(x, y) is analytic as a function of
√
λ for λ ∈ Ωδ and uniformly bounded in (x, y).

For the parabolic contour, we recall that we are interested in |x− y| ≤ Kt so we select

ρ =
|x− y|
Lt

for some L sufficiently large so that the parabolic contour Γ1 lies within the region for which

µ+(λ, β) >
√
λ. Let us note that

dλ = 2i

(
(x− y)

Lt
+ ik

)
dk and λ =

(x− y)2

L2t2
− k2 + 2

(x− y)

Lt
ik.
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Then

1

2πi

∫
Γ1

eλtGλ(x, y)dλ =
1

π
eρ

2t−ρ(x−y)

∫ k∗

−k∗
e−k

2te2iρk−ik(x−y)Hλ(k)(x, y)(ρ+ ik)dk

=
1

π
eρ

2t−ρ(x−y)

∫ k∗

−k∗
e−k

2t (HR(x, y, k) + iHI(x, y, k)) (ρ+ ik)dk. (4.4)

Here we have expanded e2iρk−ik(x−y)Hλ(k) into its real and imaginary parts. Since Gλ is holomorphic

and the contour is symmetric with respect to the real axis, we have that HR(x, y, k) is even in k

while HI(x, y, k) is odd. Using this, the integral reduces to

1

2πi

∫
Γ1

eλtGλ(x, y)dλ =
1

π
eρ

2t−ρ(x−y)

∫ k∗

−k∗
e−k

2t (ρHR(x, y, k)− kHI(x, y, k)) dk.

Boundedness of HR implies that∣∣∣∣∣ 1πeρ2t−ρ(x−y)

∫ k∗

−k∗
e−k

2tρHR(x, y, k)dk

∣∣∣∣∣ ≤ C ρ√
t
eρ

2t−ρ(x−y).

On the other hand, since HI(x, y, k) is odd in k, it can be expressed as HI(x, y, k) = kH̃I(x, y, k),

where H̃I(x, y, k) is again bounded. Therefore,∣∣∣∣∣ 1πeρ2t−ρ(x−y)

∫ k∗

−k∗
e−k

2tk2H̃I(x, y, k)dk

∣∣∣∣∣ ≤ C

t3/2
eρ

2t−ρ(x−y).

Using our choice of ρ, we then arrive at the estimate

1

2π

∣∣∣∣∫
Γ1

eλtGλ(x, y)dλ

∣∣∣∣ ≤ C 1 + |x− y|
t3/2

e−
|x−y|2
κt ,

for κ = L2/(L− 1).

Next consider the integral along Γ2. Here we have

1

2π

∣∣∣∣∫
Γ2

eλtGλ(x, y)dλ

∣∣∣∣ ≤ 1

π
e−δ0t

∫ `2

`1

ecos(θ)`−(x−y)Re(
√
−δ0+cos(θ)`+i sin(θ)`)d`.

Using that

<(
√
−δ0 + cos(θ)`+ i sin(θ)`) < ` cos(θ/2),

the estimate simplifies to

1

2π

∣∣∣∣∫
Γ2

eλtGλ(x, y)dλ

∣∣∣∣ ≤ Ce−δ0t ∫ `2

`1

ecos(θ)`−
√
`(x−y) cos(θ/2)d`

≤ Ce−δ0t |x− y|
t3/2

e−
|x−y|2
κt , (4.5)

for κ = −4 cos(θ)
cos2(θ/2)

.
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Next consider the integral along Γ3. The key distinction in this case is that (4.3) does not hold.

We instead use the fact that Gλ(x, y) is uniformly bounded in this region to obtain

1

2π

∣∣∣∣∫
Γ3

eλtGλ(x, y)dλ

∣∣∣∣ ≤ Ce−rt,
for some r > 0. Finally, we consider the integral along Γ4. The large λ bounds apply here and the

analysis follows as in (4.2). We find

1

2π

∣∣∣∣∫
Γ4

eλtGλ(x, y)dλ

∣∣∣∣ ≤ Ce−δ0t ∫ ∞
`3

1√
`
ecos(θ)`td` ≤ Ce−rt,

for some r > 0.

This concludes the proof of case (ii) with y ≤ 0 ≤ x. To complete the proof similar estimates are

required to the five other orderings as in Lemma 3.2. Since the proofs are analogous to the present

case, we omit the details. Note that for cases (v) and (vi) in Lemma 3.2 we could achieve sharper

bounds, but these are not required for the proof of Theorem 1 so we do not pursue this here.

In the following section, we will require bounds on integrals of the form,∣∣∣∣∫
R
G(t, x, y)h(y)dy

∣∣∣∣
for some h(y). Applying Proposition 4.1, we can then estimate∣∣∣∣∫

R
G(t, x, y)h(y)dy

∣∣∣∣ ≤ ∫ x−Kt

−∞
C

1

t−1/2
e−
|x−y|2
κt |h(y)|dy

+

∫ x+Kt

x−Kt
C

((
1 + |x− y|

t3/2

)
e−
|x−y|2
κt + e−rt

)
|h(y)|dy

+

∫ ∞
x+Kt

C
1

t−1/2
e−
|x−y|2
κt |h(y)|dy. (4.6)

Note that the terms 1
t−1/2 e

− |x−y|
2

κt in the first and last integrals are maximized at the boundary and

therefore the contribution from these integrals decay exponentially in time. For the middle integral

we take the limits of integration to infinity and use 1 + |x − y| ≤ 1 + |x| + |y| + |x||y| from which

we obtain∣∣∣∣∫
R
G(t, x, y)h(y)dy

∣∣∣∣ ≤ Ce−rt ∫
R

(1 + |y|)|h(y)|dy + C
1 + |x|

(1 + t)3/2

∫
R

(1 + |y|)|h(y)|dy.

Due to the exponential decay of the first integral, we in fact have∣∣∣∣∫
R
G(t, x, y)h(y)dy

∣∣∣∣ ≤ C 1 + |x|
(1 + t)3/2

∫
R

(1 + |y|)|h(y)|dy. (4.7)
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5 Nonlinear Stability: Proof of Theorem 1

We recall that we look for perturbations p(t, x) which satisfy the evolution equation

pt = pxx +

(
c∗ + 2

ω′

ω

)
px +

(
f ′(q∗) + c∗

ω′

ω
+
ω′′

ω

)
p+N (q∗, ωp)p, t > 0, x ∈ R. (5.1)

The Cauchy problem associated to equation (5.1) with initial condition p0 ∈ L1(R) ∩ L∞(R) with∫
R |y||p0(y)|dy < +∞ is locally well-posed in L∞(R). As a consequence, we let T∗ > 0 be the

maximal time of existence of a solution p ∈ L∞(R) with initial condition p0 ∈ L1(R)∩L∞(R) with∫
R |y||p0(y)|dy < +∞ of the associated integral formulation of (5.1) given by

p(t, x) =

∫
R
G(t, x, y)p0(y)dy +

∫ t

0

∫
R
G(t− τ, x, y)N (q∗(y), ω(y)p(τ, y))p(τ, y)dydτ. (5.2)

For t ∈ [0, T∗), we define

Θ(t) = sup
0≤τ≤t

sup
x∈R

(1 + τ)3/2 |p(τ, x)|
1 + |x| .

Furthermore, by analyticity of f , there exists a positive nondecreasing function χ : R+ → R+, such

that

|N (q∗, ωp)p| ≤ χ(R)ωp2, |ωp| ≤ R.

Now, using the fact that ω is exponentially localized, we have that for all 0 ≤ τ ≤ t and all y ∈ R

|N (q∗(y), ω(y)p(τ, y))p(τ, y)| ≤ χ(ω∞Θ(t))ω(y)p2(τ, y) ≤ 1

(1 + τ)3
χ(ω∞Θ(t))(1 + |y|)2ω(y)Θ(t)2,

where ω∞ := sup
x∈R

((1 + |x|)ω(x)) <∞.

We now bound each term of the right hand side of (5.2) by using the estimates derived in Proposition

4.1, see (4.7), to get∣∣∣∣∫
R
G(t, x, y)p0(y)dy

∣∣∣∣ ≤ C

(1 + t)3/2

∫
R

(1+|x−y|)e−
|x−y|2
Lt |p0(y)|dy ≤ C 1 + |x|

(1 + t)3/2

∫
R

(1+|y|)|p0(y)|dy,

together with

|G(t− τ, x, y)N (q∗(y), ω(y)p(τ, y))p(τ, y)| ≤ C χ(ω∞Θ(t))Θ(t)2

(1 + t− τ)3/2(1 + τ)3
e
− |x−y|

2

L(t−τ) (1 + |x− y|)(1 + |y|)2ω(y).

Using the fact that [15] ∫ t

0

1

(1 + t− τ)3/2(1 + τ)3
dτ ≤ C̃

(1 + t)3/2
,

we obtain∣∣∣∣∫ t

0

∫
R
G(t− τ, x, y)N (q∗(y), ω(y)p(τ, y))p(τ, y)dydτ

∣∣∣∣ ≤ Ĉ χ(ω∞Θ(t))Θ(t)2(1 + |x|)
(1 + t)3/2

∫
R

(1+|y|)3ω(y)dy.

As a consequence, for all t ∈ [0, T∗) we have

Θ(t) ≤ C
∫
R

(1 + |y|)|p0(y)|dy + Ĉ

(∫
R

(1 + |y|)3ω(y)dy

)
χ(ω∞Θ(t))Θ(t)2. (5.3)
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Let

Γ = sup
x∈R

|p0(x)|
1 + |x| , Ω =

∫
R

(1 + |y|)|p0(y)|dy.

Then (5.3) at t = 0 implies

Γ ≤ C1Ω + C2χ(ω∞Γ)Γ2.

We require that the initial condition p0(y) satisfy

Ω ≤ min

{
1

2C1
,

1

4C1C2χ(ω∞)

}
, Γ < C1Ω.

Then it follows that

Θ(t) ≤ 1

for all t ∈ [0, T∗). This implies the maximal time of existence is T∗ = +∞ and the solution p of

(5.1) satisfies

sup
t≥0

sup
x∈R

(1 + t)3/2 |p(t, x)|
1 + |x| < 1.

This concludes the proof.
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