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#### Abstract

We construct Darboux-Moutard type transforms for the two-dimensional conductivity equation. This result continues our recent studies of Darboux-Moutard type transforms for generalized analytic functions. In addition, at least, some of the Darboux-Moutard type transforms of the present work admit direct extension to the conductivity equation in multidimensions.
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## 1 Introduction

We consider the two-dimensional isotropic conductivity equation:

$$
\begin{equation*}
\operatorname{div}(\sigma(x) \nabla u(x))=0, \quad x=\left(x_{1}, x_{2}\right), \quad x \in D \subseteq \mathbb{R}^{2} \tag{1}
\end{equation*}
$$

where $D$ is an open bounded domain in $\mathbb{R}^{2}$. This equation arises in different physical context; see, for example, [7], [8]. In particular, in electrical problems $\sigma(x)$ is the elecrical conductivity in $D$, and $u(x)$ is the electric potential. In solid state thermal problems $\sigma(x)$ is the heat conductivity, and $u(x)$ is the temperature.

In the present work we show that the conductivity equation (1) admits Moutard-type transforms, going back to [10]. Such transforms were successfully used in studies of intregrable systems of mathematical physics and differential geometry, in spectral theory and in complex analysis; see, for example, [9], [11], [19], [17], [12], [15], [16], [3], [4], [5], [13], [14]. In particular, the present article can be considered as a direct continuation of our recent works [3]-[5] on Moutard-type transforms for the generalized analytic functions. In turn, works [3]-[5] were stimulated by [15], [16].

We recall also that equation (1) is the continuity equation

$$
\begin{equation*}
\partial_{x_{1}} I_{1}+\partial_{x_{2}} I_{2}=0, \quad x \in D \tag{2}
\end{equation*}
$$

for the current density $I$,

$$
\begin{equation*}
I(x)=\sigma(x) \nabla u(x), \quad I=\left(I_{1}, I_{2}\right), \quad x \in D . \tag{3}
\end{equation*}
$$

Assuming that $D$ is simply connected, we consider also the stream function $v$ for $I$, where

$$
\begin{equation*}
\partial_{x_{2}} v=I_{1}, \quad-\partial_{x_{1}} v=I_{2}, \quad x \in D, \tag{4}
\end{equation*}
$$

(see, for example, [6]), where integration constant may depend on the particular situation.

The stream function $v$ satisfies the following equation:

$$
\begin{equation*}
\operatorname{div}\left(\sigma^{-1}(x) \nabla v(x)\right)=0, \quad x=\left(x_{1}, x_{2}\right), \quad x \in D \subseteq \mathbb{R}^{2} . \tag{5}
\end{equation*}
$$

In literature equation (5) is sometimes considered as the conjugate equation to (1); see, for example, [2].

In particular, in the present work we use the fact that equation (1) can be written as a reduction of the following two-dimensional Dirac equation (see [1]):

$$
\left[\left(\begin{array}{cc}
\partial_{\bar{z}} & 0  \tag{6}\\
0 & \partial_{z}
\end{array}\right)-\left(\begin{array}{cc}
0 & q \\
\bar{q} & 0
\end{array}\right)\right]\binom{\psi_{1}}{\psi_{2}}=0 \text { in } D,
$$

where

$$
\begin{array}{r}
\partial_{z}=\frac{1}{2}\left(\partial_{x_{1}}-i \partial_{x_{2}}\right), \quad \partial_{\bar{z}}=\frac{1}{2}\left(\partial_{x_{1}}+i \partial_{x_{2}}\right),  \tag{7}\\
q=q(x), \quad \psi_{j}=\psi_{j}(x), \quad j=1,2, \quad x=\left(x_{1}, x_{2}\right) .
\end{array}
$$

We recall that if $u$ satisfies (1), then

$$
\begin{equation*}
\psi_{1}=\sigma^{1 / 2} \partial_{z} u, \quad \psi_{2}=\sigma^{1 / 2} \partial_{\bar{z}} u \tag{8}
\end{equation*}
$$

satisfy (6), where

$$
\begin{equation*}
q=-\frac{1}{2} \partial_{z} \log (\sigma), \quad \bar{q}=-\frac{1}{2} \partial_{\bar{z}} \log (\sigma) \tag{9}
\end{equation*}
$$

We use also that (6) is equivalent to the following equation:

$$
\begin{equation*}
\partial_{\bar{z}} \psi=q \bar{\psi} \text { in } D, \tag{10}
\end{equation*}
$$

which is the basic equation of the generalized analytic functions theory (see [18]). More precisely:
(i) if $\psi_{1}, \psi_{2}$ satisfy (6), then $\psi_{+}=\frac{1}{2}\left(\psi_{1}+\overline{\psi_{2}}\right)$ and $\psi_{-}=\frac{1}{2 i}\left(\psi_{1}-\overline{\psi_{2}}\right)$ solve (10);
(ii) if $\psi_{+}, \psi_{-}$satisfy (10), then $\psi_{1}=\psi_{+}+i \psi_{-}, \psi_{2}=\overline{\psi_{+}}+i \overline{\psi_{-}}$solve (6).

The property that $\psi_{1}, \psi_{2}$ and $q$ in (6) admit representations (8), (9) implies a non-trivial reduction of equation (6). The compatibility of this reduction with the Moutard-type transforms from [3]-[5] is established in the present article.

The main results of the present work are given in Sections 3 and 4. In these Sections we construct and study Moutard-type transforms for the twodimensional conductivity equation (1). In addition, in Section 4 we show that, at least, some of these Moutard-type transforms admit direct extension to the conductivity equation in multidimension. Besides, in Section 5 we
continue studies of the Moutard-type transforms constructed in Sections 3 and 4 in the framework of the well-known reduction of the multidimensional conductivity equation to the Schrödinger equation at zero energy.

Note that, for the case of bounded domain $D$, possible natural analytical assumptions on $q(x), \sigma(x)$ are as follows:

$$
\begin{align*}
& q \in L^{p}(D)  \tag{11}\\
& \sigma \in W^{1, p}(D)  \tag{12}\\
& 0<\sigma_{0} \leq \sigma(x) \leq \sigma_{1}<+\infty \tag{13}
\end{align*}
$$

where $p>2$. Actually, assumption (11) is essential in the standard theory of generalized analytic functions, see [18], and assumption (13) is essential in the standard mathematical theory of the conductivity equation for the ellipticity.

Note also that the Moutard-type transforms constructed in the present work permit us, in particular, to study equation (1) not only under assumptions (12), (13), but also for singular conductivities $\sigma$, not satisfying (13), in a way similar to the approach used in [3]-[5] to study generalized analytic functions with contour singularities.

## 2 Simple Moutard transforms for generalized analytic functions

Following [18], [3]-[5], we consider the pair of conjugate equations of the generalized analytic function theory:

$$
\begin{align*}
& \partial_{\bar{z}} \psi=q \bar{\psi} \text { in } D,  \tag{14}\\
& \partial_{\bar{z}} \psi^{+}=-\bar{q} \bar{\psi}^{+} \text {in } D, \tag{15}
\end{align*}
$$

where $\partial_{z}, \partial_{\bar{z}}$ are defined in (7), $z=x_{1}+i x_{2}, \bar{z}=x_{1}-i x_{2}, D$ is an open simply connected domain in $\mathbb{C} \cong \mathbb{R}^{2}, q=q(z)$ is a given function in $D$. In addition, in this article the notation $f=f(x)=f(z)$ does not mean that $f(z)$ is holomorphic function in $z$ unless it is explicitly specified.

Next, as in [18], [3]-[5], we associate with a pair of functions $\psi, \psi^{+}$, satisfying (14), (15), respectively, the following imaginary-valued potential $\omega_{\psi, \psi^{+}}$defined by:

$$
\begin{equation*}
\partial_{z} \omega_{\psi, \psi^{+}}=\psi \psi^{+}, \quad \partial_{\bar{z}} \omega_{\psi, \psi^{+}}=-\overline{\psi \psi^{+}} \text {in } D \tag{16}
\end{equation*}
$$

where the pure imaginary integration constant may depend on the particular situation. We recall that the compatibility of (16) follows from (14), (15).

Let $f, f^{+}$be some fixed solutions of equations (14), (15), respectively, with given $q$. Then a simple Moutard-type transform $\mathcal{M}=\mathcal{M}_{q, f, f^{+}}$for the pair of conjugate equations (14), (15) is given by the formulas (see [3]-[5]):

$$
\begin{gather*}
\tilde{q}=\mathcal{M} q=q+\frac{f \overline{f^{+}}}{\omega_{f, f^{+}}}  \tag{17}\\
\tilde{\psi}=\mathcal{M} \psi=\psi-\frac{\omega_{\psi, f^{+}}}{\omega_{f, f^{+}}} f, \quad \tilde{\psi}^{+}=\mathcal{M} \psi^{+}=\psi^{+}-\frac{\omega_{f, \psi^{+}}}{\omega_{f, f^{+}}} f^{+}, \tag{18}
\end{gather*}
$$

where $\psi, \psi^{+}$are arbitrary solutions of ${\underset{\sim}{\gamma}}^{(14)}$ and (15).
The point is that the functions $\tilde{\psi}, \tilde{\psi}^{+}$defined in (18) satisfy the conjugate pair of Moutard-transformed equations (see [3]-[5]):

$$
\begin{array}{ll}
\partial_{\bar{z}} \tilde{\psi}=\tilde{q} \overline{\tilde{\psi}} & \text { in } D, \\
\partial_{\bar{z}} \tilde{\psi}^{+}=-\overline{\tilde{q}} \overline{\tilde{\psi}^{+}} & \text {in } D, \tag{20}
\end{array}
$$

where $\tilde{q}$ is defined in (17). In addition (in the simplest case), if $D$ is a simply connected open bounded domain with $C^{1}$-boundary, $q$ satisfies (11) and $f, f^{+} \in W^{1, p}(D)$, and $\omega_{f, f^{+}} \neq 0$ in $D \cup \partial D$, then the transformed coefficient $\tilde{q}$ satisfies (11) as well as the initial $q$ (see [3]). On the other hand, the Moutard-type transforms (17), (18) permit to create and remove contour singularities in $q, \psi, \psi^{+}$, see [3]-[5].

## 3 Reductions to the two-dimensional conductivity equation

In this Section we construct simple Moutard-type transforms for the conductivity equations (1), (5) as reductions of Moutard-type transform for the generalized analytic functions; see Section 2.

In this Section we assume that $D$ is an open simply connected domain in $\mathbb{C} \cong \mathbb{R}^{2}$.

Lemma 1 A regular complex-valued function $q(z)$ admits representation (9) in $D$ with a positive $\sigma(z)$ if and only if

$$
\begin{equation*}
\partial_{\bar{z}} q(z)=\partial_{z} \overline{q(z)}, \quad z \in D \tag{21}
\end{equation*}
$$

This statement follows directly from the property that (21) is the compatibility condition for (9) and from the formula

$$
\sigma(z)=\sigma\left(z_{0}\right) \exp \left[-2 \int_{z_{0}}^{z}[q(\zeta) d \zeta+\overline{q(\zeta)} d \bar{\zeta}]\right], \text { where } \sigma\left(z_{0}\right)>0
$$

In addition, in Lemma 1, for bounded $D$, the regularity assumption (11) on $q$ corresponds to the regularity assumptions (12), (13) on $\sigma$.

Let us define the following two special solutions $f_{R}^{+}$and $f_{I}^{+}$of equation (15), where $q$ is given by (9) with a regular positive $\sigma$ :

$$
\begin{equation*}
f_{R}^{+}=\sqrt{\sigma(z)}, \quad f_{I}^{+}=\frac{i}{\sqrt{\sigma(z)}} \tag{22}
\end{equation*}
$$

Lemma $2 A$ regular complex-valued function $\psi(z)$ satisfies equation (14) with $q(z)$ given by (9) with a positive $\sigma(z)$ if and only if there exists a realvalued solution $u(z)$ of (1) such that

$$
\begin{equation*}
\psi(z)=\sigma^{1 / 2}(z) \partial_{z} u(z), \quad \overline{\psi(z)}=\sigma^{1 / 2}(z) \partial_{\bar{z}} u(z) \tag{23}
\end{equation*}
$$

In addition,

$$
\begin{equation*}
u=-i \omega_{\psi, f_{I}^{+}} \tag{24}
\end{equation*}
$$

where $f_{I}^{+}$is defined in (22), $\psi$ is defined in (23), $\omega_{\psi, \psi+}$ is defined via (16).
Note also that

$$
\begin{equation*}
\psi=\frac{1}{2} \sigma^{-1 / 2}\left(I_{1}-i I_{2}\right), \quad I_{1}=\sigma \frac{\partial u}{\partial x_{1}}, \quad I_{2}=\sigma \frac{\partial u}{\partial x_{2}} \tag{25}
\end{equation*}
$$

where $\psi, u$ are the functions of (23), and $I$ is the current for the conductivity equation (1), see formula (3).

Lemma 3 For the conductivity equation (1) with regular positive $\sigma$ the following formula holds:

$$
\begin{equation*}
v=-i \omega_{\psi, f_{R}^{+}} \tag{26}
\end{equation*}
$$

where $v(z)$ is the stream function associated via (4), (5) with real-valued $u(z)$ satisfying (1), $f_{R}^{+}$is defined in (22), $\psi$ is defined in (23).

Lemmas 2, 3 are proved in Section 6.

Theorem 1 Let $q(z)$ be given by (9) in $D$ with a positive regular $\sigma(z)$. Let the transform $q \rightarrow \tilde{q}, \psi \rightarrow \tilde{\psi}$ be defined by:

$$
\begin{equation*}
\tilde{q}=\mathcal{M} q=q+\frac{f \overline{f^{+}}}{\omega_{f, f^{+}}}, \quad \tilde{\psi}=\mathcal{M} \psi=\psi-\frac{\omega_{\psi, f^{+}}}{\omega_{f, f^{+}}} f \tag{27}
\end{equation*}
$$

where $\psi$ denotes an arbitrary solution of (14), $f$ is a fixed solution of equation (14), $f^{+}=f_{R}^{+}$or $f^{+}=f_{I}^{+}$, where $f_{R}^{+}$and $f_{I}^{+}$are defined in (22).

Then $\tilde{\psi}$ satisfies the Moutard-transformed equation (19), and $\tilde{q}$ admits the representation

$$
\begin{equation*}
\tilde{q}=-\frac{1}{2} \partial_{z} \log (\tilde{\sigma}) \tag{28}
\end{equation*}
$$

where

$$
\tilde{\sigma}=\left\{\begin{array}{cl}
-\frac{\sigma}{\omega_{f, f_{R}^{+}}^{2}} & \text { if } f^{+}=f_{R}^{+}  \tag{29}\\
-\sigma \omega_{f, f_{I}^{+}}^{2} & \text { if } f^{+}=f_{I}^{+}
\end{array}\right.
$$

In addition, the following Moutard-transformed conjugate pair of conductivity equations holds:

$$
\begin{gather*}
\operatorname{div}(\tilde{\sigma} \nabla \tilde{u})=0 \quad \text { in } \quad D  \tag{30}\\
\operatorname{div}\left(\tilde{\sigma}^{-1} \nabla \tilde{v}\right)=0 \quad \text { in } D \tag{31}
\end{gather*}
$$

where

$$
\begin{array}{ll}
\tilde{u}=-i \omega_{\tilde{\psi}, \hat{f}_{I}^{+}}, & \hat{f}_{I}^{+}=\frac{i}{\sqrt{\tilde{\sigma}}} \\
\tilde{v}=-i \omega_{\tilde{\psi}, \hat{f}_{R}^{+}}, & \hat{f}_{R}^{+}=\sqrt{\tilde{\sigma}} \tag{33}
\end{array}
$$

The following scheme summarizes the Moutard-type transforms for the conductivity equations (1), (5) given in Theorem 1 :

$$
\begin{align*}
& \sigma \xrightarrow[\left\{f, f^{+}\right\}]{(29)} \tilde{\sigma} \xrightarrow{(28)} \tilde{q}, \\
& \sigma, u \xrightarrow{(9),(23)} q, \psi \xrightarrow[\left\{f, f^{+}\right\}]{(27)} \tilde{q}, \tilde{\psi},  \tag{34}\\
& \tilde{\sigma}, \tilde{\psi} \xrightarrow{(32),(33)} \tilde{u}, \tilde{v} .
\end{align*}
$$

The point is that each step in scheme (34) is given by quadratures.
Theorem 1 is proved in Section 6.

Remark 1 In Theorem 1 we have the following two important cases:
(i) If $\omega_{f, f^{+}}$has no zeroes in $D$, then $\tilde{\sigma}$ arising in (29) is a regular positive function in $D$. If $D$ is bounded, then $\omega_{f, f+}$ can be always defined without zeroes by an appropriate choice of integration constant.
In addition, in a similar way with the simplest case of Section 2, if D is a simply connected open bounded domain with $C^{1}$-boundary, $\sigma$ satisfies (12), (13), $f \in W^{1, p}(D)$, then the transformed coefficient $\tilde{\sigma}$ satisfies (12), (13).
(ii) If $\omega_{f, f^{+}}$has zeroes in $D$, then $\tilde{\sigma}$ arising in (29) is non-negative and has either zeros or poles in $D$. In these singular cases the standard methods for solving the conductivity equation (30) does not work; but these both singular cases are interesting and relevant for physical problems. The point is that the Moutard-type transform of Theorem 1 generating $\tilde{\sigma}$ simultaneously provides a method for solving equations (30), (31).

## 4 Simple Moutard transforms for the multidimensional conductivity equation

Let $\mathcal{M}_{I}$ and $\mathcal{M}_{R}$ denote the Moutard-type transforms of Theorem 1 for $f^{+}=f_{I}^{+}$and $f^{+}=f_{R}^{+}$, respectively. In the next Theorem we give an explicit local realization of the transform $\mathcal{M}_{I}$ for conductivity equation (1) and an explicit local realization of the transform $\mathcal{M}_{R}$ for the conjugate equation (5). However, the action of $\mathcal{M}_{I}$ on the solutions of (5) and $\mathcal{M}_{R}$ on the solutions of (1) is non-local and requires one quadrature.

Theorem 2 Suppose that $f^{+}=f_{I}^{+}$in Theorem 1 in Section 3. Then the Moutard-type transform of Theorem 1 for the two-dimensional conductivity equation (1) is reduced to the transform

$$
\begin{align*}
& \sigma \rightarrow \tilde{\sigma}=\mathcal{M}_{I} \sigma=u_{1}^{2} \sigma  \tag{35}\\
& u \rightarrow \tilde{u}=\mathcal{M}_{I} u=u_{1}^{-1} u
\end{align*}
$$

where $u_{1}=-i \omega_{f, f_{I}^{+}}, u(x)$ is an arbitrary real solutions of (1), and $\tilde{u}(x)$ satisfies the Moutard transformed conductivity equation (30).

Suppose that $f^{+}=f_{R}^{+}$in Theorem 1 in Section 3. Then the Moutardtype transform of Theorem 1 for the conjugate two-dimensional conductivity equation (5) is reduced to the transform

$$
\begin{align*}
\sigma & \rightarrow \tilde{\sigma}=\mathcal{M}_{R} \sigma=v_{1}^{-2} \sigma,  \tag{36}\\
v & \rightarrow \tilde{v}=\mathcal{M}_{R} v=v_{1}^{-1} v,
\end{align*}
$$

where $v_{1}=-i \omega_{f, f_{R}^{+}}, v(x)$ is an arbitrary real solution of (5), and $\tilde{v}(x)$ satisfies the Moutard transformed conjugate conductivity equation (31).

Due to formulas (24), (26) in Lemmas 2, 3, functions $u_{1}(x), v_{1}(x)$ in Theorem 2 are fixed real solutions of (1), (5), respectively.

Note that the Moutard-type transform (35) admits a direct extension to the conductivity equation

$$
\begin{equation*}
\operatorname{div}(\sigma(x) \nabla u(x))=0, \quad x=\left(x_{1}, x_{2}, \ldots, x_{d}\right), \quad x \in D \subseteq \mathbb{R}^{d} \tag{37}
\end{equation*}
$$

in dimension $d \geq 1$ (and, in particular, in dimension $d=3$ ).
Theorem 3 Let $\sigma$ be a real positive regular function in $D$, where $D$ is an open domain in $\mathbb{R}^{d}, d \geq 1$. Let the transform $\sigma \rightarrow \tilde{\sigma}, u \rightarrow \tilde{u}$ be defined by

$$
\begin{align*}
\tilde{\sigma} & =\mathcal{M} \sigma=w^{2} \sigma,  \tag{38}\\
\tilde{u} & =\mathcal{M} u=w^{-1} u
\end{align*}
$$

where $u$ denotes an arbitrary solution of (37), and $w$ is a fixed solution of (37). Then the following Moutard-transformed conductivity equation holds:

$$
\begin{equation*}
\operatorname{div}(\tilde{\sigma}(x) \nabla \tilde{u}(x))=0, \quad x \in D \subseteq \mathbb{R}^{d} . \tag{39}
\end{equation*}
$$

Theorems 2, 3 are proved in Section 6.
The following result shows that subsequent application of Moutard-type transforms from Theorem 3, and, as a corollary, subsequent application of transforms from Theorem 2 of the type $\mathcal{M}_{I}$, only, or of the type $\mathcal{M}_{R}$, only, does not generate new more complicated transforms.

Proposition 1 The following composition formula holds:

$$
\begin{equation*}
\mathcal{M}_{\tilde{\sigma}, \tilde{u}_{2}} \circ \mathcal{M}_{\sigma, u_{1}}=\mathcal{M}_{\sigma, u_{2}}, \quad \text { where } \tilde{\sigma}=\mathcal{M}_{\sigma, u_{1}} \sigma, \quad \tilde{u}_{2}=\mathcal{M}_{\sigma, u_{1}} u_{2} \tag{40}
\end{equation*}
$$

where $\mathcal{M}=\mathcal{M}_{\sigma, w}$ denotes the Moutard-type transform defined by (38), $u_{1}$, $u_{2}$ are arbitrary fixed solutions of (37).

In particular, from (38), (40) it follows that

$$
\begin{equation*}
\mathcal{M}_{\tilde{\sigma}, \tilde{u}_{2}} \circ \mathcal{M}_{\sigma, u_{1}}=\text { id, if } u_{2}=1 \tag{41}
\end{equation*}
$$

Proposition 1 is proved in Section 6.
On the other hand, subsequent application of transforms from Theorem 2 of the type $\mathcal{M}_{I}$ and then $\mathcal{M}_{R}$ (or $\mathcal{M}_{R}$ and then $\mathcal{M}_{I}$ ) yields already new transformations.

## Examples

1) Theorem 3 implies, for example, that the multidimensional conductivity equation (37) with $\sigma=w^{2}$, where $w$ is a real harmonic function in $D$, is integrable in the sense that all its solutions $u$ are of the form $u=w^{-1} \phi$, where $\phi$ is an arbitrary real harmonic function in $D$.
2) Theorem 2 implies, for example, that the two-dimensional conductivity equation (1) in an open simply connected domain $D$ with $\sigma=w^{-2}$, where $w$ is a real harmonic function in $D$, is integrable in the sense that all its solutions $u$ are of the form

$$
\begin{align*}
& u(x)=  \tag{42}\\
& =-\int_{x_{0}}^{x}\left(\left[w(\xi) \partial_{\xi_{2}} \phi(\xi)-\phi(\xi) \partial_{\xi_{2}} w(\xi)\right] d \xi_{1}-\left[w(\xi) \partial_{\xi_{1}} \phi(\xi)-\phi(\xi) \partial_{\xi_{1}} w(\xi)\right] d \xi_{2}\right)+c,
\end{align*}
$$

where $\phi$ is an arbitrary real harmonic function in $D, x, x_{0} \in D, x_{0}$ is fixed, $c$ is an arbitrary real constant. Here we used formulas (36) and formulas (3), (4).
3) Theorem 2 also implies, for example, that the two-dimensional conductivity equation (1) in an open simply connected domain $D$ with $\sigma=w^{-2} u_{1}^{2}$, where $w$ is a real harmonic function in $D, u_{1}$ is given by (42) with fixed $\phi=\phi_{1}$ and $c=c_{1}$ is integrable in the sense that all its solutions $U$ are of the form $U=u_{1}^{-1} u$, where $u$ is given by (42). Here we used formulas (35) with $\sigma$ and $u$ of Example 2.

For simplicity, in Examples 1-3 one can assume that $w$ and $u_{1}$ have no zeroes in $D$, but, formally, these examples are also valid if $w$ or $u_{1}$ have zeroes in $D$.
4) More generally, applying subsequently transforms of Theorem 2 , where applications of $\mathcal{M}_{R}$ are followed by applications of $\mathcal{M}_{I}$ and vice verse, we obtain a very large class of integrable in quadratures two-dimensional conductivity equations in a open simply connected domain $D$.

## 5 Reductions to the Schrödinger equation

It is well-known that the substitution

$$
\begin{equation*}
u=\sigma^{-1 / 2} \psi, \tag{43}
\end{equation*}
$$

reduces the multidimensional conductivity equation (37) to the Schrödinger equation at zero energy:

$$
\begin{equation*}
-\Delta \psi(x)+Q(x) \psi(x)=0, \quad x \in D \subseteq \mathbb{R}^{d}, \quad d \geq 1 \tag{44}
\end{equation*}
$$

where

$$
\begin{equation*}
Q(x)=\frac{\Delta\left(\sigma^{1 / 2}(x)\right)}{\sigma^{1 / 2}(x)} \tag{45}
\end{equation*}
$$

Proposition 2 a) The potential $Q$ defined by (45) is invariant with respect to the transforms $\sigma \rightarrow \tilde{\sigma}$ defined in (38).
b) In the two-dimensional case the potential $Q$ defined by (45) is not invariant with respect to the transforms $\sigma \rightarrow \tilde{\sigma}$ defined in (36). In addition, $Q$ is not invariant with respect to transform $\sigma \rightarrow \sigma^{-1}$ relating the coefficients in the conjugate pair (1), (5) of the two-dimensional conductivity equations.

Note that Proposition 2 is in a good agreement with the fact, that no nontrivial Moutard-type transform is known for the Schrödinger equation (44) in dimension $d \geq 3$, whereas the the Schrödinger equation (44) in dimension $d=2$ admits a quite rich family of Moutard transforms; see, for example, [10], [17].

Item a) of Propositions 2 is proved by the following calculation:

$$
\begin{gather*}
\tilde{Q}=\frac{\Delta\left(\tilde{\sigma}^{1 / 2}\right)}{\tilde{\sigma}^{1 / 2}}=\frac{\Delta\left(w \sigma^{1 / 2}\right)}{w \sigma^{1 / 2}}=\frac{w \Delta\left(\sigma^{1 / 2}\right)}{w \sigma^{1 / 2}}+\frac{(\Delta w) \sigma^{1 / 2}+2(\nabla w)\left(\nabla \sigma^{1 / 2}\right)}{w \sigma^{1 / 2}}= \\
=Q+\frac{\sigma \Delta w+(\nabla w)(\nabla \sigma)}{w \sigma}=Q+\frac{\operatorname{div}(\sigma \nabla w)}{w \sigma}=Q \tag{46}
\end{gather*}
$$

Here we used, in particular, that $w$ satisfies the multidimensional conductivity equation (37).

Item b) of Propositions 2 follows from Examples 1 and 2 given in Section 4 and the fact that $w^{-1}$ is not harmonic, in general, for harmonic $w$ (where $\tilde{\sigma}=w^{2}$ in Example 1 and $\tilde{\sigma}=w^{-2}$ in Example 2 with initial $\sigma \equiv 1$ ).

## 6 Proofs of Lemmas 2, 3, Theorems 1-3 and Proposition 1

Proof of Lemma 2. If $\sigma$ is a real-valued regular positive function, $u$ is a real-valued regular function, and $q, \psi$ are defined by (9) and (23), respectively, then it is known that $\psi$ satisfies (14) if and only if $u$ satisfies (1); see Introduction. This can be also verified by a direct calculation.

Conversely, suppose that $q$ is defined by (9) with a regular real-valued positive $\sigma$, and $\psi$ satisfies (14). Define $u$ by (24). It remains to verify that (23) holds. This verification uses (16), (22) and consists of the following:

$$
\begin{align*}
& \partial_{z} u=\partial_{z}\left(-i \omega_{\psi, f_{I}^{+}}\right)=-i \psi f_{I}^{+}=-i \psi \frac{i}{\sqrt{\sigma}}=\frac{\psi}{\sqrt{\sigma}}  \tag{47}\\
& \partial_{\bar{z}} u=\partial_{\bar{z}}\left(-i \omega_{\psi, f_{I}^{+}}\right)=-i\left(-\bar{\psi} \overline{f_{I}^{+}}\right)=i \bar{\psi} \frac{-i}{\sqrt{\sigma}}=\frac{\bar{\psi}}{\sqrt{\sigma}} . \tag{48}
\end{align*}
$$

Lemma 2 is proved.
Proof of Lemma 3. Formulas (4) defining $v$ can be rewritten as

$$
\begin{equation*}
\partial_{z} v=-\frac{i}{2}\left(I_{1}-i I_{2}\right), \quad \partial_{\bar{z}} v=\frac{i}{2}\left(I_{1}+i I_{2}\right) . \tag{49}
\end{equation*}
$$

Using formulas (16), definition $f_{R}^{+}$in (22) and formulas (25) one can see that (49) is equivalent to (26).

Lemma 3 is proved.
Proof of Theorem 1. The statement that $\tilde{\psi}$ satisfies Moutard-transformed equation (19) was proved in [3].

If $q$ is defined by (28) with $\tilde{\sigma}$ defined by (29), then:

$$
\begin{align*}
& \tilde{q}=-\frac{1}{2} \partial_{z} \log (\tilde{\sigma})=-\frac{1}{2} \partial_{z} \log (\sigma)+\partial_{z} \log \left(\omega_{f, f_{R}^{+}}\right)=  \tag{50}\\
& =q+\frac{f f_{R}^{+}}{\omega_{f, f_{R}^{+}}}=q+\frac{f \overline{f_{R}^{+}}}{\omega_{f, f_{R}^{+}}} \\
& \tilde{q}=-\frac{1}{2} \partial_{z} \log (\tilde{\sigma})=-\frac{1}{2} f_{z} \log (\sigma)-f_{R}^{+}  \tag{51}\\
& \\
& =q-\frac{f f_{I}^{+}}{\omega_{f, f_{I}^{+}}}=q+\frac{f \overline{f_{I}^{+}}}{\omega_{f, f_{I}^{+}}}
\end{align*} \quad \text { if } f_{f, f_{I}^{+}}^{+}=f_{I}^{+} .
$$

Here, we used that $f_{R}^{+}$is real-valued and $f_{I}^{+}$is imaginary-valued.
In fact, calculations (50), (51) prove representations (28), (29) for $\tilde{q}$ in (27).

Formulas (30), (32) and (31), (33) follow directly from the Moutardtransformed equation (19), the representation (28) and Lemmas 2 and 3.

This completes the proof of Theorem 1 under the assumption that $\omega_{f, f^{+}}$ has no zeroes in $D$.

Proof of Theorem 2. The first of formulas (35) follows directly from (29). In view of formulas (30), (32), the proof of the second of formulas (35) consists of the verification that the following identity holds:

$$
\begin{equation*}
\left(u_{1}\right)^{-1} u=-i \omega_{\tilde{\psi}, \hat{f}_{I}^{+}}, \tag{52}
\end{equation*}
$$

where $\hat{f}_{I}^{+}$is defined in (32), $\tilde{\psi}$ is defined in (27), where $\psi$ is defined in (23), $f^{+}=f_{I}^{+}$, and $f$ and $u_{1}$ are related by (23), (24) with $\psi=f, u=u_{1}$. In turn, (52) can be rewritten as:

$$
\begin{align*}
& u_{1} \sqrt{\sigma} \partial_{z}\left(\left(u_{1}\right)^{-1} u\right)=\tilde{\psi}  \tag{53}\\
& u_{1} \sqrt{\sigma} \partial_{\bar{z}}\left(\left(u_{1}\right)^{-1} u\right)=\overline{\tilde{\psi}} \tag{54}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{\psi}=\psi-\frac{u}{u_{1}} f \tag{55}
\end{equation*}
$$

where we used (24) for $\psi, u$ and for $\psi=f, u=u_{1}$. We have:

$$
\begin{equation*}
u_{1} \sqrt{\sigma} \partial_{z}\left(\left(u_{1}\right)^{-1} u\right)=\sqrt{\sigma} \partial_{z} u-u \sqrt{\sigma} \frac{\partial_{z} u_{1}}{u_{1}}=\psi-\frac{u}{u_{1}} f \tag{56}
\end{equation*}
$$

where we used (23) for $\psi, u$ and for $\psi=f, u=u_{1}$. Thus, (53) holds. Formula (54) follows, for example, from reality of $u_{1}, \sqrt{\sigma}, u$.

This completes the proof of (35), at least if $u_{1}$ has no zeroes in $D$. Formulas (36) are proved in similar way, at least if $v_{1}$ has no zeroes in $D$.

Theorem 2 is proved.
Proof of Theorem 3. We have that:

$$
\begin{gather*}
\tilde{\sigma}(x) \partial_{j} \tilde{u}(x)=w^{2} \sigma \partial_{j}\left(\frac{u}{w}\right)=\sigma w \partial_{j} u-\sigma u \partial_{j} w,  \tag{57}\\
\left.\partial_{j}\left(\tilde{\sigma}(x) \partial_{j} \tilde{u}(x)\right)=w \partial_{j}\left(\sigma \partial_{j} u\right)\right)-u \partial_{j}\left(\sigma \partial_{j} w\right), \quad j=1, \ldots, d . \tag{58}
\end{gather*}
$$

Therefore,

$$
\begin{equation*}
\operatorname{div}(\tilde{\sigma}(x) \nabla \tilde{u}(x))=w \operatorname{div}(\sigma \nabla u))-u \operatorname{div}(\sigma \nabla w)=0 \tag{59}
\end{equation*}
$$

Theorem 3 is proved, at least is $w$ has no zeroes in $D$.
Proof of Proposition 1 We have:

$$
\tilde{\sigma}=u_{1}^{2} \sigma, \quad \tilde{u}=\left(u_{1}\right)^{-1} u, \quad \tilde{u}_{2}=\left(u_{1}\right)^{-1} u_{2},
$$

therefore,

$$
\begin{gathered}
\mathcal{M}_{\tilde{\sigma}, \tilde{u}_{2}} \circ \mathcal{M}_{\sigma, u_{1}} \sigma=\left(\tilde{u}_{2}\right)^{2} \tilde{\sigma}=u_{1}^{-2} u_{2}^{2} u_{1}^{2} \sigma=u_{2}^{2} \sigma=\mathcal{M}_{\sigma, u_{2}} \sigma, \\
\mathcal{M}_{\tilde{\sigma}, \tilde{u}_{2}} \circ \mathcal{M}_{\sigma, u_{1}} u=\left(\tilde{u}_{2}\right)^{-1} \tilde{u}=u_{1} u_{2}^{-1} u_{1}^{-1} u=u_{2}^{-1} u=\mathcal{M}_{\sigma, u_{2}} u .
\end{gathered}
$$

Thus, Proposition 1 is proved, at least if $u_{1}, u_{2}$ have no zeroes in $D$.
Remark 2 Formally, the proofs of Theorems 1-3 and Proposition 1 remain valid if $\omega_{f, f^{+}}, u_{1}, v_{1}, w, u_{2}$ have zeroes in $D$, but a proper analytic picture requires subsequent investigations in these cases.
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