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Abstract. The purpose of this work is to study coupled networks of non identical instances of the PCR system (Panic-Control-Reflex), which is a geographical model for human behaviors during catastrophic events. We endow the subsequent graph with superposed linear and quadratic couplings, and explore the effect of the topology of the network on the dynamics of each node. Especially, we investigate the possibility of controlling the panic level in the network by a clever disposal of the connections. We establish a necessary and sufficient condition for synchronization, without any reductive assumption on the nature of the network, and study the global stability of the trivial equilibrium. We illustrate our theoretical results by numerical simulations of randomly generated networks.

Keywords. PCR system; coupled network; global stability; synchronization.

§ 1 Introduction

In this paper, we aim to present the continuation of a recent work [5], concerning the PCR system (Panic-Control-Reflex), which is a geographical model for human behaviors during catastrophic events, established in 2013 in order to better understand and predict behavioral reactions of individuals facing a brutal disaster, which can have a natural or an industrial origin [21, 27, 22]. In this previous work, a complete stability and bifurcation analysis of that dynamical system was proposed, exhibiting a degeneracy case of a saddle-node bifurcation at infinity, with two possible asymptotic behaviors for the solutions. The first possible asymptotic behavior corresponds to a favorable return of all individuals affected by the catastrophe to a daily way of life, while the second possible behavior of the solutions presents a persistence of panic.

The present paper is devoted to the study of coupled networks of non identical PCR systems, with the concern of modeling the geographical relief of the area impacted by the catastrophe, as well as the individuals displacements and contacts. In a recent conference paper [6], a concrete example prepared with the collaboration of geographers, concerning the particular risk of tsunami on the Mediterranean coast, has been studied. It is shown in this latter article that the evacuation of high risk zones corresponding to the beach places, towards the refuge zones situated in the city center, plays a very decisive role. For instance, a plugged corridor can provoke a persistence of panic. At the opposite, an additional evacuation path from the beach towards the city-center can help individuals return to the daily behavior. For the sake of generality, we aim to prove for any abstract PCR network that a lightened organization of the connections, on the disaster zone, is a crucial key for a global return of the affected population to a daily behavior. Indeed, we shall first investigate patterns emerging from basic configurations, before looking ahead to larger networks, since it is a subtle question to relate the global dynamic of the network to the internal dynamic of each of its cells. The generality of our study gives a rigorous framework for better understanding the impact of the connections disposal in any situation concerned with our model, and it might be adapted for various non identical coupled networks.

A huge literature tackles the subject of coupled networks, with a mathematical approach. Many questions are discussed, such as synchronization of chaotic systems or oscillators [8, 19, 4, 3, 2], bifurcation analysis and global normal form calculation [12, 23]. Different topologies are considered, with symmetry or orientation assumptions. Many applications to physical or biological phenomena are studied, such as electric circuits networks or neural networks [25, 30, 29, 24].
Our analysis of PCR systems networks will deal with non identical nodes coupled networks, with an asymmetric topology of variable density, built with the aim to model the variety of human behavioral reactions, according to the nature of the disaster, and to the geographical relief of the impacted zone. As a tool, we will use graph theory path finding algorithms [10, 11], yet it is not the subject of our analysis.

The outline of the paper is the following. We shall begin with preliminaries about non identical coupled networks. After recalling some basics about the PCR system, we shall define PCR networks and study two-nodes configurations, with a linear or quadratic coupling form. Our main result is presented in the third section, and establishes a link between on the first hand the possible evacuation of panic nodes, that can be detected using graph theory algorithms, and on the other hand the research of a global return to a daily behavior among the considered population. The global stability of the trivial equilibrium will be analyzed in the general case, without any reductive assumption on the topology of the network. Finally, we shall present numerical simulations in order to illustrate our qualitative results, with randomly generated PCR networks.

§2 Non identical coupled networks

2.1. Preliminaries

Let us consider a dynamical system

\[ \dot{x} = f(t, x, \lambda), \quad t \geq t_0, \quad x \in \Omega \subset \mathbb{R}^n, \quad \lambda \in \mathbb{R}^p, \tag{1} \]

where \(n\) and \(p\) are positive integers, \(\Omega\) is a subset of \(\mathbb{R}^n\), \(f\) is a smooth function defined on \(\mathbb{R} \times \Omega \times \mathbb{R}^p\), and \(t_0\) is a given initial time. We suppose that the system (1) admits a bifurcation at \(\lambda_0\), that is a change in the stability and structure of its invariant sets for \(\lambda < \lambda_0\) and for \(\lambda > \lambda_0\) (see [16] for instance, or [17] for the case of non autonomous systems).

Next, we consider a graph \(\mathcal{G}\) formed with a finite set \(\mathcal{E}\) of \(N\) vertices \(\{1, \ldots, N\}\) \((N \geq 2)\), and two finite sets \(\mathcal{E}_L\) and \(\mathcal{E}_Q\) of oriented edges, corresponding to linear and quadratic couplings respectively. An element \((i, j)\) of \(\mathcal{E}_L\) or \(\mathcal{E}_Q\) corresponds to a directed connection from vertex \(i\) towards vertex \(j\). For short, we will name the elements of \(\mathcal{E}_L\) and \(\mathcal{E}_Q\) linear edges and quadratic edges respectively. We associate to each vertex \(i \in \mathcal{E}\) an instance of system (1) with one parameter value \(\lambda_i\), and consider a coupled network of the form

\[ \dot{x}_i = f(t, x_i, \lambda_i) + \sum_{j=1}^{N} L_{i,j}(t)H_{x_j} + \sum_{j=1}^{N} (Q(t, X))_{i,j}, \quad 1 \leq i \leq N, \tag{2} \]

where \(x_i \in \mathbb{R}^n\) is the vector representing the state of vertex \(i\) and \(X = (x_1, \ldots, x_N)^T\). Here, we consider the matrix of linear connectivity \(L(t) = (L_{i,j}(t))\), is symmetric if the linear edges of the graph are non oriented. More precisely, if \((i, j) \in \mathcal{E}_L\), \(i \neq j\), we have \(L_{i,j}(t) > 0\), for all \(t \geq t_0\). If \((i, j) \notin \mathcal{E}_L\), \(i \neq j\), we have \(L_{i,j}(t) = 0\), for all \(t \geq t_0\). Moreover, the diagonal elements of matrix \(L\) satisfy

\[ L_{i,i}(t) = -\sum_{j=1}^{N} L_{j,i}(t), \tag{3} \]

thus \(L(t)\) is a zero column sum matrix. The matrix \(H\) is of order \(n\), and determines which components of vertices \(x_i\) and \(x_j\) are coupled.

Similarly, we define the matrix of quadratic connectivity \(Q(t, X)\) as follows. If \((i, j) \in \mathcal{E}_Q\), \(i \neq j\), we set

\[ (Q(t, X))_{i,j} = -Q_{j,i}(t)\kappa(x_i, x_j), \quad (Q(t, X))_{i,i} = +Q_{i,i}(t)\kappa(x_i, x_j), \tag{4} \]

where \(Q_{i,j}(t)\) is a smooth real valued function of \(t\) with positive values. The function \(\kappa\) is defined on \(\mathbb{R}^n \times \mathbb{R}^n\) by a quadratic expression

\[ \kappa(x_i, x_j) = \left( \sum_{1 \leq \alpha, \beta \leq n} \kappa_{\alpha, \beta} x_i^{(\alpha)} x_j^{(\beta)} \right)^T, \quad 1 \leq l \leq n, \tag{5} \]
where \( x_i^{(\alpha)} \), \( 1 \leq \alpha \leq n \) denote the components of \( x_i \), and \( \kappa_{\alpha,\beta}^l \in \mathbb{R} \) for all \( l, \alpha \) and \( \beta \) such that \( 1 \leq l \leq n \), \( 1 \leq \alpha \leq n \) and \( 1 \leq \beta \leq n \). The matrix of coefficients \( (Q_{j,i}) \) is of order \( N \) and anti-symmetric. We precise that the function \( \kappa \) is not necessarily symmetric.

For convenience, we introduce the function \( \mathcal{D}(t, X) \), defined as a \( \mathbb{R}^n \times N \) vector valued function, by setting
\[
\mathcal{D}(t, X) = \left( \sum_{j=1}^{N} (Q(t, X))_{i,j} \right)^T, \quad 1 \leq i \leq n.
\] (6)

In the sequel, we will omit the time dependence of coefficients in matrices \( L \) and \( Q \), in order to lighten our notations. Furthermore, we will assume that there exists a minimum coupling strength \( \eta_0 > 0 \) such that
\[
L_{i,j}(t) \geq \eta_0, \quad Q_{i,j}(t) \geq \eta_0,
\] (7)
for all \( t \geq t_0 \) and \( i, j \) such that \( 1 \leq i, j \leq n \), \( L_{i,j}(t) \neq 0 \) or \( Q_{i,j}(t) \neq 0 \).

We will refer to the vertices of \( \mathcal{G} \) with the word \textit{nodes}. The term \( f(t, x_i, \lambda_i) \) determines the internal dynamic of each node, while the coupling terms contained in \( L \) and \( Q(X) \) depend on the topology of the network. For convenience and clarity, we will associate to each parameter value \( \lambda_i \) one color. Two nodes \( x_i \) and \( x_j \) of the same color will then admit the same parameter value, that is \( \lambda_i = \lambda_j \), thus the same internal dynamic.

\textbf{Example 1.} Assume \( n = 2 \), \( N = 4 \), and consider the graph \( \mathcal{G} \) depicted in Figure 1.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{A 3 colors directed coupled network, composed with 4 nodes, exhibiting 3 different internal dynamics, corresponding to 3 different parameter values in system \( \dot{x} = f(t, x, \lambda) \).}
\end{figure}

The set \( \mathcal{E}_L \) of linear edges is \{\( (1, 2) \), \( (2, 3) \), \( (2, 4) \)\}. Thus
\[
L = \begin{pmatrix}
-L_{2,1} & 0 & 0 & 0 \\
-L_{2,1} & -L_{3,2} - L_{4,2} & 0 & 0 \\
0 & L_{3,2} & 0 & 0 \\
0 & L_{4,2} & 0 & 0
\end{pmatrix},
\]

The set \( \mathcal{E}_Q \) of quadratic edges is \{\( (1, 3) \), \( (3, 4) \), \( (4, 2) \)\}. Thus
\[
Q(X) = \begin{pmatrix}
0 & 0 & -Q_{3,1}\kappa(x_1, x_3) & 0 \\
0 & 0 & 0 & Q_{2,4}\kappa(x_4, x_2) \\
Q_{3,1}\kappa(x_1, x_3) & 0 & 0 & -Q_{4,3}\kappa(x_3, x_4) \\
0 & -Q_{2,4}\kappa(x_4, x_2) & Q_{4,3}\kappa(x_3, x_4) & 0
\end{pmatrix}.
\]
We consider three distinct parameter values \(\lambda_1, \lambda_2, \lambda_3\), and the coupled network given by

\[
\begin{align*}
\dot{x}_1 &= f(t, x_1, \lambda_1) - L_{2,1}\mathcal{H}x_1 - Q_{3,1}\kappa(x_1, x_3) \\
\dot{x}_2 &= f(t, x_2, \lambda_2) + L_{2,1}\mathcal{H}x_1 - (L_{3,2} + L_{4,2})\mathcal{H}x_2 + Q_{2,4}\kappa(x_4, x_2) \\
\dot{x}_3 &= f(t, x_3, \lambda_1) + L_{3,2}\mathcal{H}x_2 + Q_{3,1}\kappa(x_1, x_3) - Q_{4,3}\kappa(x_3, x_4) \\
\dot{x}_4 &= f(t, x_4, \lambda_3) + L_{4,2}\mathcal{H}x_2 + Q_{4,3}\kappa(x_3, x_4) - Q_{2,4}\kappa(x_4, x_2).
\end{align*}
\]

Let \((x_i^{(1)}, x_i^{(2)})\) denote the components of \(x_i \in \mathbb{R}^2, i \in \{1, \ldots, N\}\). If the first component of \(x_i\) is coupled, but not the second one, we set:

\[
\mathcal{H} = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix},
\]

thus \(\mathcal{H}x_i = (x_i^{(1)}, 0)^T\).

The following definition is classical for identical synchronization. For \(X_0 \in \Omega\) and \(t_0 \in \mathbb{R}\), we denote by \(X(t, t_0, X_0) \in \mathbb{R}^n\) the orbit of system (2) passing through \(X_0\) at \(t_0\), and \(x_i(t, t_0, X_0) \in \mathbb{R}^n\) the projection of \(X(t, t_0, X_0)\) corresponding to the state of node \(i\) for any \(i \in \{1, \ldots, N\}\).

**Definition 1.** Two nodes \(i\) and \(j\) of a coupled network (2) are said to identically synchronize if:

\[
\lim_{t \to +\infty} \|x_i(t, t_0, X_0) - x_j(t, t_0, X_0)\|_{\mathbb{R}^n} = 0,
\]

for any initial condition \(X_0 \in \Omega\). We say that the whole coupled network (2) synchronizes if any pair of nodes identically synchronizes.

The main question we are interested in, is to determine the global dynamic of the network. In particular, we would like to know if one node can drive the rest of the network to its internal behavior, among a population of reflex, control, panic, daily and back to daily behaviors, among a population concerned with the catastrophe. It is worth noting that the daily behavior group is divided into two subgroups corresponding to the unknowns \(q\) and \(b\), that respectively correspond to the daily behavior before the beginning of the catastrophe, and the daily behavior after the catastrophe. Of particular interest is the initial condition \((0, 0, 0, 1, 0)\), which corresponds to the situation of a...
catastrophic event without any alert to the population, and consequently means that all individuals are in a daily behavior before the disaster. Since the sum of the 5 equations in system (10) is equal to 0, we can reduce the system as follows:

\[
\begin{align*}
\dot{r} &= \gamma(t)q(1-r) - (B_1 + B_2)r + F(r, c)rc + G(r, p)rp \\
\dot{c} &= B_1r + C_1p - C_2c - F(r, c)rc + H(c, p)cp - \varphi(t)c(r + c + p + q) \\
\dot{p} &= B_2r - C_1p + C_2c - G(r, p)rp - H(c, p)cp \\
\dot{q} &= -\gamma(t)q(1-r).
\end{align*}
\]

The expected asymptotic behavior of the orbits of system (12) corresponds to a return of all individuals to a daily behavior after the catastrophe, that is

\[
\lim_{t \to +\infty} b(t) = 1,
\]

or equivalently

\[
\lim_{t \to +\infty} \left( r(t) + c(t) + p(t) + q(t) \right) = 0.
\]

The functions \( \gamma \) and \( \varphi \) model respectively the beginning of the disaster, and the return to a daily behavior. They both satisfy the properties

\[
\gamma(t) > 0, \quad \varphi(t) > 0, \quad \forall t > t_0,
\]

and

\[
\gamma(t) = \varphi(t) = 1, \quad \forall t \geq t_1,
\]

for a given \( t_1 > t_0 \). Property (14) implies that the system (12) is non autonomous only for a finite time. This will be useful in the sequel, especially for the study of the global asymptotic stability of the trivial equilibrium, presented in the section (§3). The parameters \( B_i > 0, C_i \geq 0, i \in \{1, 2\} \), model the behavioral changes of each individual, while the functions \( F, G \) and \( H \) model the interaction phenomena that act in parallel.

**Remark 1.** The values of those parameters are partially chosen by a qualitative approach, in collaboration with geographers. Because of the lack of data, the fine numerical calibration of the model is a work in progress, which implies a narrow working association with secure services.

The next proposition summaries the qualitative results of the mathematical analysis.

**Proposition 1.** For any initial condition \((r_0, c_0, p_0, q_0) \in (\mathbb{R}^+)^4\), the system (12) admits a unique global solution whose components are non negative and bounded. If \( C_1 > 0, \mathcal{O}(0, 0, 0, 0) \) is the only equilibrium point, and it is locally asymptotically stable. If \( C_1 = 0 \), the system presents a persistence of panic behavior, that is:

\[
\lim_{t \to +\infty} p(t) = \bar{p} > 0,
\]

for any initial condition \((r_0, c_0, p_0, q_0) \in (\mathbb{R}^+)^4\) satisfying \( r_0 + c_0 + p_0 + q_0 > 0 \).

The complete proof is presented in [5], where the authors show that the bifurcation occurring in the system, when the evolution parameter \( C_1 \) passes through 0, is a degeneracy case of a saddle-node bifurcation at infinity. They also focus on the inhibition role of quadratic terms in the case of a persistence of panic, and highlight the decisive potential role played by the total population density involved in the disaster, that is \( T = r + c + p + q \), which is considered in order to build a Lyapunov function for the stability analysis. This potential role will appear again in the next section.

§3 Coupled networks of non identical PCR systems

3.1. PCR networks

In what follows, we will consider a PCR network, that is, a graph whose nodes are coupled with non identical instances of the PCR system, whose state equations can be rewritten

\[
\dot{x} = f(t, x, C_1), \quad t \geq t_0, \quad x \in \mathbb{R}^4, \quad C_1 \geq 0,
\]

where
where \( x = (r, c, p, q)^T \), and \( f(t, x, C_1) \) is defined by:

\[
f(t, x, C_1) = \begin{pmatrix}
\gamma(t)q(1-r) - (B_1 + B_2)r + F(r, c)r + G(r, p)rp \\
B_1r + C_1p - C_2c - F(r, c)r + H(c, p)cp - \varphi(t)c(r + c + p + q) \\
B_2r - C_1p + C_2c - G(r, p)cp - H(c, p)cp \\
-\gamma(t)q(1-r)
\end{pmatrix}.
\]

**Definition 2.** The nodes which are coupled with an instance of system (12) where \( C_1 = 0 \) will be called panic nodes or nodes of type (1), while those which are coupled with an instance of system \( (12) \) where \( C_1 > 0 \) will be called control nodes or nodes of type (2).

**Remark 2.** The value of the evolution parameter \( C_1 \) is chosen according to geographical considerations, among them are the nature of the catastrophe, the position of the nodes with respect to the impact zone of it, but also human behavioral aspects. The example of an earthquake in Japan is studied in [26]. Since in Japan, the risk culture is well established, the population is formed to react quickly, thus the causality process from reflex to control is important with respect to the other processes, which implies a positive value for \( C_1 \), even for a node which is closed to the epicenter of the earthquake. At the opposite, a tsunami on the Mediterranean coast [6] presents a non homogeneous structure. Because of the effect of surprise and fear, reactions are more instinctive in the heart of the disaster zone, namely the beach places. But the particular urban landscape of Mediterranean coastal cities, with dense centers, narrow streets, and elevation over the sea level, is known to hide the arrival of such an event, and represents a quality refuge zone. For those reasons, beach places are modeled by panic nodes, and city center zones by control nodes.

Next, we study a network made of \( n \) nodes \( x_i, 1 \leq i \leq n \) of type (1), and \( m \) nodes \( y_j \left( C_j^i \right), 1 \leq j \leq m \) of type (2), with \( C_j^i > 0 \), \( 1 \leq j \leq m \). The whole network system reads

\[
\dot{X} = \Phi(t, X, C) + L\dot{X} + Q(X),
\]

where the vectors \( X, \dot{X} \in \mathbb{R}^{4(n+m)} \) and \( C \in \mathbb{R}^{n+m} \) are defined by

\[
\begin{align*}
X &= (x_1, \ldots, x_n, y_1, \ldots, y_m)^T \\
\dot{X} &= (\mathcal{H}x_1, \ldots, \mathcal{H}x_n, \mathcal{H}y_1, \ldots, \mathcal{H}y_m)^T \\
C &= (0, \ldots, 0, C_1^1, \ldots, C_m^n),
\end{align*}
\]

and \( \Phi \) corresponds to the internal dynamic of each node, and is defined by

\[
\Phi(t, X, C) = (f(t, x_1, 0), \ldots, f(t, x_n, 0), f(t, y_1, C_j^1), \ldots, f(t, y_m, C_j^n))^T.
\]

The matrix \( \mathcal{H} \) determines which components are coupled:

\[
\mathcal{H} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}.
\]

The latter definition of \( \mathcal{H} \) means that we consider that only individuals in a catastrophe behavior (reflex, control or panic, but not daily behavior) are concerned with migrations from one node to another. The matrix \( L \) contains the coupling terms, and can be written as a block matrix:

\[
L = \begin{pmatrix}
L_1^i & L_2^i \\
L_3 & L_4^i
\end{pmatrix},
\]

where \( L_1^i = (L_{1,ij}^i), 1 \leq i, j \leq n \), corresponds to the couplings among the nodes of type (1), \( L_2^i = (L_{2,ij}^i), 1 \leq i \leq n, 1 \leq j \leq m \), and \( L_3 = (L_{3,ij}^i), 1 \leq i \leq m, 1 \leq j \leq n \), to the couplings between nodes of type (1) and nodes of type (2), and \( L_4^i = (L_{4,ij}^i), 1 \leq i, j \leq m \), to the couplings among the nodes of type (2) (see Figure 2).

The quadratic couplings are stored in \( Q(X) = (Q_1^1(X), Q_2^2(X)) \), which is defined by the coefficients of the matrix \( Q(X) \) (see (4) and (6)), and the function \( \kappa \), given by

\[
\kappa(x, \tilde{x}) = (\tilde{x}_1(\tilde{x}_2 + \tilde{x}_3), x_2(\tilde{x}_1 + \tilde{x}_3), x_3(\tilde{x}_1 + \tilde{x}_2), 0)^T,
\]

for all \( x, \tilde{x} \in \mathbb{R}^4 \). This expression models the situation when individuals of node \( i \) imitate individuals of node \( j \) of another behavior group, except those who are in the daily behavior.
Remark 3. It is observed by geographers that the physical displacements are of two types. The first type is the result of a crowd motion in which the behavioral evolution is almost frozen, especially when the time of displacement is short. We have chosen to model this type of displacements by linear couplings. The second type occurs when a communication takes place between individuals standing on different places. This communication corresponds to an interaction which can take hold through a vocal message, a mobile call, or just arms signs in the case of two nodes which are separated by a tiny distance. Thus, we have chosen to model the second type of displacements by quadratic couplings.

Let us consider the concrete example of an earthquake in a low density zone in Japan. Let \((r_1, c_1, p_1)\) and \((r_2, c_2, p_2)\) denote the reflex, control and panic behaviors on two nodes 1 and 2 respectively. We suppose that the node 1 is located at the epicenter of the catastrophe, and thus can present a persistence of panic in absence of coupling, whereas the node 2 corresponds to a refuge zone which favors the return to a daily behavior. In that case, the equations of \(\dot{p}_1, \dot{p}_2, \dot{c}_2\) read as follows:

\[
\begin{align*}
\dot{p}_1 &= f_1(r_1, c_1, p_1) - \varepsilon_L p_1 - \varepsilon_Q p_1 c_2 \\
\dot{p}_2 &= f_2(r_2, c_2, p_2) + \varepsilon_L p_1 \\
\dot{c}_2 &= f_3(r_2, c_2, p_2) + \varepsilon_Q p_1 c_2,
\end{align*}
\]

where \(f_1, f_2, f_3\) correspond to the internal dynamic in each equation (see (15)). The linear coupling \(\pm \varepsilon_L p_1\) models the displacements of individuals in panic behavior from node 1 towards node 2. During this displacement, no behavioral evolution occurs. In a different manner, the quadratic coupling \(\pm \varepsilon_Q p_1 c_2\) is the result of an interaction, say a message which is spread by rescue services through loudspeakers, and leads simultaneously to a displacement and a behavioral evolution: individuals in panic near the epicenter are calmed down by the rescue message, thus arrive at the refuge zone in a control behavior.

For clarity, we adopt the coloring representation that associates red to the panic nodes, and green to the control nodes (see Figure 2). The PCR network (16) can be rewritten in an expanded form:

\[
\begin{align*}
\dot{x}_i &= f(t, x_i, 0) - \left( \sum_{k=1}^{n} L_{k,i}^1 + \sum_{l=1}^{m} L_{i,l}^3 \right) \mathcal{H} x_i + \sum_{k=1}^{n} L_{i,k}^1 \mathcal{H} x_k + \sum_{l=1}^{m} L_{i,l}^2 \mathcal{H} y_l + Q_i^1(X), \\
\dot{y}_j &= f(t, y_j, C_j^1) - \left( \sum_{k=1}^{n} L_{k,j}^2 + \sum_{l=1}^{m} L_{j,l}^3 \right) \mathcal{H} y_j + \sum_{k=1}^{n} L_{j,k}^2 \mathcal{H} x_k + \sum_{l=1}^{m} L_{j,l}^3 \mathcal{H} y_l + Q_j^2(X),
\end{align*}
\]

where \(x_i \in \mathbb{R}^4, 1 \leq i \leq n\) and \(y_j \in \mathbb{R}^4, 1 \leq j \leq m\). In order to distinguish the components of the nodes of type (1) and (2), we introduce the following notation:

\[
\begin{align*}
x_i &= \begin{pmatrix} x_i^{(1)} \ c_i^{(1)} \ p_i^{(1)} \ q_i^{(1)} \end{pmatrix}^T, \quad 1 \leq i \leq n, \\
y_j &= \begin{pmatrix} x_j^{(2)} \ c_j^{(2)} \ p_j^{(2)} \ q_j^{(2)} \end{pmatrix}^T, \quad 1 \leq j \leq m.
\end{align*}
\]
proof. The sum of the 4\((20)\) synchronizes towards the trivial equilibrium. Assume that the solution is global, that is the solution \(\text{Proposition 3.}\) The function \(\dot{\mathbf{y}}\) system (12), detailed in \([5]\). In the absence of coupling, the panic nodes \(\text{the energy function}\) question will be given at the end of the section, as a consequence of Theorem 1. Let us consider \(\text{that case, the network is susceptible to exhibit a persistence of panic. The complete answer to that}\) \(\text{y}\) \(\text{a panic persistence, while the control nodes}\) \(\text{equation (16) and}\) \(\text{X}(\mathbf{t}) = \mathbf{X}_0\) defined on \([t_0, t_0 + \tau]\), whose components are non negative.

We skip the proof, since it is very similar to the proof of positiveness of the solution of the PCR system (12), detailed in \([5]\). In the absence of coupling, the panic nodes \(x_i, 1 \leq i \leq n\) will exhibit a panic persistence, while the control nodes \(y_j, 1 \leq j \leq m\) will present a return to daily behavior.

Next, we consider the total population density \(\mathcal{T}\) involved in the disaster, defined by:

\[
\mathcal{T}(\mathbf{X}) = \sum_{i=1}^{n} \left( r_i^{(1)} + c_i^{(1)} + p_i^{(1)} + q_i^{(1)} \right) + \sum_{j=1}^{m} \left( r_j^{(2)} + c_j^{(2)} + p_j^{(2)} + q_j^{(2)} \right).
\]

Proposition 2. For any initial condition \(\mathbf{X}_0 \in (\mathbb{R}^+)^{4(n+m)}\), there exists \(\tau > 0\) such that the Cauchy problem defined by (16) and \(\mathbf{X}(t_0) = \mathbf{X}_0\) admits a unique solution \(\mathbf{X}(t, t_0, \mathbf{X}_0)\) defined on \([t_0, t_0 + \tau]\), whose components are non negative.

Proposition 3. The function \(\mathcal{T}\) is non negative and decreasing on the interval \([t_0, t_0 + \tau]\) along the solution \(\mathbf{X}(t, t_0, \mathbf{X}_0)\) of the PCR network starting from an initial condition \(\mathbf{X}_0 \in (\mathbb{R}^+)^{4(n+m)}\). Assume that the solution is global, that is \(\tau = +\infty\). If \(\mathcal{T}\) converges to 0, then the PCR network (20) synchronizes towards the trivial equilibrium.

Proof. The sum of the 4\((n+m)\) equations in (20) makes the coupling terms vanish and leads to

\[
\dot{\mathcal{T}}(\mathbf{X}, t, t_0, \mathbf{X}_0) = -\varphi(t) \left( \sum_{i=1}^{n} c_i^{(1)}(t) \left( r_i^{(1)} + c_i^{(1)} + p_i^{(1)} + q_i^{(1)} \right) + \sum_{j=1}^{m} c_j^{(2)}(t) \left( r_j^{(2)} + c_j^{(2)} + p_j^{(2)} + q_j^{(2)} \right) \right),
\]

thus we have \(\mathcal{T} \leq 0\). Next, the non negativity of the components (see Proposition 2) implies that

\[
0 \leq r_i^{(1)}(t) \leq \mathcal{T}(t), \quad 0 \leq c_i^{(1)}(t) \leq \mathcal{T}(t), \quad 0 \leq p_i^{(1)}(t) \leq \mathcal{T}(t), \quad 0 \leq q_i^{(1)}(t) \leq \mathcal{T}(t), \quad 1 \leq i \leq n,
\]

and similarly for the components \(r_j^{(2)}, c_j^{(2)}, p_j^{(2)}\) and \(q_j^{(2)}\), \(1 \leq j \leq m\). Thus, if \(\mathcal{T}\) converges to 0, then necessarily all the components of the nodes of type (1) and (2) converge to 0, that is the PCR network synchronizes towards the trivial equilibrium.

The total population density \(\mathcal{T}\) is also likely not to converge to 0, but to a positive limit. In that case, the network is susceptible to exhibit a persistence of panic. The complete answer to that question will be given at the end of the section, as a consequence of Theorem 1. Let us consider the energy function

\[
V = \frac{1}{2} \mathcal{T}^2.
\]

It is non negative, with a non positive orbital derivative by virtue of Proposition 3, and it enables us to construct an invariant region.

Proposition 4. The compact set \(\Omega = \{ \mathbf{X} \in (\mathbb{R}^+)^{4(n+m)}, V(\mathbf{X}) \leq 1 \}\) is a positively invariant region for the flow induced by the PCR network (20).

Proof. Let us consider \(\mathbf{X}_0 \in \Omega\). Since \(\dot{V}(\mathbf{X}(t, t_0, \mathbf{X}_0)) \leq 0\), then \(V(\mathbf{X}(t, t_0, \mathbf{X}_0))\) is decreasing. Therefore, \(\mathbf{X}(t, t_0, \mathbf{X}_0)\) remain in \(\Omega\) for all future time.

Consequently, the solution of the PCR network starting from \(\mathbf{X}_0 \in \Omega\) is global. In the rest of the paper, we study the effect of the coupling in the network.

Definition 3. We will say that the PCR network (16) presents a global return to daily behavior if:

\[
\lim_{t \to +\infty} \|\mathbf{X}(t, t_0, \mathbf{X}_0)\|_{\mathbb{R}^{4(n+m)}} = 0,
\]

for any \(\mathbf{X}_0 \in \Omega\). We will say that a panic node \((x)\) is evacuated towards a control node \((y)\) by a linear chain, if there exists an oriented path in the subsequent graph made of linear edges that connects \((x)\) to \((y)\).
Two nodes converging to the trivial equilibrium $O \in \mathbb{R}^4$ for any initial condition obviously synchronize in the sense of definition (1), while two nodes exhibiting a panic persistence are susceptible not to synchronize. The global return of a PCR network to daily behavior, which is the expected dynamic, is a sufficient condition for synchronization, since the solution is attracted to the trivial equilibrium $O \in \mathbb{R}^{4(n+m)}$. When a panic node $(x)$ is evacuated towards a control node $(y)$, there may be multiple paths connecting $(x)$ to $(y)$. The length of one path is the number of edges along it (see Figure 6).

3.2. Patterns emerging from two-nodes configurations

In this section, we study two-nodes PCR networks (see Figure 3), considering a non symmetric coupling, with a linear or quadratic form, and show which patterns emerge from those basic configurations.

![Figure 3](image)

**Figure 3**: Two-nodes PCR networks. (a) Linear connection from a panic node towards a control node. (b) Linear connection from a control node towards a panic node. (c) Quadratic connection from a panic node towards a control node. (d) Superposition of quadratic and linear connections of opposite directions between a panic node and a control node.

We first consider a two-nodes PCR network with a panic node $(x)$ connected to a control node $(y)$ in a linear form (see Figure 3(a)). Such a network is given by the following system:

$$\begin{align*}
\dot{x} &= f(t, x, 0) - \eta H x \\
\dot{y} &= f(t, y, C_1) + \eta H x,
\end{align*}$$

where $x = (r_1, c_1, p_1, q_1)^T$, $y = (r_2, c_2, p_2, q_2)^T$, $C_1 > 0$, $H$ is defined by (17), and $\eta > 0$ corresponds to the coupling strength.

**Proposition 5.** The system (25) admits a unique equilibrium $O \in \mathbb{R}^8$. Furthermore, it is locally asymptotically stable.

**Proof.** We first look for the equilibrium points of node $(x)$, which can be seen as a perturbation of a PCR system. To that aim, we solve:

$$\begin{align*}
\gamma(t)q_1(1 - r_1) - (B_1 + B_2)r_1 + F(r_1, c_1)r_1c_1 + G(r_1, p_1)r_1p_1 - \eta r_1 &= 0 \\
B_1r_1 - C_2c_1 - F(r_1, c_1)r_1c_1 + H(c_1, p_1)c_1p_1 - \varphi(t)c_1(r_1 + c_1 + p_1 + q_1) - \eta c_1 &= 0 \\
B_2r_1 + C_2c_1 - G(r_1, p_1)r_1p_1 - H(c_1, p_1)c_1p_1 - \eta p_1 &= 0 \\
-\gamma(t)q_1(1 - r_1) &= 0.
\end{align*}$$

The sum of the 4 equations leads to:

$$-\varphi(t)c_1(r_1 + c_1 + p_1 + q_1) - \eta(r_1 + c_1 + p_1) = 0,$$

thus $r_1 = c_1 = p_1 = q_1 = 0$, since the components of the solution are non negative. We then write the 4 equations of node $(x)$ as:

$$\dot{x} = Mx + N(t)x + \epsilon(t, x),$$
where $M$ and $N(t)$ are two matrices of order 4 defined by:

$$M = \begin{pmatrix} -B_1 - B_2 - \eta & 0 & 0 & 1 \\ B_1 & -c_2 - \eta & 0 & 0 \\ B_2 & 0 & -\eta & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}, \quad N(t) = \begin{pmatrix} 0 & 0 & 0 & \gamma(t) - 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -\gamma(t) + 1 \end{pmatrix},$$

and $\epsilon$ contains non linear terms:

$$\epsilon(t, x) = -\gamma(t)q_1r_1 + F(r_1, c_1, r_1, c_1) + G(r_1, p_1)$$

The eigenvalues of $M$ are given by:

$$-B_1 - B_2 - \eta, \quad -c_2 - \eta, \quad -\eta, \quad -1,$$

thus they are negative, since $\eta > 0$. Furthermore, some basic algebraic computations, and property (14), lead to:

$$\lim_{t \to +\infty} \|N(t)\| = 0, \quad \lim_{\|x\| \to 0} \|\epsilon(t, x)\| = 0, \text{ uniformly in } t.$$

The smoothness of functions $\gamma, \varphi, F, G$ and $H$ implies that of $\epsilon$, which is consequently locally Lipschitz in its second argument. Thus the Poincaré-Lyapunov theorem (see [28] for instance) applies and guarantees that the equilibrium $(0, 0, 0, 0)$ is locally asymptotically stable. Finally, we look for the equilibrium points of node $(y)$, which are given by:

$$
\begin{cases}
\gamma(t)q_2(1 - r_2) - (B_1 + B_2)r_2 + F(r_2, c_2)r_2c_2 + G(r_2, p_2)r_2p_2 + \eta r_1 = 0 \\
B_1 r_2 + C_1 p_2 - C_2 c_2 - F(r_2, c_2)r_2c_2 + H(c_2, p_2)c_2p_2 - \varphi(t)c_1(r_1 + c_1 + p_1 + q_1) + \eta c_1 = 0 \\
B_2 r_2 - C_1 p_2 + C_2 c_2 - G(r_2, p_2)r_2p_2 - H(c_2, p_2)c_2p_2 + \eta p_1 = 0 \\
-\gamma(t)q_2(1 - r_2) = 0.
\end{cases}
$$

Since $(r_1, c_1, p_1, q_1) = (0, 0, 0, 0)$ is the only equilibrium point of node $(x)$, we obtain the equations corresponding to the equilibrium points of a PCR system (12) with $C_1 > 0$. Thus $(r_2, c_2, p_2, q_2) = (0, 0, 0, 0)$, and the only equilibrium point for the two-nodes network (25) is $0 \in \mathbb{R}^3$. Its stability follows from the stability of the equilibrium point $(0, 0, 0, 0)$ of node $(x)$, combined with proposition (1).

**Remark 5.** This first proposition means that an evacuation of individuals in panic behavior from a panic node towards a control node, brings the whole network to a global return to daily behavior. In other words, the linear coupling affects the bifurcation on the panic node $(x)$, and makes the panic persistence vanish. Furthermore, it will appear in the next paragraph, as a consequence of the general case, that the trivial equilibrium is actually asymptotically globally stable. Thus the two nodes synchronize, and the control node drives the panic node to its dynamic.

We know from theory of ordinary differential equations [9], that any solution $x(t)$ of the first equation in system (25) satisfies the property:

$$\lim_{t \to +\infty} \frac{\ln \|x(t)\|}{t} \leq \max_{1 \leq k \leq 4} \lambda_k,$$

where $\lambda_k$ denote the eigenvalues of matrix $M$. The latter proof shows that if $\eta < 1$, then:

$$\lim_{t \to +\infty} \frac{\ln \|x(t)\|}{t} \leq -\eta,$$

thus an exponential acceleration of the convergence of node $(x)$ towards the trivial equilibrium under an increase of the coupling strength $\eta$ (see Figure 4).

We then look ahead to the inverse situation, when a control node $(y)$ is connected towards a panic node $(x)$ (see Figure 3(b)):

$$\begin{align*}
\dot{x} &= f(t, x, 0) + \eta H y \\
\dot{y} &= f(t, y, C_1) - \eta H y.
\end{align*}$$

(26)
**Figure 4:** An increase of the coupling strength $\eta$ accelerates the convergence of the total population density $P(t)$ of individuals in panic behavior towards the trivial equilibrium.

**Proposition 6.** System (26) exhibits a persistence of panic on node $(x)$.

**Proof.** We begin with the research of the equilibrium points of node $(y)$, which is very similar to the previous proof, and leads to the uniqueness and local asymptotic stability of $(r_2, c_2, p_2, q_2) = (0, 0, 0, 0)$. It follows that the equilibrium points of node $(x)$ correspond to the equilibrium points of a PCR system (12) with $C_1 = 0$, thus the persistence of panic in node $(x)$. \qed

**Remark 6.** This second proposition suggests that a displacement of individuals of a control node towards a panic node should be avoided, at the risk to worsen the panic persistence level.

Next, we consider a quadratic coupling from a panic node towards a control node (see Figure 3(c)):

$$
\begin{align*}
\dot{x} &= f(t, x, 0) - \xi \kappa(x, y) \\
\dot{y} &= f(t, y, C_1) + \xi \kappa(x, y),
\end{align*}
$$

where the quadratic coupling $\kappa(x, y)$ is defined by (19).

**Proposition 7.** System (27) presents a persistence of panic on node $(x)$.

We skip the proof, since it is very similar to the latter. Figure 5 shows the shape of the panic component of node $(x)$ for each of the latter situations. Proposition (7) shows that a quadratic coupling is not efficient to empty the panic behavior in the panic nodes, and does not affect the bifurcation in the system.

Finally, we prove that a superposition of a linear and a quadratic couplings (see Figure 3(d)) can inhibit the panic persistence of node $(x)$, by considering the following system:

$$
\begin{align*}
\dot{x} &= f(t, x, 0) + \eta H y - \xi \kappa(x, y) \\
\dot{y} &= f(t, y, C_1) - \eta H y + \xi \kappa(x, y).
\end{align*}
$$

**Proposition 8.** The solution of system (28) stemming from the initial condition

$$(x_0, y_0) = (0, 0, 0, 1, 0, 0, 0, 1)$$

presents a persistence of panic, which decreases if $\xi$ increases and $\eta$ is sufficiently small.

**Proof.** The demonstration is based on the Taylor expansion of the solution $X_\xi$ of system (28) according to parameter $\xi$. We write:

$$X_\xi = X_0 + \xi X_1 + \xi^2 X_2 + \ldots,$$
where the first term $X_0$ corresponds to the solution of system (28) with $\xi = 0$, and the dots indicate terms of order higher than 2 in $\xi$. After some basic but tedious computations, we obtain:

\[
\begin{align*}
(r^{(1)})^{(4)}(0) &= -3(B_1 + B_2), \\
(c^{(1)})^{(4)}(0) &= -3B_1, \\
(p^{(1)})^{(4)}(0) &= -3B_2,
\end{align*}
\]

while the previous derivatives evaluated in 0 are null. This guarantees the negativeness of the components $r^{(1)}_1$, $c^{(1)}_1$ and $p^{(1)}_1$ of node (1) on a small interval $[t_0, t_0 + \tau]$. Finally, we prove that $\tau = +\infty$ for $\eta$ sufficiently small, by a similar reasoning as in the proof of the positiveness of the solution of the PCR system (12).

![Figure 5: Panic component of the panic node in a two-nodes PCR network. (a) Linear coupling from panic node to control node: the coupling makes the panic persistence vanish. (b) Linear coupling from control node to panic node: the coupling exacerbates the panic persistence. (c) Quadratic coupling from panic node to control node: the panic persistence survives, but is inhibited.](image)

3.3. Condition for a global return to normal behavior and global stability of the trivial equilibrium

In this section, we present and prove our main result, which gives a necessary and sufficient condition for the synchronization of a PCR network. We next analyze the global stability of the trivial equilibrium. To that aim, we introduce, for each $k \geq 1$, the set $P_k$ of all panic nodes which are connected to at least one control node, by an oriented chain of linear edges of length $k$, and not by a shorter chain (see Figure 6). Thus $P_k \cap P_l = \emptyset$ if $k \neq l$. We recall that a panic node can be evacuated towards a control node by multiple paths (see Definition 3), and that the length of such a path is equal to the number of edges along it. A panic node is also likely to be isolated, which means the opposite of being evacuated.

**Theorem 1.** The PCR network (20) admits a unique equilibrium, which is the trivial equilibrium $O \in \mathbb{R}^{4(n+m)}$, if and only if every panic node is evacuated by an oriented chain made of linear edges, towards one control node. In that case, the trivial equilibrium is locally stable.

**Proof.** The proof is divided into three steps. First, we look for the equilibrium points in the system (20), and show that the only components which are not obviously null are the panic components of the panic nodes. Hence, all the quadratic coupling terms vanish in the subsequent equilibrium.
First step. In order to find equilibrium points, we solve the following system:

\[
\begin{aligned}
\begin{cases}
0 = f(t, x_i, 0) - \left( \sum_{k=1}^{n} L_{ik,i}^1 + \sum_{l=1}^{m} L_{il,i}^2 \right) Hx_i + \sum_{k=1}^{n} L_{ik,i}^1 Hx_k + \sum_{l=1}^{m} L_{il,i}^2 H y_l + Q_1^1(X)
\end{cases}
\end{aligned}
\]

for all \( t \geq t_0, \ 1 \leq i \leq n \) and \( 1 \leq j \leq m \).

The sum of the \( 4(n + m) \) equations in (29) leads to:

\[-\varphi(t) \left( \sum_{i=1}^{n} c_i^{(1)} \left( r_i^{(1)} + c_i^{(1)} + p_i^{(1)} + q_i^{(1)} \right) + \sum_{j=1}^{m} c_j^{(2)} \left( r_j^{(2)} + c_j^{(2)} + p_j^{(2)} + q_j^{(2)} \right) \right) = 0.\]

Since \( \varphi(t) > 0 \) for all \( t > t_0 \), and the components of the solution are non negative, we obtain:

\[c_i^{(1)} = 0, \quad 1 \leq i \leq n, \quad c_j^{(2)} = 0, \quad 1 \leq j \leq m.\]

Next, considering the second components equations, we obtain for nodes of type (1):

\[B_1 r_i^{(1)} = 0, \quad 1 \leq i \leq n,\]

and for nodes of type (2):

\[B_1 r_j^{(2)} + C_1^j p_j^{(2)} = 0, \quad 1 \leq j \leq m.\]

This leads to

\[r_i^{(1)} = 0, \quad 1 \leq i \leq n, \quad r_j^{(2)} = 0, \quad 1 \leq j \leq m,\]

since we have \( B_1 > 0 \), and similarly:

\[p_j^{(2)} = 0, \quad 1 \leq j \leq m,\]

since \( C_1^j > 0 \) for all \( j \in \{1, \ldots, m\} \). Moreover, we recall that the components \( q_i^{(1)}, 1 \leq i \leq n \) and \( q_j^{(2)}, 1 \leq j \leq m \) are not coupled (see (17)). The corresponding equilibrium equations give:

\[q_i^{(1)} = 0, \quad 1 \leq i \leq n, \quad q_j^{(2)} = 0, \quad 1 \leq j \leq m.\]
We obtain: that all panic nodes are directly connected to at least one control node by a linear oriented edge.

We examine if each panic node is evacuated towards a control node by a chain made of linear edges.

Assume that $O \in \varnothing$ which guarantees that $P_{1} = \{x_{1}, \ldots, x_{n}\}$. Then $\lambda_{i} > 0$ for $i \in \{1, \ldots, n\}$, which means that all panic nodes are directly connected to at least one control node by a linear oriented edge. We obtain:

$$p_{i}^{(1)} = 0, \forall i \in \{1, \ldots, n\},$$

which guarantees that $\mathcal{O} \in \mathbb{R}^{4(n+m)}$ is the only equilibrium for the PCR network (20).

**Second step.** We examine if each panic node is evacuated towards a control node by a chain made of linear edges.

Considering that $p_{j}^{(2)} = 0$ for all $j \in \{1, \ldots, m\}$, we obtain for the panic components of the panic nodes:

$$- \left( \sum_{k=1 \atop k \neq i}^{n} L_{k,i}^{1} + \sum_{l=1}^{m} L_{l,i}^{2} \right) p_{i}^{(1)} + \sum_{k=1 \atop k \neq i}^{n} L_{i,k}^{1} p_{k}^{(1)} = 0,$$

for all $i \in \{1, \ldots, n\}$. The sum of those $n$ equations gives:

$$\left( \sum_{l=1}^{m} L_{l,1}^{3} \right) p_{1}^{(1)} + \left( \sum_{l=1}^{m} L_{l,2}^{3} \right) p_{2}^{(1)} + \cdots + \left( \sum_{l=1}^{m} L_{l,n}^{3} \right) p_{n}^{(1)} = 0,$$

which can be rewritten:

$$\lambda_{1} p_{1}^{(1)} + \lambda_{2} p_{2}^{(1)} + \cdots + \lambda_{n} p_{n}^{(1)} = 0,$$

where the coefficient $\lambda_{i} = \sum_{l=1}^{m} L_{l,i}^{3}, 1 \leq i \leq n$, corresponds to the possible connections from the panic node $x_{i}$ towards the control nodes $y_{l}, 1 \leq l \leq m$.

**First case.** Assume that $\mathcal{P}_{1} = \{x_{1}, \ldots, x_{n}\}$. Then $\lambda_{i} > 0$ for $i \in \{1, \ldots, n\}$, which means that all panic nodes are directly connected to at least one control node by a linear oriented edge. We obtain:

$$p_{i}^{(1)} = 0, \forall i \in \{1, \ldots, n\},$$

which is a linear system of rank at most $n - 1$, and admits non trivial solutions, thus an infinite number of equilibrium points of the form

$$\bar{X} = \{(0, 0, \bar{p}_{i})_{1 \leq i \leq n}, (0, 0, 0)_{1 \leq j \leq m}\},$$

with arbitrary $\bar{p}_{i} > 0$, corresponding to a persistence of panic.

**Second case.** Assume that $\mathcal{P}_{2} \neq \varnothing$. We can without loss of generality reorder the indexes and write

$$\lambda_{i} = 0, \quad 1 \leq i \leq r_{1}, \quad \lambda_{i} > 0, \quad r_{1} + 1 \leq i \leq n,$$

with $1 \leq r_{1} \leq n$, so that $\mathcal{P}_{2} \subset \{x_{1}, \ldots, x_{r_{1}}\}$ and $\mathcal{P}_{1} = \{x_{r_{1}+1}, \ldots, x_{n}\}$. Next, we obtain:

$$\lambda_{r_{1}+1} p_{r_{1}+1}^{(1)} + \cdots + \lambda_{n} p_{n}^{(1)} = 0,$$

which leads to:

$$p_{i}^{(1)} = 0, \forall i \in \{r_{1} + 1, \ldots, n\}. \quad (33)$$

System (30) becomes:

$$- \left( \sum_{k=1 \atop k \neq i}^{n} L_{k,i}^{1} \right) p_{i}^{(1)} + \sum_{k=1 \atop k \neq i}^{n} L_{i,k}^{1} p_{k}^{(1)} = 0,$$

for all $i \in \{1, \ldots, r_{1}\}$. If we sum those $r_{1}$ equations, we get:

$$\left( \sum_{k=r_{1}+1}^{n} L_{k,1}^{1} \right) p_{1}^{(1)} + \left( \sum_{k=r_{1}+1}^{n} L_{k,2}^{1} \right) p_{2}^{(1)} + \cdots + \left( \sum_{k=r_{1}+1}^{n} L_{k,r_{1}}^{1} \right) p_{r_{1}}^{(1)} = 0,$$
which can be rewritten:

\[ \delta_1 p_1^{(1)} + \delta_2 p_2^{(1)} + \cdots + \delta_r p_r^{(1)} = 0, \]  

(35)

where the coefficient \( \delta_i = \sum_{k=r_1+1}^r L_{k,i} \), 1 \( \leq i \leq r \) corresponds to the linear connections from the panic nodes \( p_i^{(1)} \), 1 \( \leq i \leq r_1 \) (which are not directly evacuated to a control node), towards the panic nodes \( p_i^{(1)} \), \( r_1 + 1 \leq i \leq n \), which do admit a direct linear connection to at least one control node.

Once again, we distinguish the following three cases:

1. \( P_2 = \{x_1, \ldots, x_{r_1}\} \),
2. \( P_2 = \emptyset \),
3. \( P_3 \neq \emptyset \).

An induction reasoning enables us to build a finite sequence of indexes 1 \( \leq r_s < \cdots < r_2 < r_1 < n \), such that \( P_{s+1} \subseteq \{x_1, \ldots, x_{r_s}\} \). If \( \bigcup_{k=1}^{r_1+1} P_k = \{x_1, \ldots, x_n\} \), then every panic node \( p_i^{(1)} \) is evacuated towards at least one control node by a linear oriented chain, and simultaneously, we have:

\[ p_i^{(1)} = 0, \quad 1 \leq i \leq n. \]

It shows that the only equilibrium in the network corresponds to the global return to daily behavior.

Else, that is, if \( \bigcup_{k=1}^{r_1+1} P_k \subset \{x_1, \ldots, x_n\} \), it means that some of the panic nodes are not connected to the control nodes by a linear oriented chain, forming a \textit{cluster} of panic, admitting equilibrium points of the form

\[ X = ((0, 0, \bar{p}_i, 0)_{1 \leq i \leq r_s}, (0, 0, 0)_{r_s+1 \leq i \leq n+m}), \]  

(36)

with arbitrary \( \bar{p}_i > 0, \quad 1 \leq i \leq r_s \).

Third step. To achieve the proof, we analyze the stability of the equilibrium \( O \in \mathbb{R}^{4(n+m)} \). Indeed, this simply follows from the construction of the Lyapunov function \( V \) that we have already considered in order to build an invariant region (see Equation (23)), defined by:

\[ V = \frac{1}{2} T^2, \]  

(37)

where \( T \) denotes the total population density involved in the disaster (see Equation (21)). More precisely, \( V \) is semi definite positive. Its orbital derivative is given by

\[ \dot{V} = TF. \]  

(38)

But \( F \leq 0 \) (see Proposition (3)), so \( \dot{V} \) is semi definite negative, and this achieves the proof.

This theorem gives a necessary and sufficient condition for the solution of a PCR network to converge to the trivial equilibrium \( O \in \mathbb{R}^{4(n+m)} \), which corresponds to a global return of all individuals to a daily behavior. Its demonstration constructs an oriented chain made of linear edges, from each non isolated panic node to one control node. In practice, those evacuation chains can be determined by running a graph theory algorithm of path finding. Next we analyze the global stability of the trivial equilibrium.

\textbf{Theorem 2.} The trivial equilibrium is globally asymptotically stable if and only if every panic node is evacuated.

\textbf{Proof.} First, assume that the trivial equilibrium is globally asymptotically stable, and that some panic nodes are not evacuated. Then, as pointed in the latter proof, the system (20) admits an infinite number of panic persistence equilibria of the form (36), which are arbitrary close to the trivial equilibrium. Since it is supposed to be globally asymptotically stable, it must be isolated in its basin of attraction, thus a contradiction.

Conversely, assume that every panic node is evacuated. Let us consider the auxiliary system obtained by substituting 1 in place of \( \gamma(t) \) and \( \varphi(t) \) in the system (16):

\[ \dot{Y} = \Phi(t, Y, C) + L\dot{Y} + Q(Y), \]  

(39)
where the vectors \( Y, \dot{Y} \in \mathbb{R}^{4(n+m)} \) and \( C \in \mathbb{R}^{n+m} \) are given by
\[
\begin{align*}
Y &= (\dot{x}_1, \ldots, \dot{x}_n, \dot{y}_1, \ldots, \dot{y}_m)^T \\
\dot{Y} &= (H\dot{x}_1, \ldots, H\dot{x}_n, H\dot{y}_1, \ldots, H\dot{y}_m)^T \\
C &= (0, \ldots, 0, C^1, \ldots, C^m),
\end{align*}
\]
and \( \dot{\Phi} \) corresponds to the modified dynamic
\[
\dot{\Phi}(t, Y, C) = \left( \dot{f}(t, \dot{x}, 0), \ldots, \dot{f}(t, \dot{y}_1, C^1) \right)^T,
\]
with
\[
\dot{f}(t, \dot{x}, C_1) = \begin{pmatrix}
\dot{q}(1 - \dot{r}) - (B_1 + B_2)\dot{r} + F(\dot{r}, \dot{c})\dot{c} + G(\dot{r}, \dot{p})\dot{p} \\
B_2\dot{r} - C_1\dot{p} + C_2\dot{c} - F(\dot{r}, \dot{c})\dot{r}\dot{c} + H(\dot{c}, \dot{p})\dot{p}\dot{c} - \dot{c}(\dot{\alpha} + \dot{\beta}) \\
-\dot{q}(1 - \dot{r})
\end{pmatrix}, \quad \dot{x} = (\dot{r}, \dot{c}, \dot{p}, \dot{q}),
\]
the rest of the system being unmodified, in particular the couplings terms. Let \( V \) be the Lyapunov function defined by (37). It is easily seen that the set \( \Omega \) introduced in Proposition 4 is also an invariant region for the modified system (39). Let define \( E = \{ Y \in \Omega ; \dot{V}(Y) = 0 \} \). Some basic computations show that \( Y \in E \) if and only if \( \hat{c}_i^{(1)} = \hat{c}_j^{(2)} = 0 \) for all \( i \in \{1, \ldots, n\} \) and \( j \in \{1, \ldots, m\} \). The La Salle invariance theorem (see [18, 15, 14]) guarantees that the orbits of system (39) approach the largest invariant set \( M \) included in \( E \).

Next, we show that \( M \) is not more than the trivial equilibrium. So, let us consider an orbit \( Y(t, t_0, Y_0) \) of system (39) starting from an initial condition \( Y_0 \in M \) at \( t = t_0 \). Since \( M \subset E \), we have \( \hat{c}_i^{(1)}(t) = \hat{c}_j^{(2)}(t) = 0 \) for all \( i \in \{1, \ldots, n\} \) and \( j \in \{1, \ldots, m\} \) and for all \( t \). The corresponding equations in system (39) become:
\[
\begin{align*}
\hat{c}_i^{(1)} &= B_1\hat{c}_i^{(1)}, & 1 \leq i \leq n, \\
\hat{c}_j^{(2)} &= B_2\hat{c}_j^{(2)} + C_1\hat{c}_j^{(2)}, & 1 \leq j \leq m.
\end{align*}
\]
Necessarily, we have \( \hat{c}_i^{(1)}(t) = 0 \) for all \( i \in \{1, \ldots, n\} \), \( t \geq t_1 \) and \( \hat{c}_j^{(2)}(t) = \hat{p}_j^{(2)}(t) = 0 \) for all \( j \in \{1, \ldots, m\} \), \( t \geq t_1 \). Similarly, the equations of the reflex behavior component \( \hat{r} \) become:
\[
\begin{align*}
\hat{r}_i^{(1)} &= \hat{q}_i^{(1)}, & 1 \leq i \leq n, \\
\hat{r}_j^{(2)} &= \hat{q}_j^{(2)}, & 1 \leq j \leq m.
\end{align*}
\]
which proves that \( \hat{q}_i^{(1)}(t) = 0 \) and \( \hat{q}_j^{(2)}(t) = 0 \) for all \( i, j, t \). Then we consider \( \hat{x}_i \in \mathcal{P}_1 \). By assumption, there exists a control node \( \hat{y}_j \) such that \( \hat{x}_i \) is connected to \( \hat{y}_j \). The equation of the panic component of node \( \hat{y}_j \) becomes:
\[
\hat{p}_j^{(2)} = \sum_{k=1}^{n} L_{j,k}^{3} \hat{p}_k^{(1)} \geq L_{j,0}^{3} \hat{p}_0^{(1)},
\]
thus \( \hat{p}_j^{(2)}(t) = 0 \) for all \( t \geq t_1 \), since \( L_{j,0}^{3} > 0 \). Analogously, we show that \( \hat{p}_j^{(1)}(t) = 0 \) for all \( t \geq t_1 \) and \( i \in \{1, \ldots, n\} \), since by assumption every panic node is evacuated.

Finally, let us consider an orbit \( X(t, t_0, X_0) \) of the original system (16), starting from an initial condition \( X_0 \in \Omega \) at \( t = t_0 \). Because of Proposition (4), we have \( X(t, t_0, X_0) \in \Omega \) for all \( t \geq t_0 \). Furthermore, property (14) guarantees that \( \gamma(t) = \varphi(t) = 1 \) for all \( t \geq t_1 \), which implies
\[
X(t, t_0, X_0) = Y(t, t_1, X_1), \quad \forall t \geq t_1,
\]
where \( X_1 = X(t_1, t_0, X_0) \). The previous reasoning guarantees that \( Y(t, t_1, X_1) \) converges to the trivial equilibrium, so the same is for \( X(t, t_0, X_0) \), and this achieves the proof. \( \square \)
4 Numerical simulations

The aim of this section is to illustrate the previous qualitative results by numerical simulations, and to explore the quantitative aspect of the variation of the parameters involved in the PCR networks. The numerical integration has been performed using the scientific library `scipy` of the python language, on a personal computer equipped with the Debian-GNU/Linux operating system. The networks have been randomly generated by considering random integers for the numbers of linear edges and quadratic edges. The linear edges are randomly associated to the nodes of the networks, whereas the quadratic edges are oriented from the panic nodes towards the control nodes. The graph theory library `networkx`, which implements a path-finding algorithm [10, 11], is used in order to detect whether the panic nodes are evacuated or not. The functions $\gamma$ and $\varphi$ are given by

$$\gamma(t) = \zeta(t, 1, 3), \quad \varphi(t) = \zeta(t, 1, 50), \quad (40)$$

where $\zeta$ is defined by

$$\zeta(s, s_0, s_1) = \begin{cases} 
0 & \text{if } s < s_0 \\
1 & \text{if } s > s_1 \\
\frac{1}{2} - \frac{1}{2} \cos \left( \frac{s - s_0}{s_1 - s_0} \pi \right) & \text{otherwise}
\end{cases}, \quad (41)$$

and the functions $F, G, H$ are given by

$$\begin{align*}
F(r, c) &= -\alpha_1 \xi \left( \frac{r}{c + \nu_0} \right) + \alpha_2 \xi \left( \frac{c}{r + \nu_0} \right) \\
G(r, p) &= -\delta_1 \xi \left( \frac{r}{p + \nu_0} \right) + \delta_2 \xi \left( \frac{p}{r + \nu_0} \right) \\
H(c, p) &= -\mu_1 \xi \left( \frac{c}{p + \nu_0} \right) + \mu_2 \xi \left( \frac{p}{c + \nu_0} \right),
\end{align*}$$

where $\nu_0 = 0.01$ and $\xi$ is defined by

$$\xi(s) = \begin{cases} 
1 & \text{if } s < 0 \\
0 & \text{if } s > 1 \\
\frac{1}{2} + \frac{1}{2} \cos (\pi s) & \text{otherwise}
\end{cases}. \quad (43)$$

The values of the parameters are indicated in Table 1. The values of $B_1$ and $B_2$ are equal to each other, which means that the evolution processes from reflex to panic, or from reflex to control, are of similar intensity. The value of $C_1$ for control nodes is greater than the value of $C_2$, which favors the evolution from panic to control. The values of the parameters $\alpha_i, \delta_i$ and $\mu_i, 1 \leq i \leq 2$, involved in the functions $F, G$ and $H$, are lesser than $B_i$ and $C_i$, which means that the imitation phenomena are dominated by the evolution processes. Along each edge of the network, the linear and quadratic coupling strengths have been fixed at 0.1. Those numerical values can easily be varied.

The initial condition corresponds, as mentioned previously, to the situation when all individuals are in a daily behavior before the catastrophe, that is

$$\begin{align*}
\{ r_i^{(1)} = c_i^{(1)} = p_i^{(1)} = 0, \quad q_i^{(1)} = 1, \quad 1 \leq i \leq n, \\
r_j^{(2)} = c_j^{(2)} = p_j^{(2)} = 0, \quad q_j^{(2)} = 1, \quad 1 \leq j \leq m.
\end{align*} \quad (44)$$

4.1 Influence of the topology of the network

We first consider a particular network made with 15 panic nodes and 15 control nodes, and experiment three different couplings disposals (see Figure 7).
Table 1: Values of the parameters involved in the PCR network for the numerical simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Numerical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_1$</td>
<td>0.5</td>
</tr>
<tr>
<td>$B_2$</td>
<td>0.5</td>
</tr>
<tr>
<td>$C_1$</td>
<td>0.3 for control nodes, 0 else</td>
</tr>
<tr>
<td>$C_2$</td>
<td>0.2</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\mu_2$</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Figure 7: Three couplings configurations for a particular network. Green models control nodes, while red represents panic nodes. (a) Weakly connected network, without favored orientation between panic and control nodes. (b) Densely connected network, still admitting isolated panic nodes, improved with quadratic couplings from panic nodes towards control nodes. (c) Weakly connected network, with quadratic connections from every panic node towards one control node.

This network is inspired by the geographical background of some epicenter type catastrophe. The position of a node on the affected region influences its nature: when the node is close to
the heart of the disaster, the panic behavior is predominant. The first configuration is weakly densely connected, with 10 linear couplings and 10 quadratic couplings. It admits 13 isolated panic nodes. Not surprisingly, the network exhibits a high level persistence of panic (see Figures 7(a) and 8(a)). The second configuration is densely connected, with 50 linear couplings, but only 5 quadratic couplings. It still admits 3 isolated panic nodes, and thus a lesser persistence of panic (see Figures 7(b) and 8(b)). Finally, the third configuration is made with only 5 linear couplings, and 15 quadratic couplings which are suitably chosen from panic nodes towards control nodes. It admits 13 isolated panic nodes, but the level of panic persistence is attenuated by the quadratic connections, according to Proposition 8.

Remark 7. Those numerical results clearly indicate which choices should be made in order to avoid the persistence of panic behavior in the context of a brutal catastrophic event. Connecting the nodes, which are susceptible to exhibit the highest level of panic, towards other zones which would be a favorable refuge for a return to a daily behavior, is the key of synchronizing the network and avoiding panic persistence. If physical displacements are not possible, one should favor other type interactions to limit the effect of panic. If a cluster of panic nodes is identified, the addition of refuge zones, considered as control nodes, with evacuation paths from the panic nodes, can be sufficient to reach a global return to the daily behavior. At the opposite, a broken connection can have a dramatic consequence, by letting in panic persistence some of the isolated nodes.

4.2. Effect of the length of evacuation chains

Theorem 1 guarantees that any panic node which is evacuated towards a control node presents a return to daily behavior. The coupling strength can accelerate that convergence, as shown in Figure 4. The length of the evacuation chain is another important parameter. Indeed, let us
consider a PCR network built with \( n \) panic nodes \( (x_i) \), \( 1 \leq i \leq n \), a unique control node \( y \), and linear edges forming a directed chain of length \( n \):

\[
x_1 \rightarrow x_2 \rightarrow \cdots \rightarrow x_n \rightarrow y.
\]

Introduce \( p_y \) the population density in panic behavior in the control node \( y \). Figure 9 shows that the convergence of \( p_y \) towards 0 is as fast as the evacuation chain is short, in conformity with intuition.

**Remark 8.** This suggests that a preventive organization of high risk zones, with a disposition of refuges which could facilitate the evacuation of individuals of the panic nodes, would accelerate the return to daily behavior among the affected population.

![Figure 9](image_url)

**Figure 9:** Effect of the length of evacuation chain. The convergence of \( p_y \) towards 0 is as fast as the evacuation chain is short.

### 4.3. Effect of quadratic couplings

We end our paper with the numerical results of a simulation of 200 randomly generated PCR networks. We compare the solutions of the networks built with only linear couplings, with the solutions of the networks built with the same nodes, the same linear couplings, and additional quadratic couplings chosen from panic nodes towards control nodes. Figure 10 shows the number the relationship between the number of isolated panic nodes and the number of linear edges in the network. More precisely, for each randomly generated network, we compute the number \( N_i \) of isolated panic nodes by running a path-finding algorithm, and the number \( |\mathcal{E}_L| \) of linear edges; each red cross has coordinates \((|\mathcal{E}_L|, N_i)\). Roughly speaking, the number of isolated panic nodes decreases when the number of linear edges increases. However, as mentioned previously, a densely connected network is not an absolute warranty for avoiding panic persistence. A clever disposal of a low number linear edges can be sufficient to evacuate \( n \) panic nodes. Theoretically, \( n \) linear edges should be sufficient. But the consideration of the geographical relief of the zone affected by the catastrophe can make that disposal become a complex problem.

**Remark 9.** The shape of the cloud of points in Figure 10 suggests an approximation by an inverse power law of the type \( N_i = \frac{k_1}{|\mathcal{E}_L|} - k_2 \), with positive constants \( k_1 \), \( k_2 \) and \( \nu \). The emergence of such heuristic laws occurs frequently in the study of complex systems arising in various domains of physics, biology or social sciences, and is linked to the self-organization feature of complex networks (see for instance [20], [13], [1], [7] and the references therein).

Figure 11 illustrates Proposition 8 by comparing the solutions of the PCR networks with or without the effect of quadratic couplings. The blue dots indicate that the density \( P_Q \) of individuals in panic behavior after a given time \( T \), in a PCR network with both linear and quadratic couplings,
Figure 10: Numerical results for the random simulation of 200 PCR networks. The red crosses show that the number $N_i$ of isolated panic nodes roughly decreases as the density $|\delta|$ of linear connections increases. Indeed, a low number of linear edges can be sufficient to evacuate the panic nodes. The cloud of points is approximated by the blue dotted curve, given by an inverse power law of the type $N_i = \frac{k_1}{|\delta|^\nu} - k_2$, with positive constants $k_1$, $k_2$ and $\nu$.

is lower than the density $P_L$ of individuals in panic behavior after the same time $T$, in the PCR network obtained by deleting the quadratic couplings. As mentioned before, this indicates the possible benefit of imitation phenomena, when evacuation is made difficult by the geographical relief of the impacted zone.

Figure 11: Numerical results for the random simulation of 200 PCR networks. The quadratic connections of panic nodes towards control nodes reduce the panic persistence. After a given time $T$, the density $P_Q$ of individuals in panic behavior is lower than the density $P_L$ of individuals in panic behavior in the PCR network obtained by deleting the quadratic couplings.
§5 Conclusion and perspectives

In this work, we have studied non identical coupled networks of PCR systems, built with a superposition of linear and quadratic couplings. Patterns emerging from basic two-nodes networks show the decisive role of individuals displacements from panic nodes towards control nodes. A detailed analysis of general abstract networks reveals a necessary and sufficient condition for synchronization towards the trivial equilibrium, that is, evacuation of panic nodes towards control nodes by a directed chain of linear connections. In that case, the global stability of the trivial equilibrium is proved using an extension of Lyapunov’s theorem, namely, the LaSalle invariance principle.

Those qualitative results are illustrated by numerical simulations, and represent a new step in the validation of the PCR system, as a mathematical model for understanding and predicting human behaviors during catastrophic events.

In a forthcoming paper, we will study another improvement of the modeling, taking into account some local diffusion phenomena, bringing us to the analysis of a semi-linear parabolic problem.
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