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Abstract

In this paper we prove some uniqueness results for quadratic backward stochastic differential
equations without any convexity assumptions on the generator. The bounded case is revisited while
some new results are obtained in the unbounded case when the terminal condition and the generator
depend on the path of a forward stochastic differential equation. Some of these results are based on
strong estimates on Z that are interesting on their own and could be applied in other situations.
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1 Introduction

In this paper, we consider the following quadratic backward stochastic differential equation (BSDE in
short for the remaining of the paper)

T T
Yt=§+/ f(s,Ys,Zsms—/ ZdW,, 0<t<T, (L)
t t

where the generator f has a quadratic growth with respect to z. In [10] Kobylanski studied the case
where £ and the random part of f are bounded. She proved the existence of a solution (Y, Z) such that
Y is bounded and she get that this solution is unique amongst solutions (f/, Z ) such that Y is bounded.
The unbounded case was investigated in [3] where authors obtained an existence result. The problem of
uniqueness in the unbounded framework was tackled in [4, 6, 5] by assuming that f is a convex function
with respect to z. The case of a non-convex generator f was treated in [11] but uniqueness results where
obtained in some classes involving bounds on Z.

The main contribution of this paper is to strengthen these uniqueness results. Concerning the
bounded case, we are able to expand the class of uniqueness: the bounded solution obtained by Kobylan-
ski is unique amongst solutions (f/, Z ) such that Y hasa specific exponential moment. In the unbounded
framework, we are able to relax the convexity assumption on the generator by assuming that the terminal
condition and the random part of the generator depend on the path of a forward stochastic differential
equation

t t
Xi==x —|—/ b(Xs)ds + / o(s, Xs)dWs.
0 0
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Moreover, the class of uniqueness only involves the process Y. To get into the details, two different
situations are investigated.

e When o only depends on s, we can deal with a terminal condition and a generator that are locally
Lipschitz functions of the path of X. This uniqueness result relies on a strong estimate on Z given
by

|Z;] < C(1+ sup |Xs|"), dP®dtae.
s€[0,t]
This estimate is a generalization of an estimate obtained in [11] in the Markovian framework and
is interesting on its own.

e When o depends on X, we start by the case of a terminal condition and a generator that are
Lipschitz functions of the path of X. In this case, we are able to show that 7 is bounded dPP & dt
a.e. which is also a new estimate interesting on its own.

Let us emphasize that, in these two situations, we are able to get a uniqueness result, even if we add a
bounded random variable to the terminal condition and a bounded process to the generator.

The paper is organized as follows. In section 2, we prove some elementary theoretical uniqueness
results that will be usefull in the following of the article. Finally, Section 3 is devoted to the different
frameworks detailed previously: the bounded case and the two different unbouded cases.

Let us close this introduction by giving the notations that we will use in all the paper. For the
remaining of the paper, let us fix a nonnegative real number 7" > 0. First of all, (W});¢[o,77 is a standard
Brownian motion with values in R? defined on some complete probability space (2, F,P). (F;)s>0 is
the natural filtration of the Brownian motion W augmented by the P-null sets of . The sigma-field of
predictable subsets of [0, 7] x 2 is denoted by P.

By a solution to the BSDE (1.1) we mean a pair (Y7, Zt)te[o,T] of predictable processes with values
in R x R guch that P-as., t — Y; is continuous, ¢ ~ Z; belongs to L2(0,T), t — f(t,Y;, Z;)
belongs to L(0,T) and P-a.s. (Y, Z) verifies (1.1). The terminal condition £ is F-measurable.

For any real p > 1, SP denotes the set of real-valued, adapted and cadlag processes (Y})te[O’T] such
that

1/p
Y |lgr :=E { sup ]Y}]p} < 4o00.
0<t<T

MP denotes the set of (equivalent classes of) predictable processes (Zt)te[o,T} with values in R'*¢ such

that
T p/2)1/P
</ ]Zsl2ds> ] < +00.
0

We will use the notation Y* := supg<;<r |Y;| and by S°° we denote the set of adapted cadlag processes
such that Y* belongs to L*°.
Let us recall that a continuous local martingale is bounded in mean oscillations if

12l s = E

[[M|[gmo, = sup HE[(M>T _ <M>T|]_-T]1/2HOO c >

where the supremum is taken over all stopping time 7 < 7. We refer to [9] for further details on
BMO-martingales.

Finally, D2 stands for the set of random variables X which are differentiable in the Malliavin sense
and such that

T
E [[X|2 + / |DyX|? ds] < .
0
Moreover, IL; » denote the set of real-valued progressively measurable processes (Ut)te[o,T] such that

e forae. t c[0,7], u; € D2,
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e (t,w) — Duy(w) € L%([0,T]) admits a progressively measurable version,

1/2 1/2
. & [(IOTWtht) * (foT foT|D9Ut\2d9dt> ] < +oo,

2 Some elementary uniqueness results

We are looking for a uniqueness result for the BSDE

T T
Yt=§+/ f(S,Ys,Zs)ds—/ ZsdWs, 0<t<T, 2.1
t t
where we assume the following assumptions:

(B1)  f:[0,7] x Q x R x R4 — R is a measurable function with respect to P @ B(R) ® B(R'*%),
There exist two constants K, > 0 and K, > O such that, forallt € [0,T],y,y € R, 2,2 € R1xd

Lo |f(ty,2) = f(t,y,2)] S Kyly —y'|  as,
2. Z+ f(s,y,2)is C* and

‘vZf(37y7 Z) - vZf(Svyuz/)| < KZ”Z - Z/’ a.s.

Remark 2.1 Since we have

1
F(5,0.2) = £5,0,0) = = V.1 (s,0,0) + | [ 2 (Vaf(5,0,u2) Ve (50,00 4,

0 \Z|2

we can remark that assumption (B1) implies the following upper bound: for all ) > 0, for all s € [0,T],
yER, z € R4 e have

V2 f(s,0,0)[

|f(s,y,2)] < |f(s,0,0)| + i

K
+ K|yl + (; —|—77> 122 as.

Theorem 2.2 Let p > 1 and € > 0 and let us assume the existence of a solution (Y, Z) to (2.1) such
that
Ep = elo VI (Yo Z)dWe=3 [ IV:f(s.Ye Z)Pds ¢ pp (2.2)

and
E [G%Kz(l—ka)\yﬂ] < 400. (2.3)

Then, this solution is unique amongst solutions to (2.1) such that the exponential integrability (2.3)
holds true.

Proof. Let us consider (17, Z ) a solution of (2.1) such that
B [ 25 R0T) < og
and let us denote 0Y :=Y — Y and 67 := Z — Z. We get

T T
5Y, = 0+ / (.Y Z2) — f(s. Y2 Z,)| ds - / 52,dW,
t t

and we can write

f(Sv CR) S) - f(‘97Y57 ZS) = bs(;}/S + 5Z5vzf(SaYS’ ZS) + a’S’(SZSP
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with

and

Y52 (V. f(s,Ys, Zs Z) — V. Y., Z
. ::/O 0Zs(Vof(s,Ys, Zs +udZs) — V,f(s,Ys, Zs)) 11|5Zs\>odu-

|0 7|2

Thanks to assumptions (B1) we know that [bs| < K, and |a,| < Igz for all s € [0, T]. Moreover, since

(2.2) is fulfilled, we are allowed to apply Girsanov’s theorem: There exists a new probability Q under
which WQ := (W, — fg V. f(s,Ys, Zs)ds) (o, is a Brownian motion. Thus, we get

T T
§Y; =0 +/ (bs6Ys + as|6Zs|?) ds —/ 6Z, AW, 0<t<T.
t t
For any stopping time o < T, setting
Bs = efos buﬂuZodu,

we have, from It6’s formula, for any real number r,
2
de"BsOYs — yerBsdYs g (—b5113<05YS ds + 07 de@) + e B0Ysp |67, |2 (’"238 - ra5> ds.
In particular, if 7 > o, since ras < |r|K,/2,

67‘(5Y¢7 _ erB-r(5Y7— +/

g

T 2 T
erBS{SYSBs‘(SZS‘Q <TCLS - ng> ds — / re"P0Y B§ Z, dW;Qa
g

T T
< "BV 4 ‘;' / e"BYsB |67, (K, — |r|Bs)ds — r / erBYsB 57z dW2.  (2.4)

o

For the remaining of the proof we set n = ((4K,) 'log(1 +¢)) A T which implies in particular that
e Kv > (14 &)~1/4 For any n € N* we define the stopping time

Ty, := inf {t el —n,T)

t S
fT* by du s
/ IGKZ\/me n 5Yseft/\7—n budu528|2d8 > n} .
T—n

Je propose de ’simplifier” un peu la définition de 7,, car ce qui est devant est continu

t
/ |(5Zsl2ds>n}.
T—n

Lett € [T —n,T) and let us use the inequality (2.4) with o = t A7y, 7 = 7, and r = K, (1 +¢)/2.
Foro <s <,

Ty, := inf {t €T —nT]

(14+e) /4> B > By > e K > (1 4)7 14,
Thus |r| B, > K.(1 +¢)Y/* > K, and (2.4) gives

KoVTFEYinn,  FQ[KVIFEBr0Yrn |  EQ[K:(1+6)/1[6Yrn ] (2.5)

By applying Holder inequality and by using (2.3) for Y and Y, we can remark that

EQ [6K2(1+s)|6Ym|} _E [gTeKz(1+€)|5Ym|}

p

! p—2
<E [é‘g] /pE [eijz(lJrg)wYan -

p—1 p—1

<E[E]'PE [e%f@(”&)ly*'} TR [e%Kz<1+EW*‘] P <40, (26)
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Thus, (eKZ(1+5)3/4|5YTn‘)n€N is uniformly integrable under Q. Since we clearly have that 7,, — T a.s.
and 0Y;, — 0 a.s. when n — 400, we get

E9[6K2(1+5)3/4|5YTn|] —1 as.
By taking n — 400 in (2.5) we finally obtain that Y; < Y; as. for all t € [T' — 7, T]. By the same
argument (the quadratic term in (2.4) depends on |r|), we can also derive the inequality
e—Kz\/@éymrn < E;Q[eKz(l-i-a)B/ﬂéme’ Vi € [T —n, T]7
which gives us that Y; > Y; a.s. forall t € [T — 7, T]. Finally, E[supseir—y 1) |6Ys|%] = 0 since Y and

Y are continuous a.s. It is clear that we can iterate the proof on intervals [T — (k+ 1)n, T — kn| N [0, T
for k € N* to get that E[sup¢jo 1 |6Y5|%] = 0, As usual it is sufficient to apply Ito formula to §Y to

obtain that E [ fOT |0Z ]2ds} = 0 which concludes the proof. O
By using same arguments we can also obtain two other versions of this result.

Theorem 2.3 We assume the existence of a solution (Y, Z) to (2.1) such that

Ep 1= oo THH6YaZ)Wan [T I921(Z0)Pds ¢ () L @.7)
p>1
and
=Yl ¢ ﬂ LP. (2.8)
p>1

Then, this solution is unique amongst solutions (Y, Z) to (2.1) such that
e | ) 1. 2.9)
p>1

Theorem 2.4 We assume the existence of a solution (Y, Z) to (2.1) such that

& = elo Vef(sYa,Z)dWa=3 [ [V=f(Zs)2ds U P (2.10)
p>1
and
e (1. 2.11)
p>1

Then, this solution is unique amongst solutions (Y, Z) to (2.1) for which

e (1. (2.12)
p>1
Proof. The proof of Theorem 2.3 and Theorem 2.4 are overall similar to the previous one. We only
sketch the proof of Theorem 2.3, the proof of Theorem 2.4 following same lines: we consider (f/, Z )a
solution of (2.1) such that )
e | ) 1, (2.13)
p>1
and we show that Y = Y a.s. The only difference is in the inequality (2.6): instead of applying Cauchy-
Schwarz inequality, we use Holder inequality to get, for any » > 1 and p > 1,
o L4 r=De=1) . |
EQ [eKz(l—i-E)(SYTn} <E[e2] l/rg [emKZ(H—a)\Y q v R [eEKz(l—i-a)\Y \] o
Then, by taking p > 1 large enough, » > 1 small enough and € > 0 small enough we obtain that
1 rp KyT * =De=1) rp KyT v =1
E [c‘f%)w] /pIE [esze yT (14¢)|Y q P E [eijze vT(1+e)|Y q T 4o

thanks to (2.7), (2.8) and (2.13). The remaining of the proof stays the same. O
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3 Applications to particular frameworks

3.1 The bounded case

Since the seminal paper of Kobylanski [10] it is now well known that we have existence and uniqueness
of a solution (Y, Z) € 8§ x M? to (2.1) when ¢ and (f(s,0,0)),e[o,r] are bounded. We are now able
to extend the uniqueness to a larger class of solution.

Proposition 3.1 We assume that

LOO

T
/ 1£(5,0,0)] + sup [V £ (s, . 0)]ds
0 yeR

Then there exists q > 1 that depends only on M, K, and K, such that the BSDE (2.1) admits a unique
solution (Y, Z) satisfying
E [eQKZQlY*q < +o0.
In particular, the BSDE (2.1) admits a unique solution (Y, Z) satisfying
e () 17
p>1
Proof. Thanks to Kobylanski [10] we know that the BSDE (2.1) admits a unique solution (Y, Z) €
S x M? and this solution satisfies
/ Z,dW,
0

‘Y*’Loo + < +o0.

BMO

It implies that

T 1/2
sup K, |:/ |sz(S>Y:97 ZS)|2dS:|
T7€[0,T T

/ VL f (5, s, Z,) AW,
0

BMO L

/ Z.dW,
0

Then, the reverse Holder inequality (see e.g. [9]) implies that there exists p* > 1 such that

STE ﬂ L?.

1<p<p*

N

+ K,
Lo

< +00.
BMO

T
/ sup V. £ (5,5, 0)[ds
0

yeR

Finally we just have to apply Theorem 2.2: for any € > 0 we have the uniqueness of the solution amongst
solutions (Y, Z) that satisfy

[E|:ep2*p—1Kz(1+€)Y*:| < 400. (3.1

O

Remark 3.2 It is possible to have an estimate of the exponent q appearing in Proposition 3.1. Indeed,
following the proof, the exponent q is a function of p* and, using the proof of Theorem 3.1 in [9], this
exponent p* is given by

p* — ¢—1 <

Moreover, | [; V. f(s,Ys, ZS)dWS‘BMO is bounded by an explicit function of ‘fo stWs‘BMO and we
have some estimates of this last quantity, see for example [2].

9g— 1\ /2
2q—2>

/ V. f (5, Y, Z)AW,
0

1
>, with¢:pb—>(1+210g
BMO q




3 APPLICATIONS TO PARTICULAR FRAMEWORKS 7

3.2 A first unbounded case

In this subsection we consider an SDE with an additive noise
t ¢
Xy == +/ b(Xs)ds + / o(s)dWs, 0<t<T, (3.2)
0 0
where b and o satisfy classical assumptions:

(F1)
1. b:R? — R%is a Lipschitz function: for all (x, z') € R% xR? we have |b(z) —b(2')| < Kp|z—2'].
2. ¢ :[0,T] — R%9is a bounded measurable function.

We want to study the following BSDE

T T
Yi=¢+ h((—Xs)sE[O,T}) + / f(57 Y, Zs) + g((Xu/\s)ue[O,T]vif& Zs)ds - / ZsdWs, (3.3)
t t

with b : C([0,T],RY) = R, f: [0, T] x QxRx R4 — Rand g : C([0,T],R?) x R xR'*? — R some
measurable functions with respect to B(C([0, 7], R%)), P @ B(R%) @ B(R'*4) and B(C([0, T],R%)) ®
B(R?) @ B(R*?) . We will assume following assumptions:

(B2)
1.

_|_
LOO

T
€t /0 1£(5,0,0)/ds

sup IV.f(s,4,0)| +|V.9(x,9,0)|| <400
s€[0,T),yeR,xeC([0,T],R%) o0

2. there exists C' > 0 such that, for all t € [0, T, y € R and 2 € R'*¢,
[f(t,y,2)| < C.

3. There exist K, > 0, K, > 0 and r € [0,1) such that, for all x,%x € C([0,T],R?), y € R,
= Rlxd,
[h(x) = h(X)| < Kn(1+ [x[5 + [X[) % = X[oo,

l9(%,y:2) = 9%y, 2)| < Kg(1 + [xlo + [Xloo) 1 = Koo,
4. (Bl) holds true for (373/7 Z) = f(87y7 Z) and (87 Y, Z) = g((Xu/\S)UE[O,T]ayv Z)

Proposition 3.3 We consider the path-dependent framework and so we assume that ¢ = 0 and f = 0.
We also assume that Assumptions (F1)-(B2) hold true. Then there exists a solution (Y, Z) of the path-
dependent BSDE (3.3) in 8% x M? such that,

1Zi| < C(1+ sup |Xs")  dP®dtae. (3.4)
s€[0,¢]

Proof. The Markovian case was already treated in [11]. The idea is to generalize this result to the
discrete path dependent case, as in [8], and then pass to the limit to obtain the general path dependent
case. Since the only novelty is the gathering of known methods and results, we will only sketch the
proof.

1. First of all, we start by localizing the generator g to obtain a Lipschitz continuous generator. Let
us consider py a regularized version of the projection on the centered Euclidean ball of radius N in R1*¢
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such that |px| < N, |Vpn| < 1and py(x) = z when |z| < N — 1. We denote (YN, ZV) € 82 x M?
the unique solution of the BSDE

T T
YN = h((X)seor)) + / 0 (Xuns)uciorys Y2V, 28 )ds — / ZVaw,
t t

with ¢ = g(.,., px(.)). In the remaining of the proof we will see how to prove that (3.4) is satisfied
by Z with a constant C' that does not depend on N. Let us remark that this is sufficient to conclude
since it is quite standard to show that (YV, Z/V) is a Cauchy sequence in S x M? and that the limit is
solution of (3.3), by using for example a linearization argument and the uniform estimate on Z”. For
the reading convenience we will skip the superscript %V in the following.

2. We approximate h and the random part of g by some discrete functions: by a mere generalization
of [12] there exists a family II = {7} of partitions of [0, 7] and some families of discrete functionals
{h™}, {g™} such that, for any 7 € II, assuming 7 : 0 = ¢ < ... < t,, = T, we have

o 1™ € CP(RU™D) and g™(.,y, 2) € C°(RU™HD) for all (y, z) € R x R1X,
o > |0 h ()] < Kp(1+ 2 SUPgeicy, [24|") forall z = (xo, ..., 2,) € RAn+1)

o > 010m,97 (2, y, 2)| < Ky(142supgeicy, |2i|7) forall z = (2o, ..., x,) € R4 +1) and (y,2) €
R x Rlxd’

o lim; 0 [W™ (24y, ..., 2,) — h(x)| = 0, for all = € C([0, T],RY),
o limyy 0 |97 (@tgs s @15 ¥, 2) — (@, 2)| = 0, forall z € C([0,T],R?) and (y, z) € R x RM*4,

Let us emphasize that K and K, do not depend on N and 7. We firstly assume that g is smooth enough
with respect to y, z and b is smooth enough with respect to x, then we have the representation

ZT = VY VX lo(t) Vtelo,T],

where

VYT =3 VY 00 (t) + VY Lipy (1)
=1

T T
VYT =) 0,07V + /t > 02"V X+ 0yg"VYT + 09"V Z]ds — /t VI ZT AW,

Jjzi Jjzi
t
VX, =1, —|—/ 0;bV Xgds.
0

Thanks to this representation of the process Z, we can now apply the same strategy than in [11] to show
that
|ZF| < C(1+ sup |Xs|") dP ® dt a.e. (3.5)
s€[0,t]

where C' only depends on constants appearing in (F1)-(B2) and does not depend on 7 nor on N. We
emphasize the fact that this is possible due to the uniform (in N and 7) bound on y ;" |0,,h™ (x)| and
>0 102,97 (z,y, z)|. When g and b are not smooth we can obtain the same result by a standard smooth
approximation.

3. Since A™ tends to h and g™ tends to g, recalling we have a Lipschitz generator, we can use a
standard stability result to get that (Y™, Z™) — (Y, Z) in S? x M? and so

|Zi| < C(1+ sup |Xs|") dP ® dt a.e. 3.6)
s€[0,t]

O
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Remark 3.4 e The case r = 1 can be also tackled with extra assumptions as in [11]. More pre-
cisely, we have to assume that K, K, and T are small enough to ensure exponential integrability
of the terminal condition and the random part of the generator. These extra assumptions are
natural when we are looking for the existence of a solution, see e.g. [3].

o The estimate 3.4 is interesting in itself and can be useful in many situations. For example, we
can adapt the proof to obtain the same kind of estimate in a super-quadratic setting, as in [11],
and then obtain an existence and uniqueness result for path-dependent super-quadratic BSDEs.
We can also use this estimate to get an explicit error bound when we consider a truncated (in z)
approximation of the BSDE in order to deal with BSDE numerical approximation schemes (see
Section 5 in [11]). See also [1] for a possible application of this kind of estimate to BSDEs driven
by Gaussian Processes.

Proposition 3.5 We assume that Assumptions (F1) and (B2) hold. Then the BSDE (3.3) admits a unique
solution (Y, Z) satisfying

e () Ir.
p>1
Proof. We start by considering the BSDE
1 g 1 1 T
Y;t = h((XS)SG[O,T]) + / g((Xu/\S)ue[O,T]; }/s 7Zs )dS - / Zs dWs (37)
t t

Using Proposition 3.3, we have the existence of a solution (Y1, Z!) € §? x M? to equation (3.7) such
that

1ZH < C(1+ sup |Xs|"), dP®dtae. (3.8)
s€[0,t]

Now we introduce a new BSDE
T T
2= et [ peviavizie s [ ziawg
t ¢
g 1 2 1 2 1 1
+/ {g((X’M/\S)uE[O,T]a }/s + Y:s 7Zs + Zs) - g((XU/\S)uE[O,T]a }/s >Zs)} ds
t
T
_/ ngzg((XuAS)uE[O,T}vytslvZsl)dsv
t
where dW2 = dW, — V.9((Xuns)uepo1): Ys'» Z1)ds. By using Novikov’s condition, there exists a
probability Q under which W@ is a Brownian motion. Then, [10] gives us the existence of a solution
(Y2,7%) € 8°(Q) x M?(Q) to the previous BSDE such that Z2 € BMO(Q). Now we can remark

that (Y, Z) := (Y! + Y2 Z + Z?) is a solution of (3.3). We denote

F(tvyv Z) = f(ta Y, Z) + g((XU/\t)UG[O,T]a Y, Z)

and we get
T T
5T = 6f0 VzF(SaY.st)dVVS_%fO |V2F(57Y57Z~9)‘2d5 = e1e9€e3,
with
o = efOT(VZF(s,YS,ZS)fVZF(s,YS,Zg))dWSf% T VLF(8,Ys,Zs)~ V. F(s,Ys,Z1) ds
9y
eg = efOT Vo F(s,Ys,Z ) dWs—1L [T |V F(s,Ys,2))2ds
)

63 — 67 foT<sz(3:YS7Zs)7VZF(571/87ZS)7VZF(Svnvzsl)>ds
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We will study the integrability of these terms. First of all, we can remark that

T
/ |V.F(s,Ys, ZH2ds < C(1 4 sup |Xs|*) (3.9)
0 s€[0,T]

due to (B2)-1, (B2)-4 and (3.8). By using Novikov’s condition and classical estimates on exponential
moments of SDEjs, it implies that

ez L7 (3.10)
p=1
For same reasons we have
efoT vzg((XU/\S)ue[O,T]7Y517Zsl)dWS_% ()T|vzg((X’u/\S)uE[0,T]7Y517Z51)|2d5 c ﬂ Lp' (311)
p>1

Since |V, F (s, Ys, Zs) — V.F(s,Ys, Z1)| < 2K,|Z2|, then we obtain
/' (V.F(s,Ys, Zs) — V.F(s,Ys, Z1)) dW, € BMO(Q)
0

and so there exists £ > 1 such that e; € L*(Q). By using (3.11) and Holder inequality we get that
el € LHZ_TI. ‘We can also observe that,

es < e~ STV F(,Ys,Z1) V. F(5,Ys,25) V2 F(s,Ys,Z)))ds
and, by using Young inequality,
1
(VoF(s,Y;, 25), VaF (s, Vs, Z6) = Vo (8,5, )| < IV=F (s, Yo, Z0) + eKC| 22

for all € > 0. It implies that

T
es < 6%(1+SupSE[O,T] |Xs|?")+eK2 [, |Z¢2»\2d5.

Since fo Z2dW, is BMO we can apply the John-Nirenberg inequality (see [9]) and by using Cauchy-
Schwarz inequality and classical estimates on exponential moments of SDEs we get

es€ [ L. (3.12)
p>1

Finally, by using (3.10), (3.12) and the estimate e; € U,~1L", we get that

STEULP.

p>1

We just have to apply Theorem 2.4 to conclude. O

3.3 A second unbounded case

In this subsection we consider a more general SDE
t ¢
Xi==x +/ b(Xy)ds +/ o(Xs)dWs, 0<t<T, (3.13)
0 0

where b and o satisfies classical assumptions:



3 APPLICATIONS TO PARTICULAR FRAMEWORKS 11

(¥2)

1. b:R? — R%and o : RY — R?*? are Lipschitz functions: for all (z,2’) € R? x R? we have
|b(x) — b(2")| < Kplx — 2’| and |o(x) — o(2')| < K|z — 2].

2. o is bounded by |o|no.

Now we want to study the same BSDE (3.3) under following assumptions:

(B3)
1.

+
LOO

T
mmﬂArWWﬁWS

sup IV.f(s,4,0)| + |V.9(x,9,0)[| <400
5€[0,T],yeR x€C((0,T],R4) oo

2. there exists C' > 0 such that, forall s € [0,7],y € Rand z € R1xd
[f(t,y,2)] < C.
3. There exist Kj, > 0 and K, > 0 such that, for all x,% € C([0,T],R%), y € R, z € R*4,
(%) = h(X)| < Knlx = X|oo,
l9(x,9,2) — 9(X, 9, 2)| < Ky|x — X[o,
4. (B1) holds true for (s,y, z) = f(s,y,2) and (s, ¥, 2) = g((Xuns)uelo,1]: Y5 2)-
Firstly we give a general lemma.

Lemma 3.6 We assume that (B1) is in force and
o B[+ J) 1£(£,0,0)dt] < +os,
o (€ DY andforall (y,z) € R x R4, f(y,2) € Lyo,

SupyER,SE[O,T} ‘vZf(Svya 0)|‘Loo < Mz-

Let us consider an auxiliary BSDE

T T
Rt = g + / f(sa Rsa O)d’s - / Sdesa (314)
t t

with a unique solution (R, S) € 8? x M2 If

< +oo, (3.15)
Loo

T
sup E; [\thfH/ |th(3,y,0)|ydeS}
t€[0,T] ¢

then S is dP®dt a.e. bounded and there exists a solution (Y, Z) € S8? x M? of (2.1) such that fo ZsdW
is BMO.

If moreover we have, for all p > 1,

p
sup [E;

< 400,
t€[0,T]

T
| D&JP + (/ Dy f(s,9, Z)|y=Ys,z:ZSd3>
¢

then there exists a solution (Y, Z) € 8% x M? of (2.1) such that Z is dP ® dt a.e. bounded.
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Proof. Let us assume that f and ¢ satisfy assumptions of Proposition 5.3 in [7] (smoothness and inte-
grability assumptions). Then we can differentiate (in the Malliavin sense) BSDE (3.14): We obtain, for
all't € [0,T],

T
Dth = Et eftT vyf(szsvo)dsDtg + / eft Vyf(rvR'raO)dr(th(37 y, O))yRéd8:|
t

and a version of S is given by (D;R¢).c(o,7)- Thus we get that there exists C' > 0 such that, for all
t€10,7],

T
)| = I DuRy| < 50TE, [|Dt§| -/ |th<s,y,o>|y:33ds] <c (3.16)
t

When f is not smooth enough and f, £ are not enough integrable, we can show by a standard approxi-
mation procedure that inequality (3.16) stays true dP ® dt a.e. Now we consider the following BSDE:

T T
Ut =/ f(s,Us + Rs, Vs + 55) —f(s,Rs,O)ds—/ VdW. (3.17)
t t

If we set U (s, u,v) := f(s,u+ Rs,v+ Ss) — f(s, Rs, 0), then, by using (3.16) and assumptions of the
Lemma on f, we have, for all s € [0, 7], u,u’ € R, v,v" € R'X9,

o |U(s,u,v)— W(s,u/,v)] <|v—1,

o |U(s,u,v) = U(s,u,0)| < (M. + K(|2] + 2] +2C)) [z — 2

o |U(s,u,v)| < Kylu| + (M, + K,Jv+ Ss|)|v + Ss| < C(1+ |u] + |[v]?).

By applying results of [10] we obtain a unique solution (U, V) € 8 x M? and moreover fo VedWy is
BMO. Finally, we can remark that (Y, Z) := (U + R,V + 5) is a solution of BSDE (2.1). So, since S
is bounded, [; Z,dW is BMO.

Concerning the boundedness of Z, we just have to adapt the proof of Theorem 3.6 in [11] in a non
Markovian framework which does not create any difficulty. For the reader convenience, we only sketch
the proof and we refer to [11] for further details. We start by assuming that f and ¢ satisfy assumptions
of Proposition 5.3 in [7] (smoothness and integrability assumptions). Then we can differentiate (in the
Malliavin sense) BSDE (2.1): We obtain, for all ¢ € [0, T, u € [0, T,

T
DY, = Du§+/ (Duf(5>y7 z))yzYs,z:Zs +Du}/;vyf(37}<s;Zs)+Dquvzf(57Y97Zs)dS

t

T

—/ D, ZdW,
t
T T r T
= Dygele Volls¥aZo)ds / efs Vol YnZ)dr(D, f(s,y, 2))y—v, o=z, ds — / Dy Z,dWZ,
t

t

where dWQ := dW — V. f(s,Ys, Zs)ds and a version of Z is given by (DtY4)iejo,r)- Thanks to
assumptions on the growth of V_ f and the fact that fo' Z.dWs is BMO, we know that there exists a
probability Q under which W@ is a Brownian motion. It implies the following estimate

T
2] = DY < STES [|Dts| + [ |th<s,y,z>|y:n,z:zsds] .
t

Then, we use once again BMO properties of fo ZsdWs: thanks to the reverse Holder inequality (see
Kazamaki [9]), we can apply Holder inequality to the previous estimate to obtain the existence of C' > 0
and p > 1 (that depend only on constants appearing in assumptions of the Lemma) such that

T p11/p
|Zi] = |DYy| < CeKyTEt [|Dt§|p + </ |th(s,y,z)|y:ys,zzzsds> ] . (3.18)
t
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We use (3.15) to conclude. When f is not smooth enough and f, ¢ are not enough integrable, we can
show by a standard approximation procedure that inequality (3.18) stays true dP ® dt a.e.

O

Corollary 3.7 We consider the path-dependent framework and so we assume that € = 0 and f = 0.
We also assume that Assumptions (F2)-(B3) hold true. Then there exists a solution (Y, Z) of the path-
dependent BSDE (3.3) in 8% x M? such that,

|1Z:| < C, dP®dt a.e.

Proof. 1. Let us start by the Markovian framework. Without lost of generality we can assume that
X! = tforallt € [0,T]. We assume that, for all x € Cg[O,T],Rd), y € R, z € R4, we have
h(x) = h(xr) and g(x,y,2) = g(XSUPte[O,T] «15Y,2) with b : R — R a Kj,-Lipschitz function and
g: R x R x R — R a K,-Lipschitz function with respect to the first variable (uniformly in y and
z). If h, g, b and o are smooth enough then h(X7) and §(Xs, y, z) are Malliavin differentiable and the

chain rule gives us

Dih(X7) = Vo h(X7)VX7(VX) " 'o(Xe), Dig(Xs,y,2) = Vad(Xs,y, 2) VX (VX)L (Xp) Lics.

So we get, for all p > 1,

T
E, [|Dm<XT>p+< [ 10X 2ldsp| < (F + KTl | sup VXV
t s€t,T]

< (K + KPTP)|o]8,Cy

with C), that only depends on p, T, K and K, thanks to classical estimates on SDEs. Then we just
have to apply the Lemma 3.6 to obtain that Z is bounded with a bound that only depends on constants
appearing in assumptions. When h, §, b and o are not smooth enough we can show that this result stays
true by a standard approximation procedure.

2. To deal with the general path-dependent framework we just have to apply the same strategy than
in Proposition 3.3, we firstly consider the discrete path-dependent case and then we pass to the limit. We
refer to this proof for further details. O

Remark 3.8 Corollary 3.7 answers an open question in the Section 3 of [11]. In light to this result
a new question arise: what happens when g and h are only locally Lipschitz? More precisely, does
Proposition 3.3 stays true when we replace assumption (F1) by assumption (F2)? Let us remark that the

2
answer is not clear even when f(z) = % see [11].

Proposition 3.9 We assume that Assumptions (F2)-(B3) hold true. Then the BSDE (3.3) admits a unique
solution (Y, Z) satisfying

e (1.
p>1
Proof. The proof follows the same lines than the proof of Proposition 3.5. O
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