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#### Abstract

This paper is devoted to the analysis of bifurcations of limit cycles in planar polynomial near-Hamiltonian systems. It is motivated by the second part of the sixteenth Hilbert's problem. We introduce a class of Hamiltonian systems which admit a high number of non-degenerate centers that can be arbitrarily located in the plane. We study several perturbations of those Hamiltonian systems, and analyze their effect by using the Melnikov method. One of those perturbations is defined along the gradient of the initial Hamiltonian.
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## §1 Introduction

The sixteenth Hilbert's problem was stated in 1900 at the International Congress of Mathematicians in Paris [1]. Its second part is concerned with the location and the maximal number $H(n)$ of limit cycles in planar vector fields of the form

$$
\dot{x}=P_{n}(x, y), \quad \dot{y}=Q_{n}(x, y)
$$

where $P_{n}$ and $Q_{n}$ are polynomials of degree $n$. Before the problem was stated, Poincaré had introduced the concept of limit cycle, and proved that a planar polynomial vector field without saddle connections cannot admit an infinite number of limit cycles [2]. The finiteness theorem in the general case was proved separately by Ilyashenko [3, 4] and Écalle [5], but it is still unknown whether $H(n)$ is finite or not, even for quadratic systems. The sixteenth Hilbert's problem has produced a huge literature, thus it is impossible to give a complete list of the existing works in this field. However, detailed surveys are presented in [4], [6] or [7]. For example, the particular study of Liénard equations has been a rich source of innovative reasonings [8], [9], [10]. Among others, several methods have been developed to give lower bounds for estimating the growth rate of $H(n)$. One of those methods is to apply a perturbation to a Hamiltonian system, which leads to the study of differential systems that can be written

$$
\dot{x}=\frac{\partial H}{\partial y}+\varepsilon f(x, y), \quad \dot{y}=-\frac{\partial H}{\partial x}+\varepsilon g(x, y)
$$

where $H, f$ and $g$ are polynomials, and $\varepsilon$ is a real coefficient. A common approach is to make a bifurcation analysis in order to prove that the perturbation can give birth to nests of limit cycles, in a neighborhood of a weak focus or a center. In [11], [12], it was proved that the growth rate of $H(n)$ is at least of order $n^{2}$. Afterwards, a new lower bound was obtained by Christopher and Lloyd in 1995 [13], and is of order $n^{2} \log n$. Some mistakes in their paper were corrected in [7] and [14]. Anyway, Lloyd [15] conjectured in 1988 that $H(n)$ should be of order $n^{3}$. We quote his reasoning below.
$I$ conjecture that $H(n)=O\left(n^{3}\right)$. My reasoning is simply that $O\left(n^{2}\right)$ critical points can be encircled by limit cycles, and that there are likely to be at most $O(n)$ limit cycles around each critical point.

In this paper, we shall introduce a class of polynomial planar Hamiltonian systems, admitting a high number of non-degenerate centers that can be arbitrarily located. These systems have been constructed with a coupled network approach which is quite different from the previous works in this field. Indeed, it is known that the effect of coupling oscillators can produce a richness of dynamics, with the emergence of new periodic solutions [16]. In particular, we succeed in constructing a planar polynomial Hamiltonian system of degree $O(n)$ admitting $O\left(n^{2}\right)$ non-degenerate centers. We remark that a similar form of Hamiltonian systems is considered in [17] in order to prove that any configuration of limit cycles can be achieved by a polynomial vector field, which comforts our conviction that this class of Hamiltonian systems can be an interesting source of understanding the bifurcations of limit cycles in planar polynomial vectors fields. Those Hamiltonian systems are presented in the first section. In the second section, we study several polynomial perturbations under which a nest of limit cycles appears in the neighborhood of each non-degenerate center. To that aim, we begin by analyzing basic geometric configurations for the location of the centers, involving lines and rings. Then we propose a perturbation of any Hamiltonian system along its own gradient, and prove how it is efficient to make centers bifurcate into nests of limit cycles. Our theoretical results are systematically illustrated by computer made figures, in order to show the geometrical ingredients that are omnipresent in our reasoning.

## $\S 2$ Construction of a class of Hamiltonian systems

### 2.1. Hamiltonian systems admitting arbitrarily located centers

We begin our paper with the construction of Hamiltonian systems admitting centers that can be arbitrarily located. Let us consider a finite family of distinct points $\mathscr{P}=\left\{\left(x_{i}, y_{i}\right), 1 \leq i \leq n\right\}$ in $\mathbb{R}^{2}$, where $n$ is a positive integer. For each point $p=\left(x_{i}, y_{i}\right)$ in $\mathscr{P}, 1 \leq i \leq n$, we consider the differential system $\left(\sigma_{i}\right)$ defined by

$$
\left(\sigma_{i}\right)\left\{\begin{array}{l}
\dot{x}=y-y_{i}  \tag{1}\\
\dot{y}=-\left(x-x_{i}\right)
\end{array}\right.
$$

which admits a center at $p=\left(x_{i}, y_{i}\right)$, and is a Hamiltonian system:

$$
\left(\sigma_{i}\right)\left\{\begin{array}{l}
\dot{x}=\frac{\partial G_{i}}{\partial y} \\
\dot{y}=-\frac{\partial G_{i}}{\partial x}
\end{array}\right.
$$

with

$$
\begin{equation*}
G_{i}=\frac{1}{2}\left[\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}\right] . \tag{2}
\end{equation*}
$$

Next, our goal is to build a differential system which admits a center at every point $p=\left(x_{i}, y_{i}\right)$ in $\mathscr{P}$, and which behaves like the system (1) in a neighborhood of $p=\left(x_{i}, y_{i}\right)$ for $1 \leq i \leq n$. To that aim, we introduce the system

$$
(\mathscr{R})\left\{\begin{array}{l}
\dot{x}=\sum_{i=1}^{n}\left(y-y_{i}\right) \prod_{\substack{j=1 \\
j \neq i}}^{n}\left[\left(x-x_{j}\right)^{2}+\left(y-y_{j}\right)^{2}\right] \\
\dot{y}=\sum_{i=1}^{n}-\left(x-x_{i}\right) \prod_{\substack{j=1 \\
j \neq i}}^{n}\left[\left(x-x_{j}\right)^{2}+\left(y-y_{j}\right)^{2}\right],
\end{array}\right.
$$

which is obtained by coupling the systems $\left(\sigma_{i}\right), 1 \leq i \leq n$, in the same phase space, that is $\mathbb{R}^{2}$. Indeed, for each $i$, the coupling term

$$
\prod_{j \neq i j=1}^{n}\left[\left(x-x_{j}\right)^{2}+\left(y-y_{j}\right)^{2}\right]
$$

defined as a product of squared euclidean distances, controls the effect of the vector field induced by $\left(\sigma_{i}\right)$ in the neighborhood of the other points $\left(x_{j}, y_{j}\right)$ for $j \neq i$. Furthermore, we remark that the latter system is indeed a Hamiltonian system:

$$
(\mathscr{R})\left\{\begin{array}{l}
\dot{x}=G_{y}  \tag{3}\\
\dot{y}=-G_{x},
\end{array}\right.
$$

where $G=G(\mathscr{P})$ is given by

$$
\begin{equation*}
G=\frac{1}{2} \prod_{i=1}^{n} 2 G_{i}=\frac{1}{2} \prod_{i=1}^{n}\left[\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}\right] \tag{4}
\end{equation*}
$$

for all $(x, y) \in \mathbb{R}^{2}$. For short, we have used the notations $G_{x}=\frac{\partial G}{\partial x}, G_{y}=\frac{\partial G}{\partial y}$. Before we state our first proposition, we recall a sufficient condition for a critical point to be a non-degenerate center (see [8], Theorem 2 in section 2.14, or [18]).

Theorem 1. Let $H$ be a smooth function defined in $\mathbb{R}^{2}$. A point $\left(x_{0}, y_{0}\right)$ is a non-degenerate center of the Hamiltonian system

$$
\dot{x}=H_{y}, \quad \dot{y}=-H_{x}
$$

if the two following properties are satisfied:
i. $H_{x}\left(x_{0}, y_{0}\right)=H_{y}\left(x_{0}, y_{0}\right)=0$,
ii. $H_{x x}\left(x_{0}, y_{0}\right) H_{y y}\left(x_{0}, y_{0}\right)-H_{x y}\left(x_{0}, y_{0}\right)^{2}>0$.

In that case, there exists a continuous band of closed orbits $\gamma_{h} \subset H^{-1}(\{h\})$ for $\left.h \in\right] 0, h_{0}[$, with $h_{0}>0$, encircling $\left(x_{0}, y_{0}\right)$.

Proposition 1. The Hamiltonian system (3) is a polynomial planar system of degree $2 n-1$. It admits $n$ non-degenerate centers at each point of the family $\mathscr{P}$.

Proof. Since $G$ is a polynomial of degree $2 n$, it is clear that (3) is a planar polynomial system of degree $2 n-1$. Next, we compute $G_{x}, G_{y}$ and $G_{x x} G_{y y}-G_{x y}^{2}$ at each point $\left(x_{k}, y_{k}\right), 1 \leq k \leq n$. For each $k \in\{1, \ldots, n\}$, we have

$$
\begin{aligned}
\frac{\partial G}{\partial x}\left(x_{k}, y_{k}\right) & =\sum_{i=1}^{n}\left(x_{k}-x_{i}\right) \prod_{\substack{j=1 \\
j \neq i}}^{n}\left[\left(x_{k}-x_{j}\right)^{2}+\left(y_{k}-y_{j}\right)^{2}\right] \\
& =\left(x_{k}-x_{k}\right) \prod_{\substack{j=1 \\
j \neq k}}^{n}\left[\left(x_{k}-x_{j}\right)^{2}+\left(y_{k}-y_{j}\right)^{2}\right] \\
& +\sum_{\substack{i=1 \\
i \neq k}}^{n}\left(x_{k}-x_{i}\right) \prod_{\substack{j=1 \\
j \neq i}}^{n}\left[\left(x_{k}-x_{j}\right)^{2}+\left(y_{k}-y_{j}\right)^{2}\right] \\
& =0 .
\end{aligned}
$$

A similar computation leads to

$$
\frac{\partial G}{\partial y}\left(x_{k}, y_{k}\right)=0
$$

Next, we compute the derivatives of $G$ of order 2 . We have

$$
\frac{\partial^{2} G}{\partial x^{2}}=\sum_{i=1}^{n}\left\{1 \times \prod_{\substack{j=1 \\ j \neq i}}^{n}\left[\left(x-x_{j}\right)^{2}+\left(y-y_{j}\right)^{2}\right]+\left(x-x_{i}\right) \sum_{\substack{j=1 \\ j \neq i}}^{n}\left(x-x_{j}\right) \prod_{\substack{k=1 \\ k \neq i, k \neq j}}^{n}\left[\left(x-x_{k}\right)^{2}+\left(y-y_{k}\right)^{2}\right]\right\},
$$

from which we deduce

$$
\frac{\partial^{2} G}{\partial x^{2}}\left(x_{k}, y_{k}\right)=\prod_{\substack{j=1 \\ j \neq k}}^{n}\left[\left(x_{k}-x_{j}\right)^{2}+\left(y_{k}-y_{j}\right)^{2}\right]
$$

Analogously, we have

$$
\frac{\partial^{2} G}{\partial y^{2}}\left(x_{k}, y_{k}\right)=\prod_{\substack{j=1 \\ j \neq k}}^{n}\left[\left(x_{k}-x_{j}\right)^{2}+\left(y_{k}-y_{j}\right)^{2}\right]
$$

Finally, we compute

$$
\frac{\partial^{2} G}{\partial x \partial y}=\sum_{i=1}^{n}\left(x-x_{i}\right)\left\{\sum_{\substack{j=1 \\ j \neq i}}^{n}\left(y-y_{j}\right) \prod_{\substack{l=1 \\ l \neq i, l \neq j}}^{n}\left[\left(x-x_{l}\right)^{2}+\left(y-y_{l}\right)^{2}\right]\right\}
$$

thus

$$
\frac{\partial^{2} G}{\partial x \partial y}\left(x_{k}, y_{k}\right)=0
$$

We obtain

$$
\frac{\partial^{2} G}{\partial x^{2}}\left(x_{k}, y_{k}\right) \frac{\partial^{2} G}{\partial y^{2}}\left(x_{k}, y_{k}\right)-\left(\frac{\partial^{2} G}{\partial x \partial y}\left(x_{k}, y_{k}\right)\right)^{2}=\prod_{\substack{j=1 \\ j \neq k}}^{n}\left[\left(x_{k}-x_{j}\right)^{2}+\left(y_{k}-y_{j}\right)^{2}\right]^{2}>0
$$

since the points of $\mathscr{P}$ are distinct. This achieves the proof.


Figure 1: Phase portrait of system (3) with $\mathscr{P}=\{(-1,0),(0,-1),(1,-1),(1,1)\}$, showing continuous bands of closed orbits in the neighborhood of each point $p \in \mathscr{P}$. The position of the centers can be arbitrarily chosen.

This first proposition means that the Hamiltonian system (3) answers favorably for what it was expected to, that is, admitting centers at arbitrarily chosen locations. The phase portrait of the system (3) with $\mathscr{P}=\{(-1,0),(0,-1),(1,-1),(1,1)\}$ is depicted in Figure 1. It is worth noting that system (3) can admit other critical points that are saddles, and is likely to exhibit saddles heteroclinic or homoclinic orbits. Anyway, we focus in this paper on the possibility to make each center bifurcate into a nest of limit cycles.

### 2.2. Hamiltonian system for a rectangular grid of centers

Next, our aim is to construct a Hamiltonian system whose degree is of order $n$, and which admits $n^{2}$ non-degenerate centers. Let us consider two positive integers $n$, $m$. We introduce the Hamiltonian system $\left(\mathscr{S}_{n, m}\right)$ given by

$$
\left(\mathscr{S}_{n, m}\right)\left\{\begin{array}{l}
\dot{x}=F_{y}  \tag{5}\\
\dot{y}=-F_{x},
\end{array}\right.
$$

where $F$ is defined by

$$
\begin{equation*}
F=\sum_{k=0}^{m-1} F_{k} \beta_{k} \tag{6}
\end{equation*}
$$

with

$$
F_{k}=\frac{1}{2} \prod_{i=0}^{n-1}\left[(x-i)^{2}+(y-k)^{2}\right], \quad \beta_{k}=\prod_{\substack{l=0 \\ l \neq k}}^{m-1}(y-l)^{2} .
$$

The Hamiltonian functions $F_{k}$ are related to the Hamiltonian function $G$ given by (4) through the relation

$$
F_{k}=G\left(\mathscr{P}_{k}\right), \quad \mathscr{P}_{k}=\{(0, k),(1, k), \ldots,(n-1, k)\},
$$

thus the Hamiltonian function $F$ is obtained by coupling Hamiltonian functions $F_{k}$ admitting centers that are located on parallel lines.


Figure 2: Phase portrait of system (5) with $n=3$ and $m=2$, showing closed orbits in the neighborhood of the points $(i, k)$ for $0 \leq i \leq 2$ and $0 \leq k \leq 1$, distributed on a rectangular grid.

The next proposition states that the resulting system (5) admits a grid of centers. It can easily be modified so that the distance between each line in the grid is different. The phase portrait of system (5) with $n=3$ and $m=2$ shown in Figure 2 illustrates the geometric disposal of those centers.

Proposition 2. The Hamiltonian system (5) is a planar polynomial system whose degree is equal to $2 n+2 m-3$. Furthermore, it admits $n \times m$ non-degenerate centers located at the points ( $i, k$ ), $0 \leq i \leq n-1,0 \leq k \leq m-1$.

Proof. First, $F$ is a polynomial of degree $2 n+2(m-1)$, thus it is clear that the system (5) is a planar polynomial system of degree $2 n+2 m-3$. Next, we note that for each $k \in\{1, \ldots, m\}$, we
have, by virtue of the Proposition 1:

$$
\begin{aligned}
& \frac{\partial F_{k}}{\partial x}(i, k)=\frac{\partial F_{k}}{\partial y}(i, k)=0 \\
& \frac{\partial^{2} F_{k}}{\partial x^{2}}(i, k) \frac{\partial^{2} F_{k}}{\partial x^{2}}(i, k)-\left(\frac{\partial^{2} F_{k}}{\partial x \partial y}(i, k)\right)^{2}>0
\end{aligned}
$$

for all $i \in\{1, \ldots, n\}$, since $F_{k}=G\left(\mathscr{P}_{k}\right)$ with $\mathscr{P}_{k}=\{(0, k),(1, k), \ldots,(n-1, k)\}$. We compute the derivatives of orders 1 and 2 of $F$. We begin with

$$
F_{x}=\sum_{k=0}^{m-1} \frac{\partial}{\partial x}\left[F_{k}(x, y) \beta_{k}(y)\right]=\sum_{k=0}^{m-1} \beta_{k}(y) \frac{\partial}{\partial x}\left[F_{k}(x, y)\right]
$$

Now, let $\left(i_{0}, k_{0}\right)$ such that $0 \leq i_{0} \leq n-1$ and $0 \leq k_{0} \leq m-1$. We have

$$
\begin{aligned}
& \frac{\partial F_{k_{0}}}{\partial x}\left(i_{0}, k_{0}\right)=0 \\
& \beta_{k}\left(k_{0}\right)=\prod_{\substack{l=0 \\
l \neq k}}^{m-1}\left(k_{0}-l\right)^{2}=0, \text { if } k \neq k_{0}
\end{aligned}
$$

It follows that

$$
\frac{\partial F_{k_{0}}}{\partial x}\left(i_{0}, k_{0}\right)=\beta_{k_{0}}\left(k_{0}\right) \frac{\partial F_{k_{0}}}{\partial x}\left(i_{0}, k_{0}\right)+\sum_{\substack{k=0 \\ k \neq k_{0}}}^{m-1} \beta_{k}\left(k_{0}\right) \frac{\partial F_{k}}{\partial x}\left(i_{0}, k_{0}\right)=0
$$

We continue with the derivative with respect to $y$ :

$$
F_{y}=\sum_{k=0}^{m-1} \frac{\partial}{\partial y}\left[F_{k}(x, y) \beta_{k}(y)\right]=\sum_{k=0}^{m-1}\left\{\beta_{k}(y) \frac{\partial}{\partial x}\left[F_{k}(x, y)\right]+\frac{\mathrm{d} \beta_{k}}{\mathrm{~d} y}(y) F_{k}(x, y)\right\} .
$$

As previously, we have

$$
F_{k_{0}}\left(i_{0}, k_{0}\right)=\frac{\partial F_{k_{0}}}{\partial y}\left(i_{0}, k_{0}\right)=0, \quad \beta_{k}\left(k_{0}\right)=0 \text { if } k \neq k_{0}
$$

Furthermore, we compute

$$
\frac{\mathrm{d} \beta_{k}}{\mathrm{~d} y}(y)=\frac{\mathrm{d}}{\mathrm{~d} y}\left\{\prod_{\substack{l=0 \\ l \neq k}}^{m-1}(y-l)^{2}\right\}=\sum_{\substack{l=0 \\ l \neq k}}^{m-1} 2(y-l)\left\{\prod_{\substack{q=0 \\ q \neq k, q \neq l}}^{m-1}(y-q)^{2}\right\}
$$

thus $\frac{\mathrm{d} \beta_{k}}{\mathrm{~d} y}\left(k_{0}\right)=0$ if $k \neq k_{0}$, and we obtain $\frac{\partial F}{\partial y}\left(i_{0}, k_{0}\right)=0$. After elementary but tedious computations, we prove that

$$
\left(F_{x x} F_{y y}-F_{x y}^{2}\right)\left(i_{0}, k_{0}\right) \geq\left[\beta_{k_{0}}\left(k_{0}\right)\right]^{2} \times\left[\frac{\partial^{2} F_{k_{0}}}{\partial x^{2}} \frac{\partial^{2} F_{k_{0}}}{\partial y^{2}}-\left(\frac{\partial^{2} F_{k_{0}}}{\partial x \partial y}\right)^{2}\right]\left(i_{0}, k_{0}\right)>0
$$

and this achieves the proof.
For $m=n$, the system (5) is a planar polynomial system whose degree is of order $n$, admitting $n^{2}$ centers. The first step in the conjecture stated by Lloyd in 1988, that we have quoted in our introduction, is reached. Of course, it is possible to compute an instance of the Hamiltonian function
$G$ given by (4) which also admits $n^{2}$ centers, but in that case, the resulting system would be of degree $2 n^{2}-1$ (see Proposition 1). Now, the difficult step is to find a suitable perturbation of degree $O(n)$ of the system (5), so that each center bifurcates into a nest of $O(n)$ limit cycles. The investigation of such perturbations will be presented in the next section. Before that, we present a geometrical variant of the Hamiltonian system (5) for which the centers are located on concentric rings [19].

### 2.3. Hamiltonian system for coupled rings of centers

Let us introduce the Hamiltonian system defined by

$$
\left(\mathscr{T}_{n, m}\right)\left\{\begin{array}{l}
\dot{x}=E_{y}  \tag{7}\\
\dot{y}=-E_{x},
\end{array}\right.
$$

with positive integers $n, m$, where the Hamiltonian function $E$ is given by

$$
\begin{equation*}
E=\sum_{k=1}^{m} E_{k} \delta_{k} \tag{8}
\end{equation*}
$$

and the functions $E_{k}$ and $\delta_{k}$ are defined by for each $k \in\{1, \ldots, m\}$ by

$$
\begin{equation*}
E_{k}=\frac{1}{2} \prod_{i=1}^{n}\left[\left(x-x_{i, k}\right)^{2}+\left(y-y_{i, k}\right)^{2}\right], \quad \delta_{k}=\prod_{\substack{l=1 \\ l \neq k}}^{m}\left(x^{2}+y^{2}-\rho_{l}^{2}\right)^{2} \tag{9}
\end{equation*}
$$

with $x_{i, k}=\rho_{k} \cos \frac{2 i \pi}{n}, y_{i, k}=\rho_{k} \sin \frac{2 i \pi}{n}$ and positive radii $\rho_{1}<\rho_{2}<\cdots<\rho_{m}$. For each $k \in\{1, \ldots, m\}$, the polynomial $E_{k}$ is again a particular instance of the Hamiltonian function $G$ given by (4), that is

$$
E_{k}=G\left(\mathscr{P}_{k}\right), \quad \mathscr{P}_{k}=\left\{\left(\rho_{k} \cos \frac{2 i \pi}{n}, \rho_{k} \sin \frac{2 i \pi}{n}\right), 1 \leq i \leq n\right\}
$$

Proposition 3. For any positive integers $n$, m, the system (7) is a planar polynomial system, invariant under the rotation of angle $\frac{2 \pi}{n}$. Furthermore, its degree is equal to $2 n+4 m-5$, and it admits $n \times m$ non-degenerate centers at $\left(x_{i, k}, y_{i, k}\right), 1 \leq i \leq n, 1 \leq k \leq m$.

Proof. Since $E$ is a polynomial of degree $2 n+4(m-1)$, it is clear that the system (7) is a planar polynomial system of degree $2 n+4 m-5$. By construction, it is invariant under the rotation of angle $\frac{2 \pi}{n}$. As previously, we check after basic computations that

$$
\begin{aligned}
& E_{x}\left(x_{i, k}, y_{i, k}\right)=E_{y}\left(x_{i, k}, y_{i, k}\right)=0 \\
& \left(E_{x x} E_{y y}-E_{x y}^{2}\right)\left(x_{i, k}, y_{i, k}\right)>0
\end{aligned}
$$

for $1 \leq i \leq n$ and $1 \leq k \leq m$.
As expected, the Hamiltonian system (7) presents a geometric structure with $m$ coupled rings of $n$ centers. The phase portrait of (7) for $m=3, n=6$ and $\rho_{k}=k, 1 \leq k \leq 3$, is depicted in Figure 3. Applying the same method, it is possible to build a Hamiltonian system admitting centers located on various curves, like cubical curves or hyperbolic curves for instance. This shows that the Hamiltonian system (3) offers a rich palette of geometric patterns. We shall see in the coming section how the location of the centers in both systems (5) and (7), with regular geometric distributions, can facilitate the construction of a perturbation.


Figure 3: Phase portrait of the system (7) for $m=3, n=6$ and $\rho_{k}=k, 1 \leq k \leq 3$, showing 3 rings of 6 centers, with continuous bands of closed orbits of small amplitude encircling those centers. The system is invariant under the rotation of angle $\frac{\pi}{3}$.

## §3 Construction of polynomial perturbations

In this section, we study various perturbations of the Hamiltonian systems previously introduced. We begin with the presentation of the classical material that we will use in order to construct polynomial perturbations of Hamiltonian systems, and to analyze their effect on the unperturbed system.

### 3.1. Poincaré map, displacement function and Melnikov integral

Let us consider any perturbed Hamiltonian system of the form

$$
\begin{equation*}
\dot{x}=H_{y}+\varepsilon f(x, y), \quad \dot{y}=-H_{x}+\varepsilon g(x, y) \tag{10}
\end{equation*}
$$

where $H, f$ and $g$ are polynomials and $\varepsilon$ is a real coefficient. Suppose that the unperturbed system, obtained for $\varepsilon=0$, admits a non-degenerate center $\bar{p}=(\bar{x}, \bar{y})$ with a family of closed orbits $\gamma_{h}$ included in the so-called energy levels $H^{-1}(\{h\})$ of the Hamiltonian function $H$, continuously depending on $h \in] 0, h_{0}[$, encircling $\bar{p}$. The Melnikov integral [20] at $\bar{p}$, (also called Abelian integral [21], [22]), is defined by

$$
\begin{equation*}
M(\bar{p}, h)=\oint_{\gamma_{h}} f(x, y) \mathrm{d} y-g(x, y) \mathrm{d} x \tag{11}
\end{equation*}
$$

Equivalently, we have

$$
\begin{equation*}
\oint_{\gamma_{h}} f(x, y) \mathrm{d} y-g(x, y) \mathrm{d} x=\iint_{\Gamma_{h}}\left(f_{x}+g_{y}\right) \mathrm{d} x \mathrm{~d} y \tag{12}
\end{equation*}
$$

where $\Gamma_{h}$ denotes the interior of the closed curve $\gamma_{h}$.
Now let us consider a cross section $S$ of the family of closed orbits $\left.\gamma_{h}, h \in\right] 0, h_{0}[$, stemming from $\bar{p}$, parametrized by $h$, and $\varepsilon$ sufficiently small. It is well known that one can define a Poincaré map (see [8] or [23] for instance), independent of the choice of the cross section $S$, that associates to each value of $h \in] 0, h_{0}[$, the value $P(\bar{p}, h, \varepsilon)$ that corresponds to the first return of the perturbed orbit $\gamma(h, \varepsilon)$ across $S$ (see Figure 4). We then define the displacement function

$$
\begin{equation*}
d(\bar{p}, h, \varepsilon)=P(\bar{p}, h, \varepsilon)-h \tag{13}
\end{equation*}
$$



Figure 4: Poincaré first return map and displacement function. Under a small perturbation, the closed orbit $\gamma_{h}$ changes continuously. Its first return across the section $S$ is captioned by the Poincaré map. The displacement function is a measure of the variation between this first return and the starting point.
for $h \in] 0, h_{0}[$ and $\varepsilon$ sufficiently small. It is known [8] that the Poincare map, and consequently the displacement function, are analytic functions in their domains of definition, when $H, f$ and $g$ are analytic, and a fortiori polynomials. The next theorem gives a fundamental relationship between the displacement function and the Melnikov integral. A detailled proof is given in [21] for instance.

Theorem 2 (Poincaré-Pontryagine). The displacement function satisfies

$$
d(\bar{p}, h, \varepsilon)=\varepsilon[M(\bar{p}, h)+\varepsilon \varphi(h, \varepsilon)],
$$

as $\varepsilon$ tends to 0 , where $\varphi(h, \varepsilon)$ is analytic and uniformly bounded for $(h, \varepsilon)$ in a compact region near $(h, 0)$, with $h \in] 0, h_{0}[$.

The following lemma establishes the link between the zeros of the Melnikov integral and the existence of limit cycles in the perturbed system (10).
Lemma 1. We suppose that $M(\bar{p}, h)$ is not identically zero for $h \in] 0, h_{0}[$. Then the following statements hold.

1. If there exists $\left.h_{1} \in\right] 0, h_{0}\left[\right.$ such that $M\left(\bar{p}, h_{1}\right)=0$ and $M^{\prime}\left(\bar{p}, h_{1}\right) \neq 0$, then the perturbed system (10) admits a unique limit cycle bifurcating from $\gamma_{h_{1}}$. Moreover, this limit cycle is hyperbolic.
2. If there exist $\left.h_{1}, h_{2} \in\right] 0, h_{0}\left[\right.$ such that $M\left(\bar{p}, h_{1}\right)>0$ and $M\left(\bar{p}, h_{2}\right)<0$, then the perturbed system (10) admits at least one limit cycle between $\gamma_{h_{1}}$ and $\gamma_{h_{2}}$.
The first statement is proved in detail in [21]. The second statement is presented in [13] without proof. For the sake of completeness, we intend to give a detailed proof in the present paper.

Proof of the second statement. By assumption, there exist $\left.h_{1}, h_{2} \in\right] 0, h_{0}[$ such that the Melnikov integral at $\bar{p}$ satisfies $M\left(\bar{p}, h_{1}\right)>0$ and $M\left(\bar{p}, h_{2}\right)<0$. For $\varepsilon \neq 0$ and $\left.h \in\right] 0, h_{0}[$, we consider the function $\delta$ defined by $\delta(\bar{p}, h, \varepsilon)=\varepsilon^{-1} d(\bar{p}, h, \varepsilon)$. By virtue of the Poincaré-Pontryagine Theorem, we have

$$
\delta(\bar{p}, h, \varepsilon)=M(\bar{p}, h)+\varepsilon \varphi(h, \varepsilon) .
$$

It follows that

$$
\begin{aligned}
& \delta\left(\bar{p}, h_{1}, \varepsilon\right)=M\left(\bar{p}, h_{1}\right)+\varepsilon \varphi\left(h_{1}, \varepsilon\right) \geq \frac{1}{2} M\left(\bar{p}, h_{1}\right)>0, \\
& \delta\left(\bar{p}, h_{2}, \varepsilon\right)=M\left(\bar{p}, h_{2}\right)+\varepsilon \varphi\left(h_{2}, \varepsilon\right) \leq \frac{1}{2} M\left(\bar{p}, h_{2}\right)<0, \quad 0<|\varepsilon| \leq \varepsilon_{1}
\end{aligned}
$$

Now let us consider $\varepsilon_{0}$ such that $0<\left|\varepsilon_{0}\right|<\min \left(\varepsilon_{1}, \varepsilon_{2}\right)$. Since $\delta$ is analytic and satisfies

$$
\delta\left(\bar{p}, h_{1}, \varepsilon_{0}\right)>0, \quad \delta\left(\bar{p}, h_{2}, \varepsilon_{0}\right)<0,
$$

the Rolle theorem guarantees that there exists a (not necessarily unique) $\left.h\left(\varepsilon_{0}\right) \in\right] h_{1}, h_{2}[$ such that $\delta\left(\bar{p}, h\left(\varepsilon_{0}\right), \varepsilon_{0}\right)=0$. Thus the perturbed system admits at least one limit cycle between $\gamma_{h_{1}}$ and $\gamma_{h_{2}}$ for any sufficiently small $\varepsilon$, and this achieves the proof.

It is remarked that the second statement does not guaranty the uniqueness nor the hyperbolicity of the limit cycle appearing in the perturbed system for $\varepsilon$ sufficiently small. In particular, bifurcations involving multiple limit cycles can occur when $\varepsilon$ varies in a neighborhood of 0 .

### 3.2. Perturbation of a line and a ring of centers

In this section, our aim is to construct a perturbation in the case of basic geometric configurations of the Hamiltonian system (3) introduced in the previous section. In [13], the authors construct a system admitting centers which are located on the orthogonal axes of the plane, that is $x=0$ and $y=0$. This disposal of the centers in the unperturbed system is a key ingredient in their paper. We begin with the situation when the points of the family $\mathscr{P}$ are located on a vertical axis.

Theorem 3. Let $\mathscr{P}=\left\{\left(x_{0}, y_{1}\right), \ldots,\left(x_{0}, y_{n}\right)\right\}$ be a family of $n$ points located on the vertical axis $x=x_{0}$, with $y_{1}<y_{2}<\cdots<y_{n}, r$ be a positive integer, and $H$ be a polynomial Hamiltonian function such that each point $p \in \mathscr{P}$ is a non-degenerate center for the Hamiltonian system

$$
\dot{x}=H_{y}, \quad \dot{y}=-H_{x} .
$$

Then there exists a polynomial $f_{x_{0}}(x)$ of degree $2 r+1$, such that the perturbed system

$$
\dot{x}=H_{y}+\varepsilon f_{x_{0}}(x), \quad \dot{y}=-H_{x}
$$

admits at least $n \times r$ limit cycles for $\varepsilon$ sufficiently small, that are located by nests of $r$ limit cycles in a neighborhood of each point $p \in \mathscr{P}$. Furthermore, $f_{x_{0}}(x)$ is given by

$$
\begin{equation*}
f_{x_{0}}(x)=\sum_{s=0}^{r}(-1)^{r-s} \alpha_{s}\left(x-x_{0}\right)^{2 s+1} \tag{14}
\end{equation*}
$$

with real coefficients $\alpha_{s}, 0 \leq s \leq r$, which enjoy the property

$$
\begin{equation*}
\alpha_{0}<\alpha_{1}<\cdots<\alpha_{r}=1 \tag{15}
\end{equation*}
$$

Proof. Let us suppose that $x_{0}=0$. By assumption, each point $p \in \mathscr{P}$ is a non-degenerate center for the unperturbed system

$$
\dot{x}=H_{y}, \quad \dot{y}=-H_{x} .
$$

By virtue of Theorem 1, for each $p=\left(0, y_{i}\right) \in \mathscr{P}$, there exists a continuous band of closed orbits $\gamma_{h}^{i}$ encircling $p=\left(0, y_{i}\right), 1 \leq i \leq n$. Our aim is to build a polynomial perturbation $f_{x_{0}}(x)$ such that the Melnikov integrals at each point of the family $\mathscr{P}$, change of sign $r$ times along the orbits of the latter continuous bands. Let us choose $n$ orbits $\gamma_{0}^{1}, \gamma_{0}^{2}, \ldots, \gamma_{0}^{n}$ encircling the points $\left(0, y_{1}\right),\left(0, y_{2}\right), \ldots,\left(0, y_{n}\right)$ respectively. We begin by considering the function $N_{0}$ defined for any close orbit $\ell$ by

$$
N_{0}(\ell)=\oint_{\ell} x^{2 r+1} \mathrm{~d} y
$$

In particular, we have

$$
N_{0}\left(\gamma_{0}^{i}\right)=\oint_{\gamma_{0}^{i}} x^{2 r+1} \mathrm{~d} y=\iint_{\Gamma_{0}^{i}}(2 r+1) x^{2 r} \mathrm{~d} x \mathrm{~d} y>0, \quad 1 \leq i \leq n
$$

where $\Gamma_{0}^{i}$ denotes the interior of the closed orbit $\gamma_{0}^{i}, 1 \leq i \leq n$. Next, we introduce, for each $i \in\{1, \ldots, n\}$, the function $N_{1}^{i}$ defined for any close orbit $\ell$ by

$$
N_{1}^{i}(\ell)=\oint_{\ell}\left(x^{2 r+1}-\alpha_{r-1}^{i} x^{2 r-1}\right) \mathrm{d} y
$$

where we have chosen $n$ sufficiently small coefficients $\alpha_{r-1}^{1}, \alpha_{r-1}^{2}, \ldots, \alpha_{r-1}^{n}$ with $\alpha_{r-1}^{i}<1$, for $1 \leq i \leq n$, such that

$$
N_{1}^{i}\left(\gamma_{0}^{i}\right)=\oint_{\gamma_{0}^{i}}\left(x^{2 r+1}-\alpha_{r-1}^{i} x^{2 r-1}\right) \mathrm{d} y=\iint_{\Gamma_{0}^{i}}\left[(2 r+1) x^{2 r}-(2 r-1) \alpha_{r-1}^{i} x^{2 r}\right] \mathrm{d} x \mathrm{~d} y>0
$$

for $1 \leq i \leq n$. By introducing $\alpha_{r-1}=\min \left(\alpha_{r-1}^{i}, 1 \leq i \leq n\right)$, it follows that the $i$-dependence of $N_{1}^{i}$ vanishes. More precisely, we consider the function $N_{1}$ defined for any close orbit $\ell$ by

$$
N_{1}(\ell)=\oint_{\ell}\left(x^{2 r+1}-\alpha_{r-1} x^{2 r-1}\right) \mathrm{d} y
$$

and we obtain:

$$
N_{1}\left(\gamma_{0}^{i}\right)=\oint_{\gamma_{0}^{i}}\left(x^{2 r+1}-\alpha_{r-1} x^{2 r-1}\right) \mathrm{d} y>0
$$

for all $i \in\{1, \ldots, n\}$. Next we choose $n$ sufficiently small closed orbits $\gamma_{1}^{1}, \gamma_{1}^{2}, \ldots, \gamma_{1}^{n}$ contained in the interior of $\gamma_{0}^{1}, \gamma_{0}^{2}, \ldots, \gamma_{0}^{n}$ and encircling $\left(0, y_{1}\right),\left(0, y_{2}\right), \ldots,\left(0, y_{n}\right)$ respectively, such that

$$
N_{1}\left(\gamma_{1}^{i}\right)=\oint_{\gamma_{1}^{i}}\left(x^{2 r+1}-\alpha_{r-1} x^{2 r-1}\right) \mathrm{d} y<0
$$

for all $i \in\{1, \ldots, n\}$. At this stage, we have proved, by virtue of Lemma 1 , that the perturbed system

$$
\dot{x}=H_{y}+\varepsilon\left(x^{2 r+1}-\alpha_{r-1} x^{2 r-1}\right), \quad \dot{y}=-H_{x}
$$

admits, for $\varepsilon$ sufficiently small, $n$ limit cycles which are located in a neighborhood of each point $p \in \mathscr{P}$. Next, we apply the same method and construct a finite sequence $\alpha_{s}, 0 \leq s \leq r$, with $\alpha_{0}<\alpha_{1}<\cdots<\alpha_{r}=1$, and $n$ finite families of closed orbits

$$
\left(\gamma_{s}^{1}\right)_{0 \leq s \leq r},\left(\gamma_{s}^{2}\right)_{0 \leq s \leq r}, \ldots,\left(\gamma_{s}^{n}\right)_{0 \leq s \leq r}
$$

encircling $\left(0, y_{1}\right),\left(0, y_{2}\right), \ldots,\left(0, y_{n}\right)$ respectively, satisfying the property

$$
\gamma_{s+1}^{i} \subset \gamma_{s}^{i}, \quad 0 \leq s \leq r-1, \quad 1 \leq i \leq n
$$

such that the function $N_{r}$ defined for any close orbit $\ell$ by

$$
N_{r}(\ell)=\oint_{\ell}\left[x^{2 r+1}-\alpha_{r-1} x^{2 r-1}+\cdots+(-1)^{r} \alpha_{0} x\right] \mathrm{d} y
$$

admits $r$ changes of signs along the orbits $\gamma_{s}^{i}$ :

$$
N_{r}\left(\gamma_{0}^{i}\right)>0, N_{r}\left(\gamma_{1}^{i}\right)<0, \ldots, 1 \leq i \leq n
$$

Finally, we set $f_{x_{0}}(x)=x^{2 r+1}-\alpha_{r-1} x^{2 r-1}+\cdots+(-1)^{r} \alpha_{0} x$. For each closed orbit $\gamma_{s}^{i}, 0 \leq s \leq r$, $1 \leq i \leq n$, we have

$$
N_{r}\left(\gamma_{s}^{i}\right)=M\left(\left(0, y_{i}\right), h_{s}^{i}\right),
$$

with $\gamma_{s}^{i} \subset H^{-1}\left(\left\{h_{s}^{i}\right\}\right)$. Thus, the Melnikov integrals at each point $p \in \mathscr{P}$ change their signs $r$ times along the orbits contained in the continuous bands encircling $\left(0, y_{i}\right), 1 \leq i \leq n$. By virtue of the second statement in the Lemma 1, we conclude that the perturbed system admits, for $\varepsilon$ sufficiently small, at least $n \times r$ limit cycles that are located by nests of $r$ limit cycles around each point $p \in \mathscr{P}$. This achieves the proof in the case $x_{0}=0$.

The case $x_{0} \neq 0$ is easily treated by a change of variable $x \rightarrow x+x_{0}$.

Obviously, this theorem applies to the Hamiltonian function $G$ given by (4), when $\mathscr{P}$ is composed of points that are located on a vertical axis. It also applies to the Hamiltonian function $F$ given by (6). We remark that a similar result is stated in [13] without proof. In [14], it is proved that co linear centers can be simultaneously perturbed in order to bifurcate into nests of limit cycles, by using another technique involving the focus values [24], [23]. With that method, the limit cycles tend to 0 when $\varepsilon$ approaches 0 . This bifurcation is sometimes called the multiple Hopf bifurcation [23]. At the opposite, in our reasoning, the limit cycles tend to the non isolated closed orbits $\gamma_{s}^{i}$, $0 \leq s \leq r, 1 \leq i \leq n$, when $\varepsilon$ decreases to 0 . Another important fact has to be emphasized, about the coefficients $\alpha_{s}, 0 \leq s \leq r$, of the perturbation $f_{x_{0}}$. Indeed, those coefficients depend on the choice of the closed orbits $\gamma_{s}^{i}, 0 \leq s \leq r, 1 \leq i \leq n$. However, we can estimate uniformly the values of the perturbation given by (14).

Proposition 4. Let $f_{x_{0}}$ be the polynomial perturbation constructed by the Theorem 3, given by the expression (14), with coefficients $\alpha_{s}, 1 \leq s \leq r$, satisfying the property (15). Let $\left.\left.\eta \in\right] 0,1\right], x_{1} \in \mathbb{R}$ and $p_{1}$ be any point of the axis $x=x_{1}$. Then, there exist positive constants $k_{j}, 1 \leq j \leq 2 r+1$, which depend only on $x_{0}, x_{1}$ and $r$, so that for all $(a, b)$ in the closed ball $B\left(p_{1}, \eta\right)$, we have

$$
\begin{equation*}
\left|\frac{d^{j} f_{x_{0}}}{d x^{j}}(a)\right| \leq k_{j}, \quad 1 \leq j \leq 2 r+1 \tag{16}
\end{equation*}
$$

Proof. By virtue of equation (15), we have for any $b \in \mathbb{R}$ :

$$
\left|f_{x_{0}}(a)\right| \leq \sum_{s=0}^{r}\left|\alpha_{s}\left(a-x_{0}\right)\right|^{2 s+1} \leq \sum_{s=0}^{r}\left|a-x_{0}\right|^{2 s+1}
$$

Now, if $(a, b) \in B\left(p_{1}, \eta\right)$, we have

$$
\begin{aligned}
\left|f_{x_{0}}(a)\right| & \leq \sum_{s=0}^{r}\left(\left|a-x_{1}\right|+\left|x_{1}-x_{0}\right|\right)^{2 s+1} \\
& \leq \sum_{s=0}^{r} \sum_{j=0}^{2 s+1}\binom{2 s+1}{j}\left|a-x_{1}\right|^{j}\left|x_{1}-x_{0}\right|^{2 s+1-j} \\
& \leq \sum_{s=0}^{r} \sum_{j=0}^{2 s+1}\binom{2 s+1}{j} \eta^{j}\left|x_{1}-x_{0}\right|^{2 s+1-j} \\
& \leq \sum_{s=0}^{r} \sum_{j=0}^{2 s+1}\binom{2 s+1}{j}\left|x_{1}-x_{0}\right|^{2 s+1-j}
\end{aligned}
$$

since $\eta \leq 1$. We obtain the expected estimation by setting

$$
k_{1}=\sum_{s=0}^{r} \sum_{j=0}^{2 s+1}\binom{2 s+1}{j}\left|x_{1}-x_{0}\right|^{2 s+1-j} .
$$

The estimation for $\left|\frac{\mathrm{d}^{j} f_{x_{0}}}{\mathrm{~d} x^{j}}(a)\right|$ is proved by similar arguments.
Those uniform bounds will be used in the last section, in order to build a perturbation of a grid of centers.

Example 1. Let us consider the perturbed Hamiltonian system obtained with a family a 3 centers located on the axis $x=0, \mathscr{P}=\{(0,0),(0,1),(0,2)\}$, defined by

$$
\begin{equation*}
\dot{x}=G_{y}+\varepsilon f(x), \quad \dot{y}=-G_{x} . \tag{17}
\end{equation*}
$$

We have computed the orbits of the perturbed system in two cases. The first case is obtained with $f(x)=x^{3}-0.01 x$, and provokes the birth of one stable limit cycle around each point $p \in \mathscr{P}$. The second case is obtained with $f(x)=x^{7}-0.0233 x^{5}+0.00014416 x^{3}-2.304 .10^{-7} x$, and leads to the emergence of two stable limit cycles encircling one unstable limit cycle around each point $p \in \mathscr{P}$. Since the unstable limit cycles are repulsive, the orbits starting in a neighborhood of those limit cycles are pushed towards the stable limit cycles. The corresponding phase portraits are depicted in Figure 5. We remark that the perturbation is oriented along a single direction, thus the limit cycles present a flattening. A numerical approximation of the displacement function for the point $(0,0)$ is shown in Figure 6, in order to visualize the link between its zeros and the limit cycles in the perturbed system.


Figure 5: Perturbation of a line of 3 centers. (a) The unperturbed system (17) obtained for $\varepsilon=0$ admits 3 non-degenerate centers located on the axis $x=0$. (b) Under a suitable perturbation of degree 3, the perturbed system (17) admits 3 stable limit cycles. (c) Under a suitable perturbation of degree 7 , the perturbed system (17) admits 6 stable limit cycles and 3 unstable limit cycles.

We continue with the construction of a perturbation that makes centers located on a circle bifurcate into nests of limit cycles. The perturbation is oriented along the radial direction stemming from the origin. Similar perturbations have been studied in [25].

Theorem 4. Let $\left.\mathscr{P}=\left\{\left(x_{i}, y_{i}\right), 1 \leq i \leq n\right)\right\}$ be a family of $n$ points located on a circle of positive radius $\rho$, centered at the origin. Let $r$ be a positive integer, and $H$ be a polynomial Hamiltonian function such that each point $p \in \mathscr{P}$ is a non-degenerate center for the Hamiltonian system

$$
\dot{x}=H_{y}, \quad \dot{y}=-H_{x} .
$$

Then there exists a polynomial $f$ of degree $2 r+1$, such that the perturbed system

$$
\dot{x}=H_{y}+\varepsilon x f\left(x^{2}+y^{2}\right), \quad \dot{y}=-H_{x}+\varepsilon y f\left(x^{2}+y^{2}\right)
$$

admits at least $n \times r$ limit cycles for $\varepsilon$ sufficiently small, that are located by nests of $r$ limit cycles in a neighborhood of each point $p \in \mathscr{P}$.

Proof. By assumption, each point $p \in \mathscr{P}$ is a non-degenerate center for the unperturbed system

$$
\dot{x}=H_{y}, \quad \dot{y}=-H_{x} .
$$



Figure 6: Displacement functions for a cross section by the axis $y=0$, in the neighborhood of $(0,0)$, for the example 1. In the first case, the perturbation is of degree 3, thus the displacement function admits a unique zero. In the second case, the perturbation is of degree 7 , and the displacement function admits 3 zeros. When the derivative of the displacement function at one of those zeros is negative, the corresponding limit cycle is stable. When it is positive, the corresponding limit cycle is unstable.

By virtue of Theorem 1, for each $p=\left(x_{i}, y_{i}\right) \in \mathscr{P}$, there exists a continuous band of closed orbits $\gamma_{h}^{i}$ encircling $p=\left(x_{i}, y_{i}\right), 1 \leq i \leq n$. The Melnikov integral at $p$ is given by

$$
\begin{aligned}
M\left(p, h_{i}\right) & =\oint_{\gamma_{h}^{i}} x f\left(x^{2}+y^{2}\right) \mathrm{d} y-y f\left(x^{2}+y^{2}\right) \mathrm{d} x \\
& =\iint_{\Gamma_{h}^{i}}\left[\frac{\partial}{\partial x}\left(x f\left(x^{2}+y^{2}\right)\right)+\frac{\partial}{\partial y}\left(y f\left(x^{2}+y^{2}\right)\right)\right] \mathrm{d} x \mathrm{~d} y \\
& =2 \iint_{\Gamma_{h}^{i}}\left[f\left(x^{2}+y^{2}\right)+\left(x^{2}+y^{2}\right) f^{\prime}\left(x^{2}+y^{2}\right)\right] \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

where $\Gamma_{h}^{i}$ denote the interior of the closed orbit $\gamma_{h}^{i}$. We introduce $q(u)=f(u)+u f^{\prime}(u)$, choose real coefficients $\beta_{s}, 0 \leq s \leq r$, by the same method as in the proof of the Theorem 3, and we set

$$
q(u)=\sum_{s=0}^{r}(-1)^{r-s} \beta_{s} u^{2 s+1}
$$

so that the integrals $\iint_{\Gamma_{h}^{i}} q\left(x^{2}+y^{2}\right) \mathrm{d} x \mathrm{~d} y$ change their signs $r$ times along the orbits encircling each point $p \in \mathscr{P}$. Finally, we determine $f$ by solving the equation $f(u)+u f^{\prime}(u)=q(u)$. It suffices to set $\alpha_{s}=\frac{(-1)^{n-s} \beta_{s}}{1+s}$ for each $s \in\{0, \ldots, r\}$, and

$$
f(u)=\sum_{s=0}^{r} \alpha_{s} u^{2 s+1}
$$

The polynomial $f(u)$ satisfies the expected properties. This achieves the proof.
Example 2. We have computed the orbits of the perturbed system for

$$
\mathscr{P}=\{(2,0),(\sqrt{2}, \sqrt{2}),(0,2),(\sqrt{2},-\sqrt{2})\}
$$

with $f(r)=r^{3}-0.01 r, r=x^{2}+y^{2}-4$, and

$$
\left\{\begin{array}{l}
\dot{x}=H_{y}+\varepsilon x f(r)  \tag{18}\\
\dot{y}=-H_{x}+\varepsilon y f(r)
\end{array}\right.
$$

According to the Theorem 4, each non-degenerate center bifurcates into a limit cycle. The corresponding phase portraits are shown in the Figure 7, as well as a numerical approximation of the displacement function in a neighborhood of the point $(2,0)$, with a cross section by the horizontal axis. We remark once again the typical flattening of the limit cycles, due to the fact that the perturbation is oriented along a single direction.


Figure 7: (a) Phase portrait of the system (3) for $\mathscr{P}=\{(2,0),(\sqrt{2}, \sqrt{2}),(0,2),(\sqrt{2},-\sqrt{2})\}$, showing 4 non-degenerate centers, encircled by continuous bands of closed orbits, located on a ring. (b) Under a suitable perturbation oriented along the normal of the unit circle, each non-degenerate center bifurcates into a single limit cycle of small amplitude.


Figure 8: Displacement function in the neighborhood of the point $(2,0)$ in the system (18), obtained for a cross section by the horizontal axis. The zero of the displacement function corresponds to the birth of the limit cycle in the perturbed system (18). The derivative of the displacement function is negative, thus the corresponding limit cycle is stable.

### 3.3. Perturbation of a Hamiltonian system along its gradient

In this section, we prove that any planar polynomial Hamiltonian system admitting centers can be perturbed along its gradient, so that each center bifurcates into a nest of limit cycles.

Theorem 5. Let consider any planar differential system of the form

$$
\begin{equation*}
\dot{x}=H_{y}+\varepsilon H_{x} f(H), \quad \dot{y}=-H_{x}+\varepsilon H_{y} f(H) \tag{19}
\end{equation*}
$$

where $H, f$ are polynomials and $\varepsilon$ is a real coefficient, admitting a finite number of non-degenerate centers $p_{1}, \ldots, p_{n}$. Then $f$ can be chosen so that each non-degenerate center $p_{i}, 1 \leq i \leq n$, of the unperturbed system (19) obtained for $\varepsilon=0$, bifurcates into a given number $r>0$ of limit cycles for $\varepsilon$ sufficiently small.

Proof. Assume that $\bar{p}=(\bar{x}, \bar{y})$ is a non-degenerate center for the unperturbed system (19) obtained for $\varepsilon=0$. By virtue of the Theorem 1, there exists a continuous band of closed orbits $\gamma_{h, \bar{p}} \subset H^{-1}(\{h\})$ encircling $\bar{p}$, with $\left.\left.h \in\right] 0, h_{0}\right]$, and we have

$$
\left(H_{x x} H_{y y}-H_{x y}^{2}\right)(\bar{x}, \bar{y})>0
$$

It follows that $H_{x x}(\bar{x}, \bar{y}) \times H_{y y}(\bar{x}, \bar{y})>0$, thus $H_{x x}(\bar{x}, \bar{y})$ and $H_{y y}(\bar{x}, \bar{y})$ have the same sign. Let us suppose for instance that $H_{x x}(\bar{x}, \bar{y})>0$ and $H_{y y}(\bar{x}, \bar{y})>0$. Then we have

$$
H_{x x}(\bar{x}, \bar{y})+H_{y y}(\bar{x}, \bar{y})>0
$$

Now, let us choose a closed neighborhood $W_{\bar{p}}$ of $\bar{p}=(\bar{x}, \bar{y})$ and a positive coefficient $\alpha$, for which we have

$$
H_{x x}(x, y)+H_{y y}(x, y) \geq \alpha>0, \quad \forall(x, y) \in W_{\bar{p}}
$$

We compute the Melnikov integral at $\bar{p}=(\bar{x}, \bar{y})$ :

$$
\begin{aligned}
M(\bar{p}, h) & =\oint_{\gamma_{h, \bar{p}}} H_{x} f(H) \mathrm{d} y-H_{y} f(H) \mathrm{d} x \\
& =f(h) \oint_{\gamma_{h, \bar{p}}} H_{x} \mathrm{~d} y-H_{y} \mathrm{~d} x
\end{aligned}
$$

since $H=h$ along the orbit $\gamma_{h, \bar{p}}$. It follows that

$$
M(\bar{p}, h)=f(h) \iint_{\Gamma_{h, \bar{p}}}\left(H_{x x}+H_{y y}\right) \mathrm{d} x \mathrm{~d} y
$$

where $\Gamma_{h, \bar{p}}$ denotes the interior of $\gamma_{h, \bar{p}}$. Next, we choose $f$ so that it admits $r$ zeros $h_{1}, h_{2}, \ldots, h_{r}$ in the interior of $\left.] 0, h_{0}\right]$. Those zeros can be chosen in such a way that $f^{\prime}\left(h_{i}\right) \neq 0$, and $\gamma_{h, \bar{p}} \subset W_{\bar{p}}$, $1 \leq i \leq r$, for all non-degenerate center $\bar{p}$. Since $f\left(h_{i}\right)=0$, we can deduce that $M\left(\bar{p}, h_{i}\right)=0$, for $1 \leq i \leq r$. Afterwards, we introduce

$$
\psi(h)=\iint_{\Gamma_{h, \bar{p}}}\left(H_{x x}+H_{y y}\right) \mathrm{d} x \mathrm{~d} y
$$

and we compute the derivative of the Melnikov integral at $\bar{p}$ with respect to $h$ :

$$
M^{\prime}(\bar{p}, h)=f^{\prime}(h) \psi(h)+f(h) \psi^{\prime}(h)
$$

Since $f\left(h_{i}\right)=0$, we have $M^{\prime}\left(\bar{p}, h_{i}\right)=f^{\prime}\left(h_{i}\right) \psi\left(h_{i}\right)$, for each $i \in\{1, \ldots, r\}$. Furthermore, it holds that

$$
\psi\left(h_{i}\right)=\iint_{\Gamma_{h_{i}, \bar{p}}}\left(H_{x x}+H_{y y}\right) \mathrm{d} x \mathrm{~d} y \geq \alpha\left|\Gamma_{h_{i}, \bar{p}}\right|>0
$$

where $\left|\Gamma_{h_{i}, \bar{p}}\right|$ denotes the area of $\Gamma_{h_{i}, \bar{p}}$. It follows that $M^{\prime}\left(\bar{p}, h_{i}\right) \neq 0$. By the same method, we can treat the case when $H_{x x}(\bar{x}, \bar{y})<0$ and $H_{y y}(\bar{x}, \bar{y})<0$. The first statement of the Lemma 1 applies, and guarantees the existence and uniqueness of a limit cycle bifurcating from $\gamma_{h_{i}, \bar{p}}$, for each $i \in\{1, \ldots, r\}$, thus a nest of $r$ limit cycles encircling $\bar{p}$. Since the reasoning holds for each non-degenerate center $\bar{p}$, we have proved the existence of $n$ nests of $r$ limit cycles encircling each non-degenerate center of the system (19). The proof is complete.

This Theorem applies to the Hamiltonian systems (3), (5) and (7) introduced previously. In particular, by choosing $n=r$, it guarantees the existence of polynomial perturbations under which $n^{2}$ centers can bifurcate into $n^{3}$ limit cycles, distributed by nests of $n$ limit cycles. However, it is obvious that the constructed polynomial perturbation $\left(H_{x} f(H), H_{y} f(H)\right)^{T}$ has a degree which is not of order $n$, but of order $n^{2}$. Thus the necessity to improve the construction of the perturbation.

It is remarkable that the system (19) can be viewed as a Hamiltonian system perturbed by a gradient system. Indeed, it can be rewritten

$$
\begin{equation*}
\dot{x}=H_{y}+\varepsilon K_{x}, \quad \dot{y}=-H_{x}+\varepsilon K_{y}, \tag{20}
\end{equation*}
$$

where $K=F(H), F$ being a primitive of $f$. Many properties of that system can be analyzed additionally, for instance the possibility it offers to make continuous bands of periodic orbits encircling multiple critical points, bifurcate into limit cycles of great amplitude, or polycycles (see example 4 below). For those reasons, we consider that the system (20) is canonical.

Example 3. Let us consider again the Hamiltonian system presented in the first section, defined by

$$
\dot{x}=G_{y}, \quad \dot{y}=-G_{x}
$$

where $G=G(\mathscr{P})$, with $\mathscr{P}=\{(-1,0),(0,-1),(1,-1),(1,1)\}$. We introduce the polynomial $f(u)=0.01 u-u^{3}$, and perturb the latter system along its gradient by considering the system

$$
\dot{x}=G_{y}+\varepsilon G_{x} f(G), \quad \dot{y}=-G_{x}+\varepsilon G_{y} f(G)
$$

According to the Theorem 5, each point in $\mathscr{P}$ bifurcates into a single limit cycle (see Figure 9). We remark that the 4 limit cycles have different radii. Since they have been obtained by a perturbation along the gradient of the energy levels of the Hamiltonian function $G$, they present an homogeneous shape, at the opposite of the limit cycles obtained by a perturbation along a single direction, which present a flattening.


Figure 9: (a) Phase portrait of the system (3) with $\mathscr{P}=\{(-1,0),(0,-1),(1,-1),(1,1)\}$, showing continuous bands of closed orbits in the neighborhood of each point $p \in \mathscr{P}$. The green lines correspond to the orbits of its gradient. (b) Under the effect of a suitable perturbation, each non-degenerate center bifurcates into a unique limit cycle. (c) The limit cycles present an homogeneous shape, without flattening.

Example 4. Next, let us consider the system defined by

$$
\begin{equation*}
\dot{x}=G_{y}+\varepsilon G_{x} f(G), \quad \dot{y}=-G_{x}+\varepsilon G_{y} f(G) \tag{21}
\end{equation*}
$$

where $G=G(\mathscr{P})$ with $\mathscr{P}=\{(-1,0),(1,0),(0,-1),(0,1)\}$, and $f(u)=u-\frac{1}{2}$. The unperturbed system admits 4 non-degenerate centers located at each point of $\mathscr{P}$, and a saddle at the origin, with four homoclinic orbits starting and ending at this saddle, corresponding to the energy level $G=\frac{1}{2}$. The perturbation function $f$ is chosen according to this energy level, thus the perturbed system exhibits 5 limit cycles, with 4 limit cycles corresponding to the homoclinic orbits of the unperturbed system, and 1 limit polycycle passing through the saddle, and attracting the orbits which start in the exterior of the homoclinic orbits. (see Figure 10).


Figure 10: Phase portrait of the system (21), showing 4 limit cycles corresponding to the homoclinic orbits of the unperturbed system, and 1 limit polycycle passing through the saddle, and attracting the orbits which start in the exterior of the homoclinic orbits.

## Conclusion and perspectives

By introducing a new class of Hamiltonian systems, we have proposed various situations in which a planar polynomial system admits a given set of non-degenerate centers that can be arbitrarily located. We have constructed polynomial perturbations which provoke the bifurcation of those centers into nests of limit cycles. Many geometric distributions have not been studied in this article, thus we believe that our method is likely to produce improved results.

## Acknowledgments

This work has been supported by the XTERM project and the Région Normandie.

## References

[1] D. Hilbert, Mathematical problems, Bulletin of the American Mathematical Society 37 (4) (2000) 407-436.
[2] H. Poincaré, Mémoire sur les courbes définies par une équation différentielle, Journal de mathématiques pures et appliquées 7 (1881) 375-422.
[3] Y. Ilyashenko, Finiteness theorems for limit cycles, Russian Mathematical Surveys 45 (2) (1990) 129-203.
[4] Y. Ilyashenko, Centennial history of Hilbert's 16th problem, Bulletin of the American Mathematical Society 39 (3) (2002) 301-354.
[5] J. Ecalle, Finitude des cycles-limites et accéléro-sommation de l'application de retour, Bifurcations of planar vector fields (1990) 74-159.
[6] D. Schlomiuk, Finiteness problems in differential equations and diophantine geometry, On Finiteness in Differential Equations and Diophantine Geometry (2005) 1.
[7] J. Li, Hilbert's 16th problem and bifurcations of planar polynomial vector fields, International Journal of Bifurcation and Chaos 13 (01) (2003) 47-106.
[8] L. Perko, Differential equations and dynamical systems, Vol. 7, Springer Science \& Business Media, 2013.
[9] B. Coll, F. Dumortier, R. Prohens, Alien limit cycles in Liénard equations, Journal of Differential Equations 254 (3) (2013) 1582-1600.
[10] Y. Tian, M. Han, Hopf bifurcation for two types of Liénard systems, Journal of Differential Equations 251 (4-5) (2011) 834-859.
[11] N. Otrokov, On the number of limit cycles of a differential equation in the neighborhood of a singular point, Matematicheskii Sbornik 76 (1) (1954) 127-144.
[12] Y. Ilyashenko, The origin of limit cycles under perturbation of the equation dwdz=-r_zr_w, where $r(z, w)$ is a polynomial, Matematicheskii Sbornik 120 (3) (1969) 360-373.
[13] C. Christopher, N. Lloyd, Polynomial systems: a lower bound for the Hilbert numbers, in: Proceedings of the Royal Society of London A: Mathematical, Physical and Engineering Sciences, Vol. 450, The Royal Society, 1995, pp. 219-224.
[14] M. Han, J. Li, Lower bounds for the Hilbert number of polynomial systems, Journal of Differential Equations 252 (4) (2012) 3278-3304.
[15] N. Lloyd, Limit cycles of polynomial systems-some recent developments, London Math. Soc. Lecture note Ser 127 (1988) 192-234.
[16] M. Golubitsky, I. Stewart, Nonlinear dynamics of networks: the groupoid formalism, Bulletin of the american mathematical society 43 (3) (2006) 305-364.
[17] J. Llibre, G. Rodrıguez, Configurations of limit cycles and planar polynomial vector fields, Journal of Differential Equations 198 (2) (2004) 374-380.
[18] M. Han, J. Yang, P. Yu, Hopf bifurcations for near-Hamiltonian systems, International Journal of Bifurcation and Chaos 19 (12) (2009) 4117-4130.
[19] G. Cantin, M. Aziz-Alaoui, N. Verdière, V. Lanza, Multiple Hopf bifurcations in coupled networks of planar systems, in: WANCSA 2017, University, Le Havre, 2017, pp. 32-33.
[20] V. Mel'nicov, On the stability of the center for time-periodic perturbation, Math. Proc., Moscow Math. Soc., USSR.
[21] C. Christopher, C. Li, Limit cycles of differential equations, Springer Science \& Business Media, 2007.
[22] F. Dumortier, R. Roussarie, Abelian integrals and limit cycles, Journal of Differential Equations 227 (1) (2006) 116-165.
[23] M. Han, Bifurcation theory of limit cycles of planar systems, Handbook of Differential Equations: Ordinary Differential Equations 3 (2006) 341-433.
[24] Y. Kuznetsov, Elements of Applied Bifurcation Theory, Applied Mathematical Sciences, Springer New York, 2004.
[25] T. Blows, C. Rousseau, Bifurcation at infinity in polynomial vector fields, Journal of Differential Equations 104 (2) (1993) 215-242.

