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Abstract: In this article we present the matchmaking problem in industrial 

symbiosis where wastes from one company is matched with resources of 

another company that could be substituted. Identifying potential matches is 

difficult, as it is based on process-specific knowledge that certain wastes can 

be used for specific processes. Capturing this knowledge in waste-resource 

matching rules manually is time-consuming. Therefore, we argue that a 

Natural Language Processing (NLP)-based approach of semi-automatically 

extracting rules from domain-specific data sets could be a viable approach 

to solving this problem. The basic NLP problem to solve is to find similar 

concepts (synonyms), part-whole relationships (meronyms), and “is a” 

relationships (hyponyms). Synonyms are important for finding wastes and 

resources that are named differently but refer to the object. Meronyms are 

part-whole relationships that may help to identify wastes with components 

that could be used as a resource. Hyponyms allow for building taxonomies. 

We present the results of an initial literature survey of algorithms that are 

able to find these relationships in large sets of unstructured text documents. 

Furthermore, we propose a research approach for further extending the 

literature survey and testing the existing algorithms on small test cases and 

realistic matchmaking case. For future work, additional problems that fall 

into the NLP category can be addressed such as semi-automatically 

identifying processes for converting wastes into resources.  

Introduction 

An eco-industrial park is a set of companies within an industrial zone that 

share resources and thereby increase economic profitability and decrease 

environmental impact. One of the key underlying concepts of eco-industrial 

parks is “industrial symbiosis”. An industrial symbiosis is the use of an un-

derutilized resource from one actor, such as wastes, as a substitute for a new 
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resource of another actor. The concept is therefore related to waste recy-

cling. Fig. 1 shows an example of an industrial symbiosis from the eco-in-

dustrial park in Kalundborg, Denmark. Instead of using fresh water from a 

local lake, the coal power plant uses waste water from a close-by oil refin-

ery. The coal power plant saves money, as fresh water is expensive and the 

oil refinery can save the capital cost for constructing a waste water treatment 

plant.  

 

Fig. 1: Example of an industrial symbiosis at the eco-industrial park of Kalundborg [1] 

An eco-industrial park is commonly based on a whole network of industrial 

symbioses. One of the challenges of creating industrial symbioses is that it 

is knowledge-intensive. For identifying symbiosis opportunities, companies 

need to share data in order to see if they can make use of another company’s 

underutilized resources. However, companies usually do not share data if 

they do not see a benefit in sharing a priori. Without sharing data, it is diffi-

cult to find symbiosis opportunities.  

For solving this problem, we previously developed a prototype of a rule- 

based system that captured some of the rules and heuristics for identifying 

symbiosis opportunities without the need of collecting proprietary company 

data and only using publicly available data. The system is intended to auto-

matically identify promising industrial symbiosis opportunities and generate 

eco-industrial park architectures that may have a good economic and envi-

ronmental performance. Similar rule-based systems for Earth observation 

satellite architectures have recently been developed and presented in [2], [3].  
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One of the drawbacks of such a static rule-based system is its maintenance 

and updating [4][5][6]. As new technologies and processes for implement-

ing industrial symbioses are constantly developed, it is important to keep the 

rule-base up to date. Currently, this is done manually, which is time-con-

suming and expensive, as the information about the technologies and pro-

cesses has to be “mined” via extensive literature surveys and expert inter-

views. However, recent developments in natural language processing (NLP) 

may have the potential to significantly improve the process of updating rule-

bases, underlying taxonomies, and ontologies. 

In this paper, we first provide an overview of areas where NLP could add 

value to rule-based systems.  

We start with a literature survey, covering the current state of the art in find-

ing waste – resource pairs in industrial symbiosis and subsequently provid-

ing an overview of existing NLP and big data analytics approaches.  

Problem formulation 

The main objective of the rule-based matchmaking system, in the following 

called “symbiosis explorer”, is to identify opportunities where wastes from 

one company can be used as a resource by another. These wastes would 

otherwise be discarded and the other company would instead consume fresh 

resources [7]. Such waste – resource transfers are called “industrial 

symbiosis” in the following, as defined by [7]. Industrial symbiosis is 

attractive in the context of sustainability as it promises to reduce 

environmental impact and is also feasible economically. However, there are 

several challenges associated with creating industrial symbioses. One of 

these challenges is the identification of potential symbiosis opportunities. 

Identifying these opportunities is not trivial, as there are several obstacles: 

- Waste and resource stream data of companies are often confiden-

tial. 

- Finding opportunities where wastes can substitute resources is not 

trivial, as it requires technical knowledge about the underlying 

processes. Furthermore, even when the composition of the waste 
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and the resource is identical, there are cases where opportunities 

cannot easily be identified as they are named differently.  

One of the shortcomings of existing matchmaking tools is that they require 

direct input from industrial companies, which presupposes that there is an 

initial motivation to share data. Another shortcoming is that existing match-

making systems match wastes and resources based on term identity. It means 

that if one company creates “plastic” as a waste and another company needs 

“plastic” as a resource, a match is identified. However, if instead of “plastic” 

the company creates “plastic bottles”, no match is identified. The e-Symbi-

osis project [8] aims at improving the current state of the art by adding waste 

and resource taxonomies and allowing for semantic matching. They use a 

taxonomic distance metric in order to quantify the likelihood that a waste 

can be matched with a resource.  

In our research, we combined several approaches that were already intro-

duced in the literature but are extending these approaches. We propose a 

system where no input from companies is needed for identifying symbiosis 

opportunities. Instead, we use so-called meta-models of industrial plants, 

where types of plants and their usual inputs and outputs are described. It 

allows for an a priori identification of symbiosis opportunities that can be 

later refined by more accurate data from the companies. Furthermore, as in 

the e-Symbiosis tool, we use taxonomies and a set of knowledge-based rules 

that describe when a certain waste can substitute for a resource.  

Our proposal is to improve on this current system by introducing approaches 

to automatize the generation of rules in order to allow for an automated or 

at least semi-automated approach to creating matchmaking rules. Such a 

system would not only be interesting for the area of industrial symbiosis but 

for recycling markets in general. Fig. 2 shows the architecture of the pro-

posed matchmaking system. From publicly accessible data bases such as 

books, patent databases, and Wikipedia, synonyms for wastes and resources 

are identified. In particular, we are interested in: 

- Waste and resource compositions that are often introduced in online 

dictionaries and Wikipedia.  

- Identify synonymous terms, e.g. lime is equivalent to calcium oxide 

or calcium hydroxide.  
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Fig. 2: Architecture of the matchmaking system 

Literature survey 

Natural Language Processing (NLP) “employs computational techniques for 

the purpose of learning, understanding, and producing human language con-

tent.” [9] NLP is of interest for us, as finding synonyms and related terms in 

a corpus of literature is one of the problems for which NLP approaches exist. 

In the following, we provide a quick overview of the NLP literature in order 

to identify approaches that are suitable for addressing our before-stated 

problem. [9], [10] provide overviews of current NLP approaches and outline 

possible future trends.  

First approaches to NLP date back to the 1950s. First NLP approaches were 

mostly based on hand-coded rules for automated translation etc. Recent ap-

proaches rely on machine learning, mostly grounded in statistical inference-

making using large bodies of annotated text. The statistical approaches seem 

to be better suited for capturing the highly contextual, fuzzy, ambiguous, 

and dynamic nature of natural languages.  
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According to [9] NLP can be defined as “the subfield of computer science 

concerned with using computational techniques to learn, understand, and 

produce human language content.” An up-to-date overview of NLP ap-

proaches is presented in [9], [10].  

The general problem we are dealing with is the automatic or semi-automatic 

identification of ontological (lexical) relationships. More specifically we are 

interested in identifying waste or resources that have different names but 

have the same meaning (synonyms), part-whole relationships (meronyms) 

for matching components of a waste or resource, and “is a” relationships 

(hyponyms) that can be used for building up taxonomies.  

Methodologies for creating ontologies from text have been proposed such 

as in [11]–[15]. An overview of algorithms for identifying synonyms from 

large bodies of text is shown in Table 1. Latent semantic analysis (LSA) is 

based on distributional similarity, which is based on the “distributional hy-

pothesis” [16]. The key idea of the distributional hypothesis is that words 

with similar meaning tend to appear in the similar contexts [17]. However, 

LSA has shortcomings. As it uses a least-square fitting, it is based on the 

assumption that language data is normally distributed. Normal distribution 

is a precondition for least-square fitting. However, language data is not nor-

mally distributed [18]. LSA is a purely statistic method. By contrast, 

Word2Vec is a machine learning approach, based on a 2-layered neural net-

work [19], [20]. The neural network is trained on a text corpus to guess the 

words that appear in its context. Based on the distributional hypothesis, 

words with similar meaning tend to appear in similar contexts. Hence, 

Word2Vec can be used for comparing contextual words of different con-

cepts. The more similar the contextual words, the more likely the concepts 

have the same meaning. As Word2Vec is based on a neural network, exten-

sive training data is required. A third approach, called DFEAT, is based on 

supervised learning and distributional features [21]. The value of the distri-

butional feature indicates the commonality of the context of a word pair. 

Using a pattern-matching algorithm, the algorithm is trained with a test set 

of words. Compared to other synonym classifiers on the test set, the DFEAT 

algorithm showed a superior performance.  
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Table 1: NLP algorithms for detecting synonyms 

NLP approach Input Algorithm Output Key references 

Latent semantic anal-
ysis 

Documents Singular Value 
Decomposition 

Term set from doc-
ument with re-
duced dimensional-
ity 

[22], [23] 

Word2Vec Candidate concept 2-layered neural 
network 

Ranked list of syno-
nyms 

[24] 

DFEAT Training docu-
ments and applica-
tion documents 

Supervised learn-
ing and distribu-
tional features 

Ranked list of syno-
nyms 

[21] 

 

Similar to finding synonyms, a number of algorithms have been proposed 

for identifying part-whole relationships. [25] presents an approach for find-

ing part-whole relationships in domain-specific data. Part-whole relation-

ships in domain-specific data is more difficult to address than such relation-

ships in general language, as the available data is much smaller. As a 

consequence, it is more difficult to train machine learning algorithms. The 

approach proposed in [25] leverages on part-whole relationships extracted 

from an open-domain corpus and extends these relationships by domain-

specific relationships. [26] is arguably the first automatic part extraction 

from a large, unlabeled, corpus with a reported precision of 0.55. The pur-

pose of the method is to add the discovered part-whole relationships to an 

existing ontology or in a semantic lexicon. The algorithm rank-orders words 

that are candidates for parts of a whole, e.g. “speedometer” as part of a “car”. 

[27] presents an algorithm for identifying meronyms in biomedical text. 

They use the PartEx unsupervised learning algorithm that learns part-whole 

patterns from biomedical knowledge bases and infers part-whole relation-

ships in yet unknown data. In its reported version it achieves a recall of 0.73 

and a precision of 0.58. The author claims that no manual labelling of the 

corpus and manual selection of patterns is needed.  

Regarding hyponyms, [28] presents an algorithm for identifying hyponyms 

in large corpora. [29] presents a semi-automatic approach for creating tax-

onomies from text on websites in the context of the semantic web. [30] pre-

sents a method for extracting ontologies from semi-structured information 

and text documents in domain-specific corporate intranets.  
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Integrating these algorithms with other powerful NLP algorithms such as 

parsers has become easier due to the availability of several open source NLP 

tools such as GATE NLP, Stanford Core NLP Suite, Apache OpenNLP, and 

the Natural Language Toolkit. Furthermore, the availability of extensive 

material, resources, and waste taxonomies provide the data on which the 

algorithms can be run. 

Proposed Research Approach 

Based on the initial literature survey presented in the previous section, we 

propose a research approach for coming up with a matchmaking approach 

that is based on an automated or semi-automated data base of waste – 

resource substitution relationships. Fig. 3 depicts the steps of the research 

approach. First, a more extended literature survey on existing algorithms for 

finding synonyms, meronyms, and hyponyms is conducted. In case these 

algorithms are available in open source mode or can be rapidly 

implemented, they may be tested on small data sets for verifying their 

applicability to the matchmaking problem. The test results are compared and 

the most adequate algorithms in terms of applicability and efficiency 

selected. This subset of algorithms is then applied to a more realistic data 

set with waste – resource data. The resulting waste – resource pairs are then 

validated by experts. On the basis of the validation the algorithms precision 

with respect to the data set can be calculated.  

 

Fig. 3: Research approach for finding and testing matchmaking algorithms 
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Conclusions 

In this article we presented the matchmaking problem in industrial 

symbiosis. Identifying potential matches is difficult, as it is based on 

process-specific knowledge that certain wastes can be used for specific 

processes. However, capturing this knowledge in waste-resource matching 

rules manually is time-consuming. Therefore, we propose a NLP-based 

approach of semi-automatically extracting ontological relationships from 

domain-specific data sets that can be used as a basis for matching rules. We 

presented the results of an initial literature survey of algorithms that are able 

to find ontological relationships in large sets of unstructured text documents. 

Furthermore, we proposed a research approach for further extending the 

literature survey and to test the existing algorithms on small test cases and a 

realistic matchmaking case. For future work, additional problems that fall 

into the NLP category can be addressed such as semi-automatically 

identifying processes for converting wastes to resources. 
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