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Abstract

We derive the hydrodynamic limit of a kinetic equation with a stochastic, short range

perturbation of the velocity operator. Under some mixing hypotheses on the stochastic

perturbation, we establish a diffusion-approximation result: the limit we obtain is a parabolic

stochastic partial differential equation on the macroscopic parameter, the density here.
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1 Introduction

Let T
d denote the d-dimensional torus. Let V be a bounded domain of Rd, say V ⊂ B̄Rd(0, 1),

and let ν be a probability measure on V . We consider the following kinetic random equation:

∂tf
ε +

v

ε
· ∇xf

ε =
1

ε2
(Mρε − fε) +

1

ε2
ρεv · ∇xm̄

ε
t , (t, x, v) ∈ R+ × T

d × V, (1.1)

with initial condition
fε(0) = fε

in ∈ L2(Td × V ). (1.2)

In (1.1), ρε is the density associated to fε:

ρε =

∫

V

fε(v)dν(v). (1.3)

The parameter ε > 0 is small and we will study the limit of (1.1) when ε → 0. The random
character of (1.1) comes from the factor v · ∇xm̄

ε
t . In this term

m̄
ε
t (x) = m̄ε−2t(x), (1.4)

where (m̄t) is a stationary stochastic process over Cr(Td), r large enough (cf. Section 1.1). The
function M is a probability density function on (V, ν). We will assume that M is bounded from
above and from below:

α ≤ M(v) ≤ α−1, for ν a.e. v ∈ V, (1.5)

where α ∈ (0, 1). Due to (1.4), Equation (1.1) is obtained from the change of scale fε(t, x, v) =
f(ε2t, x, v), where f is a solution to

∂tf + εv · ∇xf = (Mρ− f) + ρv · ∇xm̄t, (t, x, v) ∈ R+ × T
d × V. (1.6)

Let Lebd denote the Lebesgue measure on T
d and let Lebd × ν denote the product measure

on T
d × V . When the initial data for (1.6) is a probability density on T

d × V with respect to
Lebd × ν, then so is f(t) for all t > 0. The associated probability is the law of a certain space-
velocity process (X(t), V (t)). The evolution of (X(t), V (t)) is given as a coupling between the
equation Ẋ(t) = εV (t) and the evolution of V according to a jump process having the following
parameters: the waiting times are exponential laws of parameter one; at each waiting time T ,
the velocity is redistributed according to a probability measure of density

M̌ : v 7→ M(v) + v · ∇xm̄T (X(T )) (1.7)
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with respect to ν. In Remark 1.5 below, we account for a possible application of this framework
to the modelling of the motion by run-and-tumble of some given agents. When ε = 0, (1.6)
reduces to the equation

∂tf = (Mρ− f) + ρv · ∇xm̄t, (t, x, v) ∈ R+ × T
d × V. (1.8)

Under some mixing hypotheses on the process (m̄t), Equation (1.8) has a unique invariant mea-
sure. This invariant measure is the law of a particular solution ρ(x)M̄t (note that x is a parameter
in (1.8)), where

M̄t = M + v · ∇xw̄t, w̄t :=

∫ t

−∞

e−(t−s)
m̄sds. (1.9)

We refer to Section 2.4, where the justification of the explicit formula (1.9) is given. Consider the
evolution corresponding to (1.6), when the initial datum is close1 to the equilibrium ρ(x)M̄0(v).
On the long time scale ε−2t, we show that the rescaled unknown fε solution to (1.1) is close to
a local equilibrium ρtM̄ε−2t, and we give the evolution for the macroscopic parameter (ρt). The
fact that t 7→ ε−2t is the pertinent change of time scale is due to the structure of (1.6) and to
the following cancellation and normalization properties of M and (V, ν):

∫

V

Q(v)dν(v) = 0,

∫

V

M(v)dν(v) = 1, (1.10)

where Q(v) ∈ {vi, viM(v), vivjvkM(v)}, for i, j, k ∈ {1, . . . , d}. We will also assume the following
non degeneracy hypothesis:

∀ξ ∈ R
d, (v · ξ = 0 for ν − a.e. v ∈ V ) ⇒ ξ = 0. (1.11)

Our precise statement is given in Section 1.3, after the following Section 1.1 where the nature
of the random process (m̄t) is specified. General comments about the theme of this paper and
related works are also postponed to Section 1.3.

1.1 The driving random term

The terminology about Markov processes used here and below is explained in Appendix 6. Let
(Ω,F ,P) be a probability space. Let r ∈ N, r > 2 + d/2, and let F = Cr(Td) be the Banach
space with norm

‖m‖F = sup
{

|Dkm(x)|;x ∈ T
d, 0 ≤ |k| ≤ r

}

,

where |k| = k1 + · · · + kd. Let F be a convex Borel subset of F . Let G denote the σ-algebra
induced by the Borel σ-algebra of F on F. We consider a stationary, homogeneous, càdlàg
Markov process (m̄t)t≥0 with state space F. We denote by A the infinitesimal generator of (m̄t)t≥0

and by P (t,m,B) the transition kernel. Up to a modification of the probability space, and by
identification of versions of the processes, we are given, for each random variable m0 on F, some
processes m(t, s; m0) with transition function P , satisfying P(m(s, s; m0) ∈ B) = P(m0 ∈ B). We
can also assume that (m̄t) is defined for all t ∈ R (see the beginning of [11, Section 2] for the
justification of these assertions). We will then use the notations m(t, s;m) when m0 = m almost
surely, and set m(t;m) = m(t, 0;m). We will also denote by λ the law of (m̄t)t≥0, which is an
invariant measure. Our first hypothesis is that the process is almost surely bounded: there exists
b ≥ 0 such that

F ⊂ B̄(0, b), (1.12)

1actually, it is not necessary to start close to equilibrium, since the dynamics of (1.6) brings the solution close
to local equilibrium in short time, see the bound on the entropy dissipation in (4.4)-(4.3)
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where B̄(0, b) is the closed ball of radius b centred at the origin in F . We will assume that b is
sufficiently small in order to ensure that the matrix K∗ defined by (1.32) is positive:

b ≤ α

4
. (1.13)

Our second hypothesis is that the invariant measure λ is centred:

∫

F

m dλ(m) = E [m̄t] = 0. (1.14)

Our third hypothesis is a mixing hypothesis: we assume that there exists a continuous, non-
increasing, positive and integrable function γmix ∈ L1(R+) such that, for all probability measures
µ, µ′ on F, for all random variables m0, m

′
0 on F of law µ and µ′ respectively, there is a coupling

((m̂t)t≥0, (m̂
′
t)t≥0) of (m(t; m0))t≥0, (m(t; m

′
0))t≥0) such that

E‖m̂t − m̂
′
t‖F ≤ bγmix(t), (1.15)

for all t ≥ 0. Let θ : F → R be a continuous function, bounded on bounded sets of F . A
consequence of (1.12) is that, for α > 0, the resolvent

Uαθ(m) :=

∫ ∞

0

e−αt
Eθ(m(t;m))dt, m ∈ F, (1.16)

is well defined. In the limiting case α = 0, let us assume furthermore that θ is Lipschitz-
continuous on bounded sets of F and satisfies the cancellation condition 〈θ, λ〉 = 0. By Ap-
pendix 6.5, the resolvent U0θ(m) is also well-defined. These considerations show that, setting

χ(m) = K(1)∇xm =

∫

V

vvi∂xi
mdν(v) ∈ R

d, m ∈ F, (1.17)

the quantity Uαχ(m) is well defined as an element of
[

Cr−1(Td)
]d

and satisfies the estimate

‖Uαχ(m)‖Cr−1(Td) ≤ b‖γmix‖L1(R+), (1.18)

for all α ≥ 0 and m ∈ F. Our last assumption (which is used to establish Proposition 3.3) is the

following one. We consider a bounded linear functional Λ, with norm ‖Λ‖, on
[

Cr−1(Td)
]d

. By
composition, we may consider the functional Λ ◦U0 ◦χ : m 7→ Λ [(U0χ(m))]. We will assume the
following bound: there exists a constant C0

b
≥ 0 such that

|A |Λ ◦ U0 ◦ χ|2 (m)| ≤ C0
b
‖Λ‖2, (1.19)

for all m ∈ F.

Definition 1.1 (Admissible pilot process). Let F be a closed subset of F . Let (m̄t)t≥0 be a
càdlàg, stationary, homogeneous Markov process with state space F and infinitesimal generator
A. We say that (m̄t)t≥0 is an admissible pilot process if the conditions (1.12), (1.13), (1.14),
(1.15), (1.19) above are satisfied and if (m̄t)t≥0 is stochastically continuous.

1.2 Some examples

Some examples of admissible pilot processes are provided by jump processes (e.g. the jump
process described in Section 2C of [11]) or diffusion processes. Let us give an example in this
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second class of processes. Consider an orthonormal basis (nj)j≥1 of L2(Td) made of smooth
functions. We fix an integer N > 0 and set

m̄t =
N
∑

j=1

aj Ȳ
j

t nj , (1.20)

where Ȳ 1, Ȳ 2, . . . are some i.i.d. processes with state space the interval (−1, 1) and a1, a2, . . .
some non-trivial real numbers converging fast enough to zero. When N is finite, the definition
(1.20) gives a process (m̄t) with state space FN that has finite dimension. Indeed, FN consists
of all functions m in the vector space generated by n1, . . . , nN such that |〈m, a−1

j nj〉L2(Td)| ≤ 1
for all 1 ≤ j ≤ N . By letting N → +∞ (we will not give the details of this procedure), one
gets an admissible process with infinite-dimensional state space. Replacing Ȳ j

t by an element
yj ∈ (−1, 1) defines a function H♯ : (−1, 1)N → F which is a continuous bijection onto its image,
with inverse m 7→ (〈m, a−1

j nj〉L2(Td)). In this way, the process m̄t is deduced from (Ȳt) by a
change of coordinates (see Appendix 6.4). The properties of (m̄t) essentially depend on the
properties of one single component process Ȳ and we will focus on the construction of such an
adequate process. We want to build, therefore, a diffusion process with some ergodic properties
and some bounded state space. Instances of diffusion processes with (one-dimensional) bounded
state spaces are furnished by processes reflected or killed at the boundary, or Sturm-Liouville
Markov processes with a drift that is singular at the boundary, [1, Chapter 2]. We choose to give
an example of Sturm-Liouville Markov process Y deduced from a change of coordinate applied
to a diffusion process defined on the whole line. Let (Xt) be the one-dimensional Markov process
described by the SDE

dXt = −f(Xt)dt+ dBt, f(x) := max(1, |x|α)x. (1.21)

In (1.21), α is a strictly positive number. For α = 0, we obtain the Ornstein-Uhlenbeck process.
We need to restrict ourselves to the case of strictly positive α however, to ensure some uniformity
with respect to the initial data in the construction of a coupling (see (1.27) below). The process
(Xt) is stationary when initialized with the law λX of density given, up to a renormalizing factor,
by

dλX(x) ∝ exp (−2F (x)) dx, F (x) =

∫ x

0

f(y)dy.

By proceeding as in the proof of [15, Theorem 1.1, p.157], we may construct a stationary process
(X̄t)t∈R indexed by R such that, for every t0 < t1 < · · · < tk, the k-uplet

(X̄t0 , . . . , X̄tk
) and (X̄0

t0+s0
, . . . , X̄0

tk+s0
) (1.22)

have the same law, where s0 is any real such that t0 +s0 ≥ 0. By some standard estimates based
on the integral form of (1.21) one can show that the increments of (X̄0

t )t∈R+ satisfy the estimate

E|X̄0
t − X̄0

s |4 ≤ C|t− s|2, t, s ∈ [0, T ], (1.23)

where C is a constant depending on α and T . By identity of the laws in (1.22), we see that we
can apply the Kolmogorov criterion to (X̄t)t∈R on any compact interval of R. We may therefore
construct a version of (X̄t)t∈R with continuous trajectories, and it is this version that we consider
now. The estimate (1.23) also shows that (X̄t)t∈R is stochastically continuous. The state space of
X is R. Let H : R → (−1, 1) be a bi-measurable bijection which is globally Lipschitz continuous,
e.g. a multiple of the arctan function. We set Yt = H(Xt), Ȳt = H(X̄t). Let X0, X ′

0 be some
random initial data. We consider the synchronous coupling (X̂t, X̂

′
t), which consists in letting
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two instances of the process defined by (1.21) be driven by the same Brownian motion, while
starting from (X0, X

′
0). Our aim is to establish an estimate analogous to (1.15). Since f has the

property (f(x) − f(y))(x− y) ≥ |x− y|2, we see, by forming the difference X̂t − X̂ ′
t that we have

the following pathwise convergence property: for P-almost all ω, for all measurable time t1(ω),
for all t ≥ t1(ω), |X̂t − X̂ ′

t| ≤ |X̂t1 − X̂ ′
t1

|e−(t−t1). We apply this inequality with t1 given as the
the stopping time

t1 := inf
{

t ≥ 0; |X̂t| + |X̂ ′
t| ≤ R

}

. (1.24)

The parameter R will be fixed later on. We obtain E

[

1t1≤t/2|X̂t − X̂ ′
t|
]

≤ Re−t/2. To get an

estimate on the other part E

[

1t1>t/2|X̂t − X̂ ′
t|
]

, we use the Cauchy-Schwarz inequality. Up to

a numerical constant, this gives a bound by the quantity P(t1 > t/2)1/2
[

E|X̂t|2 + E|X̂ ′
t|2
]1/2

.

By the union bound, we have P(t1 > t/2) ≤ P(|X̂t/2| > R/2) + P(|X̂ ′
t/2| > R/2), which, using

the Markov inequality, we estimate from above by 4R−2
(

E|X∗
t/2|2 + E|X∗,′

t/2|2
)

. Eventually, we

conclude to the following estimate:

E

[

|X̂t − X̂ ′
t|
]

≤ Re−t/2 + 8R−2

[

sup
s≥t/2

E|X̂s|2 + sup
s≥t/2

E|X̂ ′
s|2
]3/2

. (1.25)

Admit for the moment the following statement.

Proposition 1.1. There exists κ > 0 depending on α such that every solution (Xt) to (1.21)
satisfies

E
[

|Xt|2
]

≤ κmax(1, t−1/(1+α)), (1.26)

for all t > 0.

The bound (1.26) is uniform with respect to the starting point X0. For t ≥ 2, this gives in (1.25)

the estimate E

[

|X̂t − X̂ ′
t|
]

≤ Re−t/2 +CR−2, where C is a constant depending on α. Optimizing

in the parameter R, we deduce finally that

E

[

|X̂t − X̂ ′
t|
]

≤ Ce−t/3, (1.27)

for all t ≥ 2, where C is possibly a different constant depending also on α. Since H is Lipschitz
continuous, the estimate (1.27) can be transferred to Y : the coupling Ŷt = H(X̂t), Ŷ

′
t = H(X̂ ′

t),
where X0 = H−1(Y0), X ′

0 = H−1(Y ′
0), satisfies E|Ŷt − Ŷ ′

t | ≤ CLip(H)e−t/3, for all t ≥ 2. This
gives an instance of (1.15). There remains to examine the condition (1.19). Let UY

0 denote the
resolvent operator

UY
0 ϕ(y) =

∫ ∞

0

PY
t ϕ(y)dt.

The decomposition (1.20) gives

Λ ◦ U0 ◦ χ(m) =

N
∑

j=1

aj

[

UY j

0 Id(yj)
]

Λ ◦ χ(nj),

where Id is the identity of (−1, 1). To get (1.19), it is sufficient to ensure that |UY
0 Id|2 ∈ D(L Y ).

By the correspondences set up in Appendix 6.4, this is equivalent to the fact that |UX
0 Id|2 ∈

6



D(L X), where Id now denotes the identity map on R. This can be easily checked: since e−2F

is an integrating factor for L
X : ϕ 7→ −fϕ′ + 1

2ϕ
′′, we have the explicit expression

(UX
0 ψ)′(x) = −2

∫ ∞

x

ψ(y)e2(F (x)−F (y)dy, (1.28)

which shows that, when ψ(y) = y (or any odd polynomial), UX
0 ψ is C2(R). To complete

the description of this example based on diffusion processes, we still have to give the proof
of Proposition 1.1.

Proof of Proposition 1.1. By the Itô formula, we have

d

dt
E
[

|Xt|2
]

≤ −2E [f(Xt)Xt] + 1, t > 0.

Since x 7→ f(x)x is convex, we can use the Jensen inequality to obtain the differential inequality

ϕ′(t) ≤ g(ϕ(t)), ϕ(t) = E
[

|Xt|2
]

, g(ϕ) = −2f(ϕ)ϕ+ 1.

For the value B = (2(1 + α))−1/(1+α), the function t 7→ max(1, Bt−1/(1+α)) is a super-solution
to the differential equation ψ′(t) = g(ψ(t)). By comparison, starting from an initial t0 small
enough, we obtain the desired bound (1.26).

1.3 Main result

Theorem 1.2. Assume that (m̄t) is an admissible pilot process in the sense of Definition 1.1.
Assume that (M,V, ν) satisfy (1.5), (1.10), (1.11). Let fε

in ∈ L2(Td × V ) be a sequence of non-
negative functions and let ρε

in(x) =
∫

V f
ε
in(x, v)dν(v). Suppose also that

ρε
in → ρin in L2(Td), sup

0<ε<1
‖fε

in‖L2(Td×V ) ≤ Cin < +∞, (1.29)

and that ρin ∈ C2+δin(Td) for some positive δin. Let fε
t be the solution to (1.1) with initial

datum fε
in and let ρε

t be the density associated to fε
t by (1.3). Let M̄ ε

t = M̄ε−2t, where M̄t is the
equilibrium given by (1.9). Then we have

∫ t

0

‖fε
s − ρε

sM̄
ε
s ‖2

L2(Td×V )ds ≤ C2
ine

t

α2
ε2, (1.30)

almost surely, and, for all σ > 0, the convergence ρε
t → ρ0

t in law on C([0, T ];H−σ(Td)), where
ρ0 is the solution, in the sense given in Section 5, to the stochastic partial differential equation

dρ0 = div(K∗∇xρ
0 + Ψρ0)dt+

√
2 divx(ρ0S1/2dW (t)), (1.31)

with initial condition ρ0(0) = ρin. In (1.31), W (t) is a cylindrical Wiener process on L2(Td),
S is the covariance operator defined by (3.33). The coefficients K∗ and Ψ have the following
expression:

K∗ = K(M) + E [(U0U1χ)(m̄0) ⊗ χ(m̄0)] , K(M) :=

∫

V

v ⊗ vM(v)dν(v), (1.32)

and
Ψ = E [divx[χ(m̄0)](U0U1χ)(m̄0)] , (1.33)

where χ(n) and the resolvent Uα are defined in (1.17) and (1.16) respectively.
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We do several remarks about the content of Theorem 1.2.

Remark 1.1 (Solutions to (1.31)). The resolution of (1.31) is explained in Section 5.1. We work
in a framework of classical solution (this is the reason why we require the regularity C2+δin (Td)
on ρin). See the discussion at the beginning of Section 5.1.

Remark 1.2 (Enhanced diffusion). In the deterministic case m̄
ε ≡ 0, fε converges to ρM , where

ρ is the solution of the diffusion equation

∂tρ− div (K(M)∇xρ) = 0, (1.34)

with initial condition ρ(0) = ρin, see [12], for example, for a proof of this result. We prove in
Proposition 3.6 that, at least when the process (m̄t) is reversible, we have K∗ ≥ K(M), in the
sense that the matrix K∗ −K(M) is non-negative. If we are only concerned with the convergence
of the average rε := Eρε, we obtain a result of convergence rε → r in C([0, T ];H−η(Td)), where
r is a solution to

∂tr − div (K∗∇xr + Ψr) = 0, (1.35)

an equation comparable to (1.34), with enhanced diffusion.

Remark 1.3 (Diffusion-approximation in PDEs). Diffusion-approximation for PDEs has been
studied by Pardoux and Piatnitski [25], in the context of stochastic homogenization of parabolic
equations, by Marty, De Bouard, Debussche, Gazeau, Tsutsumi [21, 6, 9, 7] for Schrödinger
equations and by Bal, Fouque, Garnier, Papanicolaou, Sølna and their co-authors (see [2, 16, 17]
for example) for propagation of waves in random media. In the context of hydrodynamic limits,
we refer to [10, 8, 11]. A comparison of our work with the reference [11] is done in the next
remark.

Remark 1.4 (Comparison with [11]). In the first two papers [10, 8] the order of the stochastic
perturbation is weaker than here in (1.1) and, more precisely, the progression is the following
one: in [10], the perturbed test-function method of [24], developed in the context of ordinary dif-
ferential equation is combined with the deterministic hydrodynamic limit. In [8], tools for strong
convergence are developed and non-linear equations are treated. In [11], more singular problems
(more singular in the sense that the equilibria of the unperturbed equation are stochastic, not de-
terministic) are considered, in a linear setting however. Here also we consider a singular situation
in a linear setting, a framework which is very close to the one considered in [11]. The noticeable
difference with [11] is the fact that the space V of velocity is bounded here, while in [11], V is
the whole space R

d. As a consequence, we are able to establish (1.30) by means of a relative
entropy estimate. This procedure is not working for the time being for the problem considered
in [11], since the properties of localisation in v of the solution are not sufficiently controlled.
The algebra for the computation of the coefficients of the limit equations are quite different in
[11] also. This is why we must assume here that (m̄t) is reversible to show enhanced diffusion
(cf. Remark 1.2). Nevertheless, the techniques used in [11] and in the present paper are very
similar. This the reason why, sometimes, we use some facts established in [11]. Let us list them:
the proof of the Markov property in Theorem 2.4 uses [11, Theorem 4.5]; the tightness result
Proposition 4.2 is similar to [11, Proposition 5.11]; the identification of the limit via the Lévy
representation theorem in Corollary 4.4 and the paragraph that follows uses [11, Section 5E2];
the estimate in Lemma 5.1 is similar to [11, Proposition 5.14]; the regularization procedure used
in the uniqueness result of Section 5.2 is given with all details in [11, Section 5E3]; the material
on the martingale problem for Markov processes of Appendix 6.3 is taken from the appendix of
[11]. At the same time our presentation improves, in our opinion, some similar parts in [11], in
particular by the preparation done in Section 2.5 to the perturbed test-function method, by the
result given in Proposition 3.3 on the square of the first-order correction, and by the synthesis
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done in Appendix 6. In any case, and like [11], our work leaves open the question of strong
convergence of (ρε). In particular, we are for the moment not able to prove the convergence in
law in a space of functions like L2([0, T ] × T

d) for instance. This is a limit to the extension of
this present work to non-linear equations.

Remark 1.5 (Model of motion by run-and-tumble). We come back to the discussion around (1.7).
Evolution of agents by run-and-tumble processes has been described in [22] for instance. More
precisely, we refer to Section 3 in [22], where is derived the evolution equation ∂tf(t, x, v) + v ·
∇xf = Rf , with

Rf(t, x, v) = λ

∫

V

[T (t, x, v, v′)f(t, x, v′) − T (t, x, v′, v)f(t, x, v)] dν(v′), (1.36)

in the case where the turning kernel T (t, x, v, v′) that gives the probability of a jump from v′ to
v in the redistribution process is independent of (t, x). Possible choices for the turning kernel
are discussed in Section 4 of [22]. We also refer to [23, 4] for models for chemotaxis and related
diffusion limits. Here we consider the case T (t, x, v, v′) = M(v) + v · ∇xm̄t(x), see Eq.(23) &
(27) in [4] for instance. We see that the term related to m̄t(x) in T (t, x, v, v′) induces a bias
in the redistribution process, making more probable the direction ∇xm̄t(x). If m̄t(x) were the
concentration of a chemotactic attractant at time t at point x, our choice of the turning kernel
would give more weight to velocities that drive the organism under consideration towards zone
with higher concentration of chemotactic substance. This is conceivable if the organism is big
enough to be sensitive to gradients of the chemotactic substance at its own scale. Standard
models involve in general the full material derivative ∂tS + v · ∇xS of the chemo-attractant S,
[29].

The organization of the paper is the following one. In Section 2, we study Equation (1.1) at fixed
ε, and various properties of the associated Markov process. In particular, we solve the Poisson
equation corresponding to Equation (1.8). This is applied in Section 3 to set up a method of
perturbed test-function method. This method yields the limit generator that arises when ε → 0.
We analyse this generator in Section 3.2. The associated SPDE in solved in Section 5. In the
anterior Section 4 we prove the convergence in law of (ρε) towards a weak solution of the limit
equation (1.31). In the last Section 5.2, we show that this weak solution is unique and strong. In
Appendix 6, various results on Markov processes are given. Although it increases the length of
the paper, this addendum seemed to us necessary, for two very different reasons. First, we wanted
to specify our approach to infinitesimal generator of Markov processes. Various approaches to
this question are possible indeed, especially in infinite dimension (cf. the short discussion in
appendix 6.3). We also wanted to gather here in a synthetic way various, somehow related,
results whose application in scattered in the paper and is losing its coherence there.

2 Infinitesimal generator

2.1 Notations

The three first moments of a function f ∈ L1(V, ν) are denoted by

R(f) =

∫

V

f(v)dν(v), J(f) =

∫

V

vf(v)dν(v), K(f) =

∫

V

v ⊗ vf(v)dν(v). (2.1)

If E is a Banach space and I an interval in R, we denote by D(I;E) the Skorokhod space of
càdlàg functions from I to E (see [3, 18]). We denote by 〈f, g〉 the duality product between f
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and g, which may be functions defined on T
d or Td ×V , e.g. f ∈ L1(Td ×V ), g ∈ L∞(Td ×V ), or

distribution and test function. We will specify the duality at stake if necessary. Given a, b ∈ R
d,

a ⊗ b is the d × d matrix with entries aibj . The scalar product of two d × d matrices A,B
with real entries is denoted A : B. Using the convention of summation over repeated indexes,
this is A : B = AijBij . Let us also give a comment on the terminology here: we will speak
of functions which are Lipschitz continuous on bounded sets. Although more concise, we will
not use the expression locally Lipschitz continuous, since this is sometimes used to indicate a
Lipschitz property on restriction to compact sets only. We will denote by Φt(x, v) = (x + tv, v)
the flow associated to the field (v, 0). Note that Φt preserves the measure on T

d × V .

2.2 Resolution of the kinetic equation

We consider here the resolution of the Cauchy Problem (1.1)-(1.2) at fixed ε. We assume ε = 1
for simplicity. We will give a pathwise resolution of (1.1)-(1.2). More exactly, we construct a
solution map ((m̄t), fin) 7→ fε. Since only qt(x) := ∇xm̄t(x) does matter here, we will fix T > 0
and consider the equation

∂tf + v · ∇xf = R(f)M − f +R(f)v · q. (2.2)

We will construct in Theorem 2.1 below a solution map

L1(0, t;C(Td;Rd)) × L1(Td × V ) → C([0, t];L1(Td × V )), (q, fin) 7→ f(t), (2.3)

which is continuous. Let us discuss the choice of the space L1(0, T ;C(Td;Rd)) made for the
variable q here. The state space of the process (m̄t) is the Skorokhod space D([0, T ];F ). The
process qt = ∇xm̄t is then an element of D([0, T ];Cr−1(Td;Rd)). When solving (2.2) in the space
of functions f continuous in time with values L1(Td × V ), it is quite natural to take the datum
q in L1(0, T ;C(Td;Rd)). This is not contradictory, since we have the continuous injections

D([0, T ];Cr−1(Td;Rd)) →֒ D([0, T ];C(Td;Rd)) →֒ L1(0, T ;C(Td;Rd)). (2.4)

Let us justify the second injection in (2.4) (the first one being obvious). Since D([0, T ];C(Td;Rd))
is metrizable by [19, Proposition 1.6], we consider a sequence (qn) converging to q in the space
D([0, T ];C(Td;Rd)). This means that there is a sequence (λn) of strictly increasing maps
λn : [0, T ] → [0, T ] such that: λn(0) = 0, λn(T ) = T for all n, and

sup
t∈[0,T ]

|t− λn(t)| → 0, sup
t∈[0,T ]

‖q(t) − qn(λn(t))‖C(Td;Rd) → 0, (2.5)

when n → +∞. We deduce from (2.5) that

sup
t∈[0,T ]

|t− λ−1
n (t)| → 0, sup

t∈[0,T ]

‖q(λ−1
n (t)) − qn(t)‖C(Td;Rd) → 0, (2.6)

when n → +∞. From the triangular inequality

‖q(t) − qn(t)‖C(Td;Rd) ≤ ‖q(t) − q(λ−1
n (t))‖C(Td;Rd) + ‖q(λ−1

n (t)) − qn(t)‖C(Td;Rd)

and (2.6), we deduce that qn(t) → q(t) in C(Td;Rd) if q is continuous at t. The set of points of
discontinuity of q is at most countable, [19, p.264], therefore qn(t) → q(t) for almost all t ∈ [0, T ].
By (2.6), the quantity supt∈[0,T ] ‖qn(t)‖C(Td;Rd) is uniformly bounded in n. We can apply the

Lebesgue dominated convergence theorem to conclude that qn → q in L1(0, T ;C(Td;Rd)).
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Definition 2.1. Let fin ∈ L1(Td ×V ), let q ∈ L1(0, T ;C(Td;Rd)). Let Φt(x, v) = (x+ tv, v). A
continuous function from [0, T ] to L1(Td × V ) is said to be a mild solution to (2.2) with initial
datum fin if

f(t) = e−tfin ◦ Φ−t +

∫ t

0

e−(t−s)[R(f(s))(M + v · q(s, ·))] ◦ Φ−(t−s)ds, (2.7)

for all t ∈ [0, T ].

Theorem 2.1. Let fin ∈ L1(Td × V ), let q ∈ L1(0, T ;C(Td;Rd)). There exists a unique mild
solution to (2.2) in C([0, T ];L1(Td × V )) with initial datum fin. It satisfies the bound

‖f(t)‖L1(Td×V ) ≤ e

∫

t

0
‖q(s)‖

C(Td ;Rd)
ds‖fin‖L1(Td×V ) for all t ∈ [0, T ]. (2.8)

Two mild solutions f1, f2 associated to two sets of data (f j
in, q

j), j = 1, 2, satisfy the estimate

‖f1(t) − f2(t)‖L1(Td×V ) ≤ A(t)

(

‖f1
in − f2

in‖L1(Td×V ) +

∫ T

0

‖q1(t) − q2(t)‖C(Td;Rd)

)

, (2.9)

for all t ∈ [0, T ], where the constant A depends on t, and on ‖f j
in‖L1(Td×V ) and ‖qj‖L1(0,t;C(Td;Rd)),

for j = 1, 2. In particular, the map (2.3) is Lipschitz continuous on bounded sets.

Proof of Theorem 2.1. Let ET denote the space of continuous functions from [0, T ] to L1(Td ×
R

d). We use the norm ‖f‖ET
= supt∈[0,T ]

(

1 + ‖q(s)‖C(Td;Rd)

)

‖f(t)‖L1(Td×V ) on ET . Note that

‖R(f)‖L1(Td) ≤ ‖f‖L1(Td×V ). (2.10)

Let f ∈ ET . Assume that (2.7) is satisfied. Then, by (2.10), and due to the fact that v ∈ V has
a norm less than 1, we have

‖f(t)‖L1(Td×V ) ≤e−t‖fin‖L1(Td×V ) +

∫ t

0

e−(t−s)(1 + ‖q(s)‖C(Td;Rd))‖f(s)‖L1(Td×V )ds.

By Grönwall’s Lemma applied to t 7→ et‖f(t)‖L1(Td×V ), we obtain (2.8) as an a priori estimate.

Besides, the L1-norm of the integral term in (2.7) can be estimated by (1 − e−T )‖f‖ET
. This

means that the application which, to f ∈ Et, associates the right-hand side of (2.7), is a contrac-
tion of ET . Existence and uniqueness of a solution to (2.7) in ET follow from the Banach fixed
point Theorem. Using the linearity of the equation, (2.9) is obtained by similar estimates.

To complete Theorem 2.1, we give the following result.

Proposition 2.2 (Non-negative solutions). Let fin ∈ L1(Td × V ), let q ∈ L1(0, T ;C(Td;Rd)).
Let f be the unique mild solution to (2.2) in C([0, T ];L1(Td ×V )) with initial datum fin. Assume
that

M(v) + v · q(t, x) ≥ 0, (2.11)

for a.e. (t, x, v) ∈ (0, T ) × T
d × V and that fin ≥ 0 a.e. Then f ≥ 0 a.e. on (0, T ) × T

d × V .

Proof of Proposition 2.2. In view of (2.7), it is sufficient to show thatR(f) ≥ 0 a.e. on (0, T )×T
d.

We write R(f)(t) as the convex combination

R(f)(t) = e−tR(fin ◦ Φ−t) + (1 − e−t)

∫ t

0

∫

V

e−(t−s)

1 − e−t
[R(f(s))(M + v · q(s, ·))] ◦ Φ−(t−s)dsdν.
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By convexity of s 7→ s−, we deduce that

[R(f)(t)]− ≤ e−t[R(fin ◦ Φ−t)]
−

+ (1 − e−t)

∫ t

0

∫

V

e−(t−s)

1 − e−t
[R(f(s))(M + v · q(s, ·))]− ◦ Φ−(t−s)dsdν.

Using (2.11) and fin ≥ 0, we obtain

[R(f)(t)]− ≤
∫ t

0

∫

V

e−(t−s)[R(f(s))−(M + v · q(s, ·))] ◦ Φ−(t−s)dsdν (2.12)

We integrate (2.12) over x ∈ T
d. Since Φt is measure preserving, we obtain

et‖R(f)−‖L1(Td)(t) ≤
∫ t

0

(1 + ‖q(s)‖C(Td;Rd))e
s‖R(f)−‖L1(Td)(s)ds.

The Grönwall Lemma implies R(f)− = 0 a.e. on (0, T ) × T
d.

We will also need the following result about the regularity of solutions.

Proposition 2.3 (Propagation of regularity). Let fin ∈ L1(Td × V ) satisfy

fin ∈ L2(Td × V ), ∂xi
fin ∈ L2(Td × V ), (2.13)

for i ∈ {1, . . . , d}. Let q ∈ L1(0, T ;C1(Td;Rd)). Let f be the unique mild solution to (2.2)
in C([0, T ];L1(Td × V )) with initial datum fin. Then f(t) and ∇xf(t) ∈ L2(Td × V ) for all
t ∈ [0, T ], and we have the estimate

‖f(t)‖2
L2(Td×V ) +

d
∑

i=1

‖∂xi
f(t)‖2

L2(Td×V ) ≤ D(T )

[

‖fin‖2
L2(Td×V ) +

d
∑

i=1

‖∂xi
fin‖2

L2(Td×V )

]

,

(2.14)
for all t ∈ [0, T ], where the constant D(T ) depends on T , on the constant α in (1.5) and on the
norm ‖q‖L1(0,T ;C1(Td;Rd)).

Proof of Proposition 2.3. The mild solution f to (2.2) is obtained by a fixed-point argument.
Therefore f is the limit, in C([0, T ];L1(Td ×V )), of the iterative sequence fk defined by f0 = fin,
fk+1 solution to the equation

∂tf
k+1 + v · ∇xf

k+1 = R(fk)[M(v) + v · q] − fk+1, (2.15)

with initial condition fin, in the sense that

fk+1(t) = e−tfin ◦ Φ−t +

∫ t

0

e−(t−s)[R(fk(s))(M + v · q(s, ·))] ◦ Φ−(t−s)ds, (2.16)

for all t ∈ [0, T ]. On the basis of (2.16), using (1.5), we derive the L2-bound

‖fk+1(t)‖L2(Td×V ) ≤ e−t‖fin‖L2(Td×V ) +

∫ t

0

e−(t−s)
(

α−1 + ‖q(s)‖C(Td;Rd)

)

‖R(fk(s))‖L2(Td)ds.

Since ‖R(f)‖L2(Td) ≤ ‖f‖L2(Td×V ) by Jensen’s Inequality, we obtain

ϕk+1(t) ≤ ‖fin‖L2(Td×V ) +

∫ t

0

(

α−1 + ‖q(s)‖C(Td;Rd)

)

ϕk(s)ds, ϕk(t) := et‖fk(t)‖L2(Td×V ).
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We conclude that

‖fk(t)‖L2(Td×V ) ≤ exp

[
∫ t

0

(

α−1 − 1 + ‖q(s)‖C(Td;Rd)

)

ds

]

‖fin‖L2(Td×V ),

which gives a similar bound for f at the limit k → +∞. The bound on the derivatives with
respect to x of f is obtained similarly on the basis of (2.16), by differentiation and L2-estimate
as above. We conclude to (2.14).

2.3 Infinitesimal generator

We emphasized the fact that the map (2.3) is continuous in the statement of Theorem 2.1,
because this property is used in the proof of the Markov property for (ft, m(t;m))t≥0. We will
not give the details of the proof however; we refer to Theorem 4.5 in [11] instead.

Theorem 2.4 (Markov property). Let (m̄t) be an admissible pilot process in the sense of Defi-
nition 1.1. Let X denote the state space

X = L1(Td × V ) × F. (2.17)

For (f,m) ∈ X , let ft denote the mild solution to (2.2) with initial datum f and forcing qt =
∇xm(t;m). Then (ft, m(t;m))t≥0 is a time-homogeneous Markov process over X . It is locally
bounded in the sense of Remark 6.3 and it is stochastically continuous.

Proof of Theorem 2.4. We will give only few details of the proof. The proof of the Markov
property uses the description of ft as a continuous flow by means of (2.3). We refer to Theorem 4.5
in [11]. The fact that (ft, mt) is locally bounded follows from (1.12) and the bound (2.8) which
give: almost surely, for all t ∈ [0, T ],

‖ft‖L1(Td×V ) ≤ ebT ‖f0‖L1(Td×V ). (2.18)

Since (mt) is stochastically continuous and (ft) is almost surely continuous, the joint process
(ft, mt) is stochastically continuous.

We denote by (Pt) the semi-group associated to (ft, mt)t≥0:

Ptϕ(f,m) := Eϕ(ft, m(t;m)), ϕ ∈ BM(X ). (2.19)

Coming back to the case ε > 0 (instead of ε = 1), we obtain that, representing by fε
t the

mild solution to (1.1), the process (fε
t , m̄ε−2t) is a Markov process. We will denote by (Pε

t ) the
corresponding semi-group. Formally, the infinitesimal generator L ε associated to (Pε

t ) is given
as L ε = ε−2L♯ + ε−1L♭, where L♯ and L♭ are defined by

L♯ϕ(f,m) =Aϕ(f,m) + (Mρ− f +R(f)v · ∇xm,Dfϕ(f,m)), (2.20)

and

L♭ϕ(f,m) = − (v · ∇xf,Dfϕ(f,m)), (2.21)

for (f,m) ∈ X . In what follows, we study the main generator L♯ (Section 2.4). Then, in
Section 2.5, we also specify the meaning of L ♭ and we establish that a certain class of functions
is in the domain of L ε. These results will be applied then to construct some adequate perturbed
test functions in Section 3.
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2.4 Main generator

The main generator L♯, defined in (2.20), is associated to the following equation (started at
t = t0)

{

d
dtgt = R(gt)M − gt +R(gt)v · ∇xm(t, t0;m),

gt0 = g.
(2.22)

A solution to (2.22) satisfies (formally in a first step) R(gt) = R(g). Therefore (2.22) is a simple
dissipative equation on gt, with source term. The explicit solution to (2.22) reads

gt0,t = e−(t−t0)g +R(g)M
(

1 − e−(t−t0)
)

+R(g)v · ∇x

∫ t

t0

e−(t−s)
m(s, t0;m)ds. (2.23)

The perturbed test-function method set out in Section 3 involves the resolution of the Poisson
equation for L♯. In Appendix 6.5, we give the details of the resolution of the Poisson equation
for a certain class of Markov processes. To check that the process (gt, mt) belongs to this class of
processes, and also to facilitate the definition of the correctors in Section 3, it will be easier to
consider the following extended process (gt, wt, mt), described by the extended semi-group (P̃ ♯

t )
given as follows: for (g, w,m) in the state space

X̃ = L1(Td × V ) × F × F, (2.24)

set

wt = e−tw+

∫ t

0

e−(t−s)
m(s, 0;m)ds, gt = e−tg+(1−e−t)R(g)M+R(g)v·∇x(wt−e−tw), (2.25)

and P̃ ♯
t φ(g, w,m) = Eφ(gt, wt, m(t;m)). Let ρ be an arbitrary element of L1(Td). Since R(gt) =

R(g), the Markov process (gt, wt, mt) can be restricted to the state space

X̃ρ =
{

g ∈ L1(Td × V );R(g) = ρ
}

× F × F. (2.26)

Since F is convex by hypothesis, we have indeed wt ∈ F when w ∈ F. On X̃ , we consider the norm
given by

‖(g, w,m)‖X̃ = ‖g‖L1(Td×V ) + ‖w‖F + ‖m‖F .

In the following proposition, we use the terminology of Appendix 6.5.

Proposition 2.5. Let ρ ∈ L1(Td). The Markov process (gt, wt, mt) with state space X̃ρ is locally
bounded uniformly in time. It has the property of stochastic continuity described in Item 1 of
Section 6.3. It has a unique invariant measure µ̃ρ which has a bounded support and satisfies a
mixing hypothesis as in (6.8).

Proof of Proposition 2.5. By (1.12) and (2.25) and some trivial estimates, we have, P-almost
surely,

‖(gt, wt, mt)‖X̃ ≤ ‖g‖L1(Td×V ) + ‖ρ‖L1(Td)(1 + b) + 2b.

This shows the local bound, uniformly in time. Since (gt, wt) is almost surely continuous and (mt)
is stochastically continuous, the process (gt, wt, mt) is stochastically continuous. The associated

semi-group (P̃ ♯
t ) has therefore the desired stochastic continuity property. Recall that M̄t and w̄t

are given in (1.9). We define the measure µ̃ρ as the law of the process (ρM̄t, w̄t, m̄t):

〈µ̃ρ,Φ〉 = EΦ(ρM̄t, w̄t, m̄t). (2.27)
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Since (m̄t) is stationary, this definition is independent of t. The trivial bound ‖(ρM̄t, w̄t, m̄t)‖X̃ρ
≤

1+3b shows that the measure µ̃ρ has a bounded support. When the starting point is (g, w,m) =
(ρM̄0, w̄0, m̄0), we have, for s ≥ 0, m(s, 0; m̄0) = m̄s almost surely and we compute, using (2.25),
wt = w̄t, gt = ρM̄t. Therefore µ̃ρ is an invariant measure. The fact that it is unique and ergodic
will follow from the mixing estimate that we will now establish. Let (g, w,m) and (g′, w′,m′)
be given in X̃ρ. Let (m̂t, m̂

′
t) be a coupling of (m(t;m), m(t;m′)) such that E‖m̂t − m̂

′
t‖F ≤ bγmix(t)

(the coupling is given by Hypothesis 1.15). We use the definition (2.25) with “hats” and “hats
and primes” to define the processes X̂t := (ĝt, ŵt, m̂t) and X̂ ′

t := (ĝ′
t, ŵ

′
t, m̂

′
t). Let us set

γ∗
mix(t) =

∫ t

0

e−(t−s)γmix(s)ds.

Some simple estimates then give

‖X̂t‖X̃ ≤ C, ‖X̂ ′
t‖X̃ ≤ C, E

[

‖X̂t − X̂ ′
t‖X̃

]

≤ CΓmix(t), (2.28)

where Γmix(t) = e−t + γ∗
mix(t) + γmix(t) is a continuous function in L1(R+). The constant C in

(2.28) depends on the size of the data in X̃ . Indeed, by inspection in (2.25) we obtain the first
two bounds in (2.28) and also the last estimate in (2.28) (which corresponds to (6.8)), where the
constant C depends on ‖g‖L1(Td×V ), ‖g′‖L1(Td×V ) and b.

Corollary 2.6. Let ϕ : X̃ → R be Lipschitz continuous on bounded sets. Then the function

ψ(g, w,m) := −
∫ ∞

0

(P̃ ♯
t ϕ(g, w,m) − 〈µ̃R(g), ϕ〉)dt, (g, w,m) ∈ X̃ , (2.29)

is Lipschitz continuous on bounded sets with respect to the variable g.

Proof of Corollary 2.6. We use the notations of the proof of Proposition 2.5. Let us fix X =
(g, w,m) ∈ X̃ and let us take X ′ = (g′, w,m). We have then

ψ(g, w,m) − ψ(g′, w,m) = −
∫ ∞

0

E

[

ϕ(X̂t) − ϕ(X̂ ′
t)
]

dt.

We use (2.28) and the fact that ϕ is Lipschitz continuous on bounded sets of X̃ to get an estimate

|ψ(g, w,m) − ψ(g′, w,m)| ≤ C‖g − g′‖L1(Td×V ),

where the constant C depends on r := ‖(g, w,m)‖X̃ + ‖g′‖L1(Td×V ), on the Lipschitz constant of

ϕ on the ball B̄(0, r) of X̃ and on the L1(R+)-norm of Γmix.

2.5 Infinitesimal generator: some elements in the domain

In the following proposition, we use the results on the main generator given in the previous
Section 2.4. For ρ ∈ L1(Td), the state space X̃ρ is defined by (2.26). The state spaces X , X̃ are
defined by (2.17), (2.24) respectively. We also denote by Xρ the image of X̃ρ by the projection
on the first and third coordinates:

Xρ ⊂ X , Xρ =
{

g ∈ L1(Td × V );R(g) = ρ
}

× F.

We will also slightly abuse notations by considering any function Φ of the variables (g,m) as a
function of (g, w,m). This is the trivial way to lift functions defined on X to functions defined on
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X̃ . One can check on (2.25) that P̃ ♯
t Φ is then also a function independent of w. We have studied

the generator L
♯ in Section 2.4. The generator L

♭ is understood as the infinitesimal generator,
according to the definition of the appendix 6.2, associated to the semi group (P ♭

t ) given by

P ♭
t ϕ(f,m) = ϕ(f ◦ Φ−t,m), Φt(x, v) = (x + tv, v). (2.30)

In the following proposition, we will exhibit some functions solutions to the Poisson equation
L ♯ψ(f,m) = ϕ(f,m) − 〈µR(f), ϕ〉. The test functions ϕ : X → R will be restricted to the
following class of admissible and good test functions.

Definition 2.2 (Admissible and good test functions). Let ϕ : X → R be Lipschitz continuous
on bounded sets. We say that ϕ is a good test function if ϕ is differentiable with respect to f
at all points, with Dfϕ Lipschitz continuous on bounded sets, and if the following regularizing
conditions are satisfied: for all i = 1, . . . , d, for all g ∈ C1(Td;L1(V )), for all (f,m) ∈ X ,

|(∂xi
g,Dfϕ(f,m))| ≤ C1(‖(f,m)‖X )‖g‖L1(Td×V ), (2.31)

where C1 is locally bounded on R+, and the following additional Lipschitz dependence in (2.31)
is satisfied:

|(∂xi
g,Dfϕ(f,m) −Dfϕ(f ′,m′))|

≤ C1(‖(f,m)‖X + ‖(f ′,m′)‖X )‖g‖L1(Td×V )‖(f,m) − (f ′,m′)‖X , (2.32)

for every (f ′,m′) ∈ X . If, save for the other properties, (2.32) is satisfied under the restriction
that m = m′ (the Lipschitz dependence in (2.31) being satisfied with respect to f only hence),
we say that ϕ is an admissible test function.

Proposition 2.7. Let (m̄t) be an admissible pilot process in the sense of Definition 1.1. Let

(P̃ ♯
t ), resp. (P ♭

t ), be the semi-group defined in Section 2.4, resp. by (2.30). Let ϕ : X → R be
either an admissible or good test-function. We set

ψ(f,m) = −
∫ ∞

0

[

P̃ ♯
t ϕ(f,m) − 〈µ̃R(f), ϕ〉

]

dt, (f,m) ∈ X . (2.33)

We have then the following results:

1. if ϕ is an admissible test function, then ϕ belongs to the domain of L ♭, and L ♭ϕ is
Lipschitz continuous on bounded sets,

2. if ϕ is a good test function, then the function ψ is well defined and is an admissible test
function,

3. if ϕ is a good test function, then ψ is in the intersection of the three domains D(L ♯),
D(L ♭), D(L ε) and satisfies the Poisson equation L ♯ψ = ϕ in X .

Proof of Proposition 2.7. We first assume that ϕ is an admissible test function. We want to show
that ϕ ∈ D(L ♭). Although there is no more than a standard chain-rule for differentiation behind
this result, we will justify it carefully, in the framework for infinitesimal generator based on π-
convergence (with extension to functions bounded on bounded sets for locally bounded Markov
processes), as described in Appendix 6.2. First, by integration, (2.31) gives the estimates

|t−1(g ◦ Φ−t − g,Dfϕ(f,m))| ≤ C1(‖(f,m)‖X )‖g‖L1(Td×V ), (2.34)
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and

|(t−1[g ◦ Φ−t − g] − v · ∇xg,Dfϕ(f,m))| ≤ C1(‖(f,m)‖X ) sup
0≤σ≤t

‖g ◦ Φσ − g‖L1(Td×V ). (2.35)

To establish the second estimate (2.35) for instance, we write

t−1[g ◦ Φ−t − g] − v · ∇xg =

∫ 1

0

v · ∇x(g ◦ Φ−st − g)ds

and apply (2.31) to vi(g ◦ Φst − g). Integration in (2.32) also leads to the estimate

|(t−1[g ◦ Φ−t − g], Dfϕ(f,m) −Dfϕ(f ′,m′))|
≤ C1(‖(f,m)‖X + ‖(f ′,m′)‖X )‖g‖L1(Td×V )‖(f,m) − (f ′,m′)‖X , (2.36)

All five estimates (2.31), (2.32), (2.34), (2.35), (2.36) can be extended by density to functions
g ∈ L1(Td × V ). We combine these estimates with the expansion

ϕ(f + th,m) − ϕ(f,m) = t

∫ 1

0

(h,Dfϕ(f + sth,m)ds

where h := t−1[f ◦Φ−t −f ] to get the desired properties of the expansion ϕ(f ◦Φ−t,m)−ϕ(f,m).
Indeed, we obtain the chain rule ϕ(f ◦ Φ−t,m) − ϕ(f,m) = t(v · ∇xf,Dfϕ(f,m)) + tηt(f,m),
where

ηt(f,m) = (t−1[f ◦ Φ−t − f ] − v · ∇xf,Dfϕ(f,m))

+

∫ 1

0

(t−1[f ◦ Φ−t − f ], Dfϕ(f + s(f ◦ Φ−t − f),m) −Dfϕ(f,m))ds. (2.37)

Using (2.35) and (2.36), we see that ηt is bounded on bounded sets and satisfies the pointwise
convergence ηt(f,m) → 0 when t → 0, for every (f,m) ∈ X . Additionally, the Lipschitz property
(2.32) is inherited by L ♭ϕ, which is Lipschitz continuous on bounded sets. To establish Item 2,
we set (cf. (2.25))

Gt[m](f) = e−tf + (1 − e−t)R(f)M +R(f)v · ∇x

∫ t

0

e−(t−s)
m(s;m)ds

and we denote by

Θt(f,m) = P̃ ♯
t ϕ(f,m) − 〈µ̃R(f), ϕ〉 = E

[

ϕ(Gt[m](f), m(t;m)) − ϕ(R(f)M̄0, m̄0)
]

the integrand in (2.33). For each t ≥ 0, Θt is differentiable with respect to f , the expression of
Df Θt(f,m) being given by

(g,Df Θt(f,m)) = E
[

(Gt[m](g), Dfϕ(Gt[m](f), m(t;m))) − (R(g)M̄0, Dfϕ(R(f)M̄0, m̄0))
]

.
(2.38)

We can write (2.38) under the form

(g,Df Θt(f,m)) = ˜̃P ♯
t (g,Dfϕ(f,m)) − 〈 ˜̃µR(g),R(f), (g,Dfϕ(f,m))〉, (2.39)

where ˜̃P ♯
t , resp. ˜̃µR(g),R(f), denote the extended semi-group

˜̃P ♯
t ϕ(g, f, w,m) = E [ϕ(Gt[m](g), Gt[m](f), wt, m(t;m))] ,
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resp. invariant measure 〈 ˜̃µρ1,ρ2 , ϕ〉 = E
[

ϕ(ρ1M̄0, ρ2M̄0, w̄0, m̄0)
]

, with wt defined in (2.25). The
state space of this extended process is then

˜̃X = L1(Td × V ) × X̃ , ‖(g, f, w,m))‖ ˜̃X
= ‖g‖L1(Td×V ) + ‖(f, w,m)‖X̃ .

It is simple to extend Proposition 2.5 and Corollary 2.6 to show at once that ψ is differentiable
with respect to f and satisfies the properties (2.31) and (2.32) in restriction to m = m′. We
include some details of the proof of the property (2.31) for ψ for completeness. For some given
set of data X := (f, w,m) and X ′ := (f ′, w′,m′) in X̃ , we denote by (Xt) and (X ′

t) the associated
trajectories. As in the proof of Proposition 2.5, we construct a coupling (X̂t, X̂

′
t)t≥0 of (Xt, X

′
t)t≥0

which satisfies, P-almost surely, for every t ≥ 0, the estimates (2.28). We also set

ĝt = e−tg + (1 − e−t)R(g)M +R(g)v · ∇x

∫ t

0

e−(t−s)
m̂sds. (2.40)

We fix first X = (f, w,m), and then choose X ′ = (f ′, w′,m′) according to the law µ̃R(f). We
consider then (2.38), the argument being ∂xi

g instead of g, and decompose the difference in the
right-hand side of (2.38) into the sum of four terms. The first term is

E
[

(∂xi
[Gt[m](g)], Dfϕ(Gt[m](f), m(t;m)) −Dfϕ(R(f)M̄0, m̄0))

]

= E

∫

X̃

[

(∂xi
ĝt, Dfϕ(f̂t, m̂t) −Dfϕ(f̂ ′

t, m̂
′
t))
]

dµ̃R(f)(X
′). (2.41)

In what follows, let us denote by C an arbitrary constant that depends uniquely on the size of
X in X̃ (it does not depend of g in particular). By (2.32), we can estimate (2.41) from above by

CE

∫

X̃

[

‖ĝt‖L1(Td×V )‖X̂t − X̂ ′
t‖X̃

]

dµ̃R(f)(X
′). (2.42)

Regarding the dependence in g, we have the bound ‖ĝt‖L1(Td×V ) ≤ (1 + b)‖g‖L1(Td×V ), which
follows directly from (2.40). We deduce that (2.41) is bounded by C‖g‖L1(Td×V )Γmix(t). The
second term that we have to consider involves the commutators of Gt[m] and ∂xi

. It reads

E
[

({Gt[m], ∂xi
}g,Dfϕ(Gt[m](f), m(t;m)) −Dfϕ(R(f)M̄0, m̄0))

]

. (2.43)

We have

{Gt[m], ∂xi
}g = −gv · ∇x∂xi

∫ t

0

e−(t−s)
m(s;m)ds,

hence ‖{Gt[m], ∂xi
}g‖L1(Td×V ) ≤ b‖g‖L1(Td×V ). We use the fact that Dfϕ is Lipschitz continu-

ous on bounded sets and the estimates in (2.28) to get the same bound as for (2.41) on the term
(2.43). The third term in our decomposition is

E
[

(∂xi
[R(g)M̄0], Dfϕ(Gt[m](f), m(t;m)) −Dfϕ(R(f)M̄0, m̄0))

]

. (2.44)

It can be estimated (in a slightly simpler way) like (2.41). The fourth and last term

− E
[

(R(g)∂xi
M̄0, Dfϕ(Gt[m](f), m(t;m)) −Dfϕ(R(f)M̄0, m̄0))

]

(2.45)

also satisfies the same estimate. Integrating in time now the inequality (∂xi
g,DfΘt(f,m)) ≤

C‖g‖L1(Td×V )Γmix(t), we obtain (2.31) for the function ψ. At this stage, we can apply the first

result of our proposition to ψ, to deduce that ψ ∈ D(L b). To prove that ψ ∈ D(L ♯), we
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fix (f,m) ∈ X . We want to look at the difference P̃ ♯
t ψ(f,m) − ψ(f,m). Since Gt[m](f) has

the moment R(Gt[m](f)) independent of t, we can restrict ourselves to the space Xρ, where
ρ := R(f). By Proposition 2.5 and Proposition 6.1, we obtain the pointwise limit

lim
t→0

1

t

(

P̃ ♯
t ψ(f,m) − ψ(f,m)

)

= ϕ(f,m).

More precisely, we have (cf. (6.12))

1

t

(

P̃ ♯
t ψ(f,m) − ψ(f,m)

)

=

∫ 1

0

P̃ ♯
tsϕ(f,m)ds. (2.46)

We see on this expression that the increments are additionally bounded on bounded sets. We
deduce that ψ ∈ D(L ♯) and that the Poisson equation L ♯ψ = ϕ is satisfied. Once we have
shown that ψ is in both D(L ♭) and D(L ♯), it is expected that

ψ ∈ D(L ε), L
εψ =

1

ε2
ϕ+

1

ε
L

♭ψ. (2.47)

Let us assume that ε = 1 for simplicity. We first observe that the commutator between P ♯
t and

P ♭
s satisfies

|{P ♯
t , P

♭
s }ψ(f,m)| ≤ C(‖(f,m)‖X , ψ)t(s+ ω(f, s)), (2.48)

where ω(f, s) denote the modulus of continuity

ω(f, s) = sup
|y|≤s

∫∫

Td×V

|f(x+ y, v) − f(x, v)|dxdv,

and where C(‖(f,m)‖X , ψ) depends on ‖(f,m)‖X and on the Lipschitz bound of ψ on a bounded
set of X whose size is determined by ‖(f,m)‖X . Indeed, we have

|{P ♯
t , P

♭
s }ψ(f,m)| = |E [ψ(Gt[m](f) ◦ Φ−s,m) − ψ(Gt[m](f ◦ Φ−s),m)]|

≤ C(‖(f,m)‖X , ψ)‖Gt[m](f) ◦ Φ−s −Gt[m](f ◦ Φ−s)‖L1(Td×V ). (2.49)

The commutator {Gt[m],Φ−s}f := Gt[m](f) ◦ Φ−s −Gt[m](f ◦ Φ−s) that appears in (2.49) is

[

(1 − e−t)M + v · ∇x

∫ t

0

e−(t−r)
m(r;m)dr

]

(R(f ◦ Φ−s) −R(f) ◦ Φ−s)

+R(f) ◦ Φ−sv · ∇x

∫ t

0

e−(t−r)(m(r;m) − m(r;m) ◦ Φ−s)dr. (2.50)

In (2.50), the L1(Td × V )-norm of R(f ◦ Φ−s) −R(f) ◦ Φ−s is bounded by ω(f, s) and m(r;m) is
uniformly bounded in a space of functions of class C1. From those two facts, we deduce that the
norm of {Gt[m],Φ−s}f is bounded by C(‖(f,m)‖X , ψ)t(s+ω(f, s)). Taking (2.49) into account,
(2.48) follows. For similar reasons, we have

|(Pt − P ♯
t P

♭
t )ψ(f,m)| ≤ C(‖(f,m)‖X , ψ)t(t+ ω(f, t)). (2.51)

As a consequence of (2.48) and (2.51), we obtain the decomposition

Ptψ(f,m) − ψ(f,m) = P ♭
t ◦ P ♯

t ψ(f,m) − ψ(f,m) + tηt(f,m), (2.52)
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where the remainder ηt is π-converging to 0. Once (2.52) is established, we use the fact that
ψ ∈ D(L ♭) ∩D(L ♯) to write successively

Ptψ(f,m) − ψ(f,m) = P ♭
t ◦ P ♯

t ψ(f,m) − ψ(f,m) + tηt(f,m)

= P ♭
t

[

P ♯
t ψ(f,m) − ψ(f,m)

]

+ P ♭
t ψ(f,m) − ψ(f,m) + tηt(f,m). (2.53)

The three last terms in (2.53) give a contribution t(L ♭ψ(f,m) + η′
t(f,m)), where the remainder

η′
t is π-converging to 0. The first term in (2.53) is

tP ♭
t

∫ 1

0

P ♯
stL

♯ψ(f,m)ds = tP ♭
t

∫ 1

0

P ♯
stϕ(f,m)ds = t

∫ 1

0

P ♭
t P

♯
stϕ(f,m)ds. (2.54)

By the local Lipschitz property of ϕ, (2.54) has the asymptotic expansion tϕ(f,m) + tη′′
t (f,m),

where the remainder η′′
t is π-converging to 0. We can therefore conclude, finally, to (2.47).

We complete Proposition 2.7 with a computation of the function ψ given by (2.33) in two special
cases (Lemma 2.8 and Lemma 2.9). We will use the following notations: for ρ ∈ L1(Td) and ϕ
defined on X , Hρϕ is the function defined on F × F by

Hρϕ(n,m) = ϕ(ρv · ∇xn,m). (2.55)

If θ : F × F → R, we denote by π∆ the map m 7→ (m,m) and we set

π∆θ(m) = θ ◦ π∆(m) = θ(m,m). (2.56)

We also denote by P
[2]
t θ(n,m) and U

[2]
α θ(n,m) the quantities

P
[2]
t θ(n,m) = Eθ(n, m(t;m)), U [2]

α θ(n,m) =

∫ ∞

0

e−αtP
[2]
t θ(n,m)dt, (2.57)

whenever they make sense.

Lemma 2.8. In the context of Proposition 2.7, we suppose that ϕ is a good test function. We
assume furthermore that, for a given ρ ∈ L1(Td), and in restriction to Xρ, the function ϕ is
bilinear in the argument (f,m). We have then, using the notations (2.55)-(2.56)-(2.57),

〈ϕ, µ̃ρ〉 = 〈π∆U
[2]
1 Hρϕ, λ〉, (2.58)

and, when the quantity in (2.58) vanishes,

− ψ(f,m) = U1ϕ(f − ρM,m) + U0ϕ(ρM,m) + ρU0(π∆U
[2]
1 Hρϕ)(m), (2.59)

for all (f,m) ∈ Xρ.

Proof of Lemma 2.8. Using the bilinear character of ϕ, we can write P̃ ♯
t ϕ(f,m) for (f,m) ∈ Xρ,

as the sum of the two terms

E
[

ϕ(f − ρM, e−t
m(t;m)) + ϕ(ρM, m(t;m))

]

, (2.60)

and

E

[

ϕ

(

ρv · ∇x

∫ t

0

e−(t−s)
m(s;m), m(t;m)

)]

. (2.61)
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The first term (2.60) is

(2.60) = e−tPtϕ(f − ρM,m) + Ptϕ(ρM,m), (2.62)

where (Pt) is the semi-group associated to (mt) (recall that the semi-group associated to (ft, mt)
is denoted by (Pt)). By bilinearity and the Markov formula, the second term (2.61) is

(2.61) =

∫ t

0

e−(t−s)
E

[

(π∆P
[2]
t−sHρϕ)(m(s;m))

]

ds, (2.63)

which gives

(2.61) =

∫ t

0

e−(t−s)Ps(π∆P
[2]
t−sHρϕ)(m)ds =

∫ t

0

e−sPt−s(π∆P
[2]
s Hρϕ)(m)ds. (2.64)

By passing to the limit t → +∞ in (2.62) and (2.64) (we use the dominated convergence theorem
for (2.64)), we obtain

〈ϕ, µ̃ρ〉 =

∫

F

[

ϕ(ρM,m) + (π∆U
[2]
1 Hρϕ)(m)

]

dλ(m). (2.65)

The first term in the right hand-side of (2.65) is ϕ (ρM,E [m̄0]) (here we use the bilinear and
continuous characters of ϕ). Since E [m̄0] = 0 by hypothesis, (2.65) gives (2.58). Let us assume
now that 〈ϕ, µ̃ρ〉 = 0, which means that

〈π∆P
[2]
s Hρϕ, λ〉 = 0. (2.66)

By integration with respect to t ∈ R+ in (2.62) and (2.64), we get

− ψ(f,m) = U1ϕ(f − ρM,m) + U0ϕ(ρM,m) + ρ

∫ ∞

0

∫ t

0

e−sPt−s(π∆P
[2]
s Hρϕ)(m)dsdt. (2.67)

The last integral in (2.67) is absolutely convergent (this is a consequence of (1.15) and (2.66)).
We can use the Fubini theorem to get

∫ ∞

0

∫ t

0

e−sPt−s(π∆P
[2]
s Hρϕ)(m)dsdt =

∫ ∞

0

∫ ∞

t

e−sPt−s(π∆P
[2]
s Hρϕ)(m)dtds.

The change of variable t′ = t− s shows then that it is equal to the last term U0(π∆U
[2]
1 Hρϕ)(m)

in (2.59).

Remark 2.1. The computations used in the proof of Lemma 2.8 show that if, in restriction to Xρ,
the function ϕ depends on f only, and in a linear way, then 〈ϕ, µ̃ρ〉 = ϕ(ρM) and the function
ψ defined in (2.33) has the expression

− ψ(f,m) = ϕ(f − ρM + v · ∇xU0m) (2.68)

for all (f,m) ∈ Xρ, where U0m stands for U0Id(m), when Id is the identity of F .

In the next proposition we examine the case where, as in Remark 2.1, ϕ in restriction to Xρ

depends on f only, but in a bilinear way.
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Lemma 2.9. In the context of Proposition 2.7, we suppose that ϕ is a good test function. We
assume furthermore that, for a given ρ ∈ L1(Td), and in restriction to Xρ, the function ϕ is
independent of m and bilinear in the argument f . We have then

〈ϕ, µ̃ρ〉 = ϕ(ρM) + 〈π∆U
[2]
1 Hρϕ, λ〉. (2.69)

Proof of Lemma 2.9. Let us write ϕ(f, f) for ϕ(f) to indicate the bilinear dependence in f . This
gives

〈ϕ, µ̃ρ〉 = E [ϕ(ρM + ρv · ∇xw̄0, ρM + ρv · ∇xw̄0)] = ϕ(ρM) + E [ϕ(ρv · ∇xw̄0)] , (2.70)

since E [w̄0] = 0 by (1.14). The last term in (2.70) can be developed as

E [ϕ(ρv · ∇xw̄0)] = ρ2

∫ 0

−∞

∫ 0

−∞

et+s
Eϕ(v · ∇xm̄t, v · ∇xm̄s)dsdt. (2.71)

By symmetry and the Markov property, the quantity in (2.71) is

2ρ2

∫ 0

−∞

∫ 0

t

et+s
Eπ∆P

[2]
s−tHρϕ(m̄s)dtds = 2ρ2

∫ 0

−∞

∫ 0

t

et+s
Eπ∆P

[2]
s−tHρϕ(m̄s)dtds

= 2ρ2

∫ 0

−∞

∫ 0

t

et+s〈π∆P
[2]
s−tHρϕ, λ〉dtds. (2.72)

By Fubini’s theorem and change of variable, we obtain the following expressions

2ρ2

∫ 0

−∞

∫ −t

0

e2t+s〈π∆P
[2]
s Hρϕ, λ〉dtds = 2ρ2

∫ ∞

0

∫ −s

−∞

e2t+s〈π∆P
[2]
s Hρϕ, λ〉dsdt

= ρ2

∫ ∞

0

e−s〈π∆P
[2]
s Hρϕ, λ〉ds, (2.73)

which yield (2.69).

Remark 2.2. Examination of (2.71)-(2.72)-(2.73), shows that, for all u ∈ L2(Td;Rd) and α > 0,
we have the formula

αE

[

∣

∣

∣

∣

∫ 0

−∞

eαt〈u, χ(m̄t)〉dt
∣

∣

∣

∣

2
]

= E

[
∫∫

Td×Td

(Uαχi)(m̄0)(x)χj(m̄0)(y)u(x)u(y)dxdt

]

. (2.74)

3 The perturbed test-function method

In the context of Theorem 1.2, our first objective is to prove the convergence in law of the
sequence (ρε

t )ε. To that purpose, we use the perturbed test function method devised in [24]. We
start by considering a function ϕ of the variable ρ ∈ L1(Td). We lift it to the function defined
on the state space X , given by (f,m) 7→ ϕ(R(f)). By abuse of notations, we still denote by ϕ
this function. The principle of the perturbed test function method is to find two functions ϕ1,
ϕ2 in the domain of L ε such that, for the modified test-function

ϕε := ϕ+ εϕ1 + ε2ϕ2, (3.1)

we have the following asymptotic expansion

L
εϕε = Lϕ+ o(1). (3.2)

This gives the limit generator L , as we will see in Section 3.1.2. Of course we must choose ϕ to
ensure that ϕε given by (3.1) is in the domain of L ε (see Proposition 3.1 below).
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3.1 First and second correctors

We insert the development (3.1) in (3.2) and proceed by identification of the different powers of
ε to get the following equations:

L
♯ϕ = 0, (3.3)

L
♯ϕ1 + L

♭ϕ = 0, (3.4)

L
♯ϕ2 + L

♭ϕ1 = Lϕ. (3.5)

Before we analyse the equation (3.4), we first justify that the test function ϕ is admissible and
satisfies (3.3).

Proposition 3.1. Let ξ ∈ C∞(Td) and ψ : R → R be of class C3. Then the function

ϕ : (f,m) → ψ
(

〈R(f), ξ〉
)

(3.6)

is in the intersection of the three domains D(L ♯), D(L ♭), D(L ε) and satisfies (3.3). By the
action of L

♭, it yields a function

L
♭ϕ : (f,m) → −ψ′(〈R(f), ξ〉)〈J(f),∇xξ〉 (3.7)

which is a good test function.

Proof of Proposition 3.1. The function ϕ is constant along the flow of L ♯: it is trivially in
D(L ♯), with L ♯ϕ = 0. That ϕ ∈ D(L ♭) and Formula (3.7) for L ♭ϕ result from the duality

〈R(f ◦ Φ−t), ξ〉 =

∫∫

Td×V

f(x− tv, v)ξ(x)dxdν(v) =

∫∫

Td×V

f(x, v)ξ(x + tv)dxdν(v).

Clearly, L ♭ϕ is Lipschitz continuous on bounded sets and differentiable with respect to f , with
the following expression:

(g,DfL
♭ϕ(f,m)) = ψ′

(

〈R(f), ξ〉
)

〈J(g),∇xξ〉 + ψ′′
(

〈R(f), ξ〉
)

〈J(f),∇xξ〉〈R(g), ξ〉. (3.8)

It is then obvious that L ♭ϕ is a good test function.

3.1.1 First corrector

Let ϕ be fixed, and as in (3.6). We apply Proposition 2.7 and Proposition 3.1: this provides a
solution ϕ1 to the second equation (3.4) defined by

ϕ1(f,m) =

∫ ∞

0

[

P̃ ♯
t L

♭ϕ(f,m) − 〈µ̃R(f),L
♭ϕ〉
]

dt. (3.9)

Let ρ ∈ L1(Td × F ). In restriction to Xρ, we have L ♭ϕ(f,m) = ψ′
(

〈ρ, ξ〉
)

〈J(f),∇xξ〉, which is

a bilinear function of (f,m). Using the Lemma 2.8 to give an explicit expression for ϕ1, we have
to compute J(v · ∇xm), which is χ(m) by Definition (1.17). We obtain the formula

L
♭ϕ(ρv · ∇xm,m) = ψ′

(

〈ρ, ξ〉
)

〈ρχ(m),∇xξ〉. (3.10)

It follows from (2.58) and the cancellation property (1.14) that 〈L ♭ϕ, µ̃ρ〉 = 0. Since L ♭ϕ(f,m)
is actually independent of m, simple computations based on (2.59) give the expression

ϕ1(f,m) = ψ′
(

〈R(f), ξ〉
)

〈J(f) +R(f)U0χ(m),∇xξ〉. (3.11)
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Proposition 3.2 (First corrector). The first corrector ϕ1 : X → R given by (3.11) has the
following properties:

1. the function ϕ1 is a good test function,

2. the function ϕ1 is in the intersection of the three domains D(L ♯), D(L ♭), D(L ε) and
(3.4) is satisfied,

3. the function L ♭ϕ1 is a good test function.

Proof of Proposition 3.2. We already know by the identity (3.9) and Proposition 2.7 that ϕ1 is
an admissible test function, that ϕ1 is in the intersection of the three domains D(L ♯), D(L ♭),
D(L ε) and that (3.4) is satisfied. The expression (3.11) shows that ϕ1 is a good test function
and that L ♭ϕ1 is given by

L♭ϕ1(f,m) = ψ′′
(

〈R(f), ξ〉
)

〈J(f),∇xξ〉〈J(f) +R(f)U0χ(m),∇xξ〉 (3.12)

+ ψ′
(

〈R(f), ξ〉
)

[

〈K(f) + J(f) ⊗ U0χ(m), D2
xξ〉 + 〈J(f),∇xU0χ(m)∇xξ〉

]

, (3.13)

where ∇xU0χ(n) is the matrix with ij-entry ∂xi
U0χ

j(n) (we also refer to Section 2.1 for the
meaning of J(f) ⊗ U0χ(m) in (3.13)). It is clear, on the basis of (3.12)-(3.13), that L ♭ϕ1 is a
good test function.

Proposition 3.3 (Perturbation of order one). Let ϕ1 : X → R be given by (3.11). Then the
square |ϕ+ εϕ1|2 is in the domain of L ε and

L
ε
[

|ϕ+ εϕ1|2
]

= A|ϕ1|2 − 2ϕ1Aϕ1. (3.14)

In particular, L ε
[

|ϕ+ εϕ1|2
]

is bounded on bounded sets independently of ε: for all r0 > 0,

there exists r1 > 0 such that |L ε
[

|ϕ+ εϕ1|2
]

(f,m)| ≤ r1 for all ε ∈ [0, 1] and for all (f,m) in

the ball B̄(0, r0) of X .

Proof of Proposition 3.3. To establish the proposition, we need to see the generator L ε not as
the weighted sum of L

♯ and L
♭, as we have done up to now, but as the sum ε−2

A + K
ε, where

K
εϕ(f,m) = (ε−2(L(f) +R(f)v · ∇xm) − ε−1v · ∇xf,Dfϕ(f,m)). (3.15)

Let us specify this aspect in the case ε = 1 for simplicity. Given m ∈ F, we consider the semi-
group (Qt[m]) acting on functions ϕ(f) by the formula Qt[m]ϕ = ϕ ◦ Υt[m], where (Υt[m]) is
the flow associated to the resolution of the PDE

∂tft + v · ∇xft = R(ft)(M + v · ∇xm) − ft. (3.16)

If f0 = f , then Υt[m](f) solves the fixed-point equation

Υt[m](f) = e−tf ◦ Φ−t +

∫ t

0

e−(t−s)[R(Υs[m](f))(M + v ·m)] ◦ Φ−(t−s)ds. (3.17)

The extension to functions ϕ(f,m) as in (3.15) is done trivially by setting Qt[m]ϕ(f,m) =
ϕ(Υt[m](f),m): all the components m are frozen here. We claim that, if φ is an admissible test
function, then |φ|2 is in the domain of K ε and

K
ε
[

|φ|2
]

= 2φK
εφ. (3.18)
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We will skip the proof of this assertion. It results from tedious but elementary estimates. At any
rate, we deduce, using Proposition 3.2, that |ϕ+ εϕ1|2 is in the domain of K

ε. That |ϕ+ εϕ1|2
is in the domain of A results from Hypothesis (1.19). To conclude next, we use the fact that, for
all m ∈ F,

lim
t→0

sup
0≤s≤t

E‖m(t;m) − m(s;m)‖F = 0 (3.19)

and that, almost surely,

‖Υt[m(t;m)](f) − ft‖L1(Td×V ) ≤
∫ t

0

‖m(t;m) − m(s;m)‖Fds, (3.20)

where ft in (3.20) is the solution to (2.7). The estimate (3.20) is analogous to (2.9). To establish
(3.19), we observe that the limit exists by monotony. Assume that it is strictly positive: we
can find δ > 0 and some sequences (sn) ↓ 0, (tn) ↓ 0 such that E‖m(tn;m) − m(sn;m)‖F > δ.
At the same time, E‖m(tn;m) − m‖F tends to 0 (similarly for E‖m(sn;m) − m‖F ) since (mt) is
stochastically continuous and bounded. We obtain a contradiction. Next, we observe that the
commutator between Pt (semi-group associated to (mt)) and Qt is given by

{Pt,Qt}φ(f,m) = φ (Υt[m(t;m)](f), m(t;m)) − φ (Υt[m](f), m(t;m)) . (3.21)

When φ is Lipschitz continuous on bounded sets, (3.19) and (3.20) give a bound on (3.21)
which, up to a multiplicative constant that depends on ‖(f,m)‖X and on φ, is t · η(t), where
η(t) := E‖m(t;m) −m‖F is a quantity which tends to 0 with t. We have also a similar estimate
for (Pt − PtQt)φ(f,m). We can now follow the line of reasoning of the proof of Item 3 of
Proposition 2.7. We conclude to the fact that a function φ which is Lipschitz continuous on
bounded sets and in the intersection of the domains of K ε and A is in the domain of L ε.
Finally, we use (3.18), which reads as

(L ε − ε−2
A)
[

|ϕ+ εϕ1|2
]

= 2(ϕ+ εϕ1)(L ε − ε−2
A)(ϕ+ εϕ1). (3.22)

By expansion of both sides of (3.22) and by (3.3), (3.4), we obtain (3.14). Then, we use the
explicit form (3.11) and the identity AU0 = −Id to deduce from (3.14) the expression

∣

∣

∣
ψ′
(

〈R(f), ξ〉
)
∣

∣

∣

2 [

A |〈R(f)U0χ(m),∇xξ〉|2 + 2〈R(f)U0χ(m),∇xξ〉〈R(f)χ(m),∇xξ〉
]

(3.23)

for L ε
[

|ϕ+ εϕ1|2
]

(f,m). The square term in (3.23) is of the form A

[

|Λf ◦ U0 ◦ χ|2
]

(m), where

Λf is the linear operator m 7→ 〈R(f)m,∇xξ〉. Once this remark is done, we can estimate
L ε

[

|ϕ+ εϕ1|2
]

by (3.23) and Hypothesis (1.19) to conclude that it is bounded on bounded sets
independently of ε.

3.1.2 Second corrector and limit generator

We examine now the equation (3.5), i.e. L♯ϕ2 + L♭ϕ1 = L ϕ. We set

Lϕ(ρ) = 〈L♭ϕ1, µρ〉. (3.24)

Equation (3.24) defines the limit generator L . We apply then Proposition 2.7 and Proposi-
tion 3.1, using the properties of L ♭ϕ1 described in Proposition 3.2. We obtain a solution ϕ2 to
the equation (3.5) given by

ϕ2(f,m) =

∫ ∞

0

[

P̃ ♯
t L

♭ϕ1(f,m) − 〈µ̃R(f),L
♭ϕ1〉

]

dt. (3.25)
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We use Lemmas 2.8 and 2.9 to get a more explicit expression for Lϕ(ρ). The first term in
(3.12) is bilinear in f and independent of m. Using Lemma 2.9 and the fact that J(M) = 0 and
J(v · ∇xm) = χ(m) gives the first contribution

ψ′′
(

〈ρ, ξ〉
)

∫

F

〈ρχ(m),∇xξ〉〈ρU1χ(m),∇xξ〉dλ(m) (3.26)

to Lϕ(ρ). The second term in (3.12) gives, by Lemma 2.8, the contribution

ψ′′
(

〈ρ, ξ〉
)

∫

F

〈ρχ(m),∇xξ〉〈ρU1U0χ(m),∇xξ〉dλ(m). (3.27)

We use the resolvent formula U1U0 = U0 − U1 to obtain

(3.26) + (3.27) = ψ′′
(

〈ρ, ξ〉
)

∫

F

〈ρχ(m),∇xξ〉〈ρU0χ(m),∇xξ〉dλ(m). (3.28)

The contribution to L ϕ(ρ) of the first term in (3.13) is given by Remark 2.1, this is

ψ′
(

〈ρ, ξ〉
)

〈ρK(M), D2
xξ〉. (3.29)

Using Lemma 2.8, we compute the contribution of the two last terms in (3.13), which is

ψ′
(

〈ρ, ξ〉
) [

〈ρχ(m) ⊗ U1U0χ(m), D2
xξ〉 + 〈ρχ(m),∇xU1U0χ(m)∇xξ〉

]

. (3.30)

Adding (3.28), (3.29), (3.30) gives the final expression

L ϕ(ρ) = ψ′′
(

〈ρ, ξ〉
)

E [〈ρχ(m̄0),∇xξ〉〈ρU0χ(m̄0),∇xξ〉]

+ ψ′
(

〈ρ, ξ〉
)

E

[

〈ρK(M) + ρχ(m̄0) ⊗ U0U1χ(m̄0), D2
xξ〉

+ 〈ρχ(m̄0),∇xU0U1χ(m̄0)∇xξ〉
]

(3.31)

of the limit generator L . A more readable expression of (3.31) is actually the following one

L ϕ(ρ) =
(

K(M) : D2
xρ+ Edivx

[

divx

(

ρχ(m̄0)
)

U0U1χ(m̄0)
]

, Dρϕ(ρ)
)

+ ED2
ρϕ(ρ) ·

(

divx[ρU0χ(m̄0)], divx[ρχ(m̄0)]
)

, (3.32)

although it is (3.31) that makes sense, as the argument ρ is in L1(Td). The relation between (3.32)
and the limit equation (1.31) will be established in the next Section 3.2 and then in Section 4.4.
First, we state the following result, which is an immediate consequence of Proposition 2.7 and
Proposition 3.2.

Proposition 3.4 (Second corrector). Let ϕ2 : X → R be defined by (3.25). Then ϕ2 is an
admissible test function. It is in the intersection of the three domains D(L ♯), D(L ♭), D(L ε),
and the equation (3.5) is satisfied.

3.2 Analysis of the limit generator

Let us give some elements of analysis of Lϕ(ρ). In the first order terms of (3.32), we recognize
the drift part of (1.31), with K∗ and Ψ defined by (1.32) and (1.33). The second order term of
(3.32) involves the operator S on L2(Td;Rd) with kernel C defined by

(Su)i(x) =

d
∑

j=1

∫

Td

Cij(x, y)uj(y)dy, Cij(x, y) = E [(U0χi)(m̄0)(x)χj(m̄0)(y)] . (3.33)
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Indeed, if ϕ(ρ) = 1
2 |〈ρ, ξ〉|2, then the second-order term in (3.31) is

ED2
ρϕ(ρ) · (divx[ρ(U0χ)(m̄0)], divx[ρχ(m̄0)]) = 〈S(ρ∇xξ), ρ∇xξ〉L2(Td;Rd), (3.34)

where the scalar product of u, v ∈ L2(Td;Rd) is defined as the integral over T
d of u · v. We will

prove the following result.

Proposition 3.5. Let (m̄t) be an admissible pilot process in the sense of Definition 1.1. Then
the operator S defined by (3.33) is bounded, symmetric and non-negative on L2(Td;Rd).

Proof of Proposition 3.5. By (1.12) and (1.18), we have

|Cij(x, y)| ≤ b
2‖γmix‖L1(R+), ‖S‖L2(Td;Rd)→L2(Td;Rd) ≤ b

2‖γmix‖L1(R+). (3.35)

That S is symmetric and non-negative follows from the approximation of Cij(x, y) by the coeffi-
cient E [(Uαχi)(m̄0)(x)χj(m̄0)(y)] where α > 0. Then the right-hand side of (2.74) approximates
〈Su, u〉 by a quantity (the left-hand side thus) which is non-negative and symmetric.

Being an operator with kernel C ∈ L∞(Td;Rd) ⊂ L2(Td;Rd), the operator S is compact. Actually,
S is trace-class, [20, Corollary 11A, p.344]. By the spectral theorem, there exists an orthonormal
basis (pk)k∈N of L2(Td;Rd) and a sequence (µk)k∈N of non-negative real numbers such that
S =

∑

k µkpk ⊗ pk. The square-root of S is then the operator S1/2 defined by

S1/2 =
∑

k∈N

µ
1/2
k pk ⊗ pk. (3.36)

In the spectral decomposition of S and in (3.36), we use the notation pk ⊗ pk to denote the
projection operator u 7→ 〈u, pk〉pk. Note, [20, Theorem 11, p.343], that

Cij(x, x) =
∑

k∈N

µkpk,i(x)pk,j(x), (3.37)

for all x ∈ T
d and i, j ∈ {1, . . . , d}. The identity (3.37) will be used in Section 5.1. Eventually,

we introduce a sequence (βk(t))k∈N of independent one-dimensional Wiener processes and define
the the cylindrical Wiener process on L2(Td;Rd)

W (t) =
∑

k∈N

βk(t)pk. (3.38)

The Wiener process W (t) will be the driving noise in the limit equation solved in Section 5.1.
We end this section with the proof that K∗ ≥ K(M) in the reversible case.

Proposition 3.6 (Enhanced diffusion). Let (m̄t) be an admissible pilot process in the sense of
Definition 1.1. Assume that (m̄t) is reversible. Then the matrix K∗ defined by (1.32) satisfies
K ≥ K(M).

Proof of Proposition 3.6. Let ξ ∈ R
d and let θ(n) = χ(n) · ξ. We have to prove that

〈U0U1θ, θ〉L2(λ) = E [(U0U1θ)(m̄0)θ(m̄0)] (3.39)

is non-negative. It is sufficient to prove 〈UαUβθ, θ〉L2(λ) ≥ 0 for α, β > 0. By differentiation
of the resolvent formula Uα+hUα = h−1(Uα − Uα+h), we obtain ∂αUα = −U2

α. Setting ϕ(α) =
〈UαUβθ, θ〉L2(λ), we deduce that

ϕ′(α) = −〈U2
αUβθ, θ〉L2(λ) = −〈UβUαθ, Uαθ〉L2(λ). (3.40)

To obtain the last identity in (3.40), we have used the fact that Uα is symmetric in L2(λ). It
follows from (3.40) and (2.74) that ϕ′(α) ≤ 0. We also have limα→+∞ ϕ(α) = 0, therefore
ϕ(α) ≥ 0 for all α > 0, which is the desired result.
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4 Tightness

In this section we establish various bounds on the solution fε to (1.1) to establish in particular
that the associated sequence (ρε) is tight in C([0, T ];H−σ(Td)), cf. Proposition 4.2.

4.1 Bound in L
1

The integral of the solution fε
t to (1.1) over T

d × V is constant in time. If fε
in ≥ 0 a.e., then,

almost surely, fε
t ≥ 0 a.e. by (1.12), (1.13), which ensure that the positivity hypothesis (2.11) is

satisfied a.s. Consequently, under (1.29), we have: almost surely, for all t ≥ 0,

‖fε(t)‖L1(Td×V ) ≤ Cin. (4.1)

4.2 Relative entropy estimate

Let M̄t be defined by (1.9). Let M̄ ε
t = M̄ε−2t. We consider the relative entropy

Hε(t) := H(fε(t)|M̄ ε
t ) :=

∫∫

Td×V

H

(

fε(x, t, v)

M̄ ε
t (x, v)

)

M̄ ε
t (x, v)dxdν(v), (4.2)

where H is the square function H(u) = u2

2 . As we will see in Proposition 4.1 below, the
dissipation term associated to Hε(t) is, up to multiplicative factors,

Dε(t) =

∫∫

Td×V

|R(fε
t )M̄ ε

t − fε
t |2

M̄ ε
t

dxdν(v). (4.3)

Proposition 4.1 (Relative entropy estimate). Let fε
in ∈ L2(Td × V ). Let M satisfy (1.5). Let

(m̄t) be an admissible pilot process in the sense of Definition 1.1. Then the mild solution fε
t to

(1.1) with initial datum fε
in satisfies the relative entropy estimate

Hε(t) +
1

2ε2

∫ t

0

Dε(s)ds ≤ etHε(0), (4.4)

almost surely, for every t ≥ 0.

Proof of Proposition 4.1. Introduce the operators and function

Lε
tf = R(f)M̄ ε

t − f, Ľε
tf = R(f)M̌ ε

t − f, M̌ ε
t = M + v · ∇xm̄

ε
t . (4.5)

Using first the equation (1.1) for fε
t , which reads ∂tf

ε
t + ε−1v · ∇xf

ε
t = ε−2Ľε

tf
ε
t , using, secondly,

the equation ∂tM̄
ε
t = ε−2Ľε

tM̄
ε
t for the reference solution M̄ ε

t and Proposition 2.3 to justify the
following computations, we obtain the decomposition

d

dt
Hε(t) = − 1

ε2
Aε

t +
1

ε
Bε

t , (4.6)

where

Aε
t = −

∫∫

Td×V

[

fε
t

M̄ ε
t

Ľε
tf

ε
t − 1

2

|fε
t |2

|M̄ ε
t |2

Ľε
tM̄

ε
t

]

dxdν(v),

and, after integration by parts,

Bε
t = −1

2

∫∫

Td×V

|fε
t |2

|M̄ ε
t |2

v · ∇xM̄
ε
t dxdν(v).
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We use the identities Ľε
tf = Lε

tf +R(f)(M̌ ε
t − M̄ ε

t ), Ľε
tM̄

ε
t = M̌ ε

t − M̄ ε
t , to write

Aε
t = −

∫∫

Td×V

fε
t

M̄ ε
t

Lε
tf

ε
t dxdν(v) +

∫∫

Td×V

[

1

2

|fε
t |2

|M̄ ε
t |2

− ρε
t

fε
t

M̄ ε
t

]

(M̌ ε
t − M̄ ε

t )dxdν(v). (4.7)

We also have
∫∫

Td×V

ρε
tL

ε
tf

ε
t dxdν(v) = 0,

∫∫

Td×V

ρε
t (M̌ ε

t − M̄ ε
t )dxdν(v) = 0.

The right-hand side of (4.7) is therefore

Aε
t =

∫∫

Td×V

|Lε
tf

ε
t |2

M̄ ε
t

dxdν(v) +

∫∫

Td×V

[

1

2

|fε
t |2

|M̄ ε
t |2

− ρε
t

fε
t

M̄ ε
t

+
1

2
|ρε

t |2|
]

(M̌ ε
t − M̄ ε

t )dxdν(v)

=

∫∫

Td×V

|Lε
tf

ε
t |2

M̄ ε
t

dxdν(v) +

∫∫

Td×V

|Lε
tf

ε
t |2

M̄ ε
t

M̌ ε
t − M̄ ε

t

2M̄ ε
t

dxdν(v).

It follows that

Aε
t =

∫∫

Td×V

|Lε
tf

ε
t |2

M̄ ε
t

M̌ ε
t + M̄ ε

t

M̄ ε
t

dxdν(v) ≥ Dε(t). (4.8)

Indeed, M̌ ε
t ≥ 0 a.e. due to (1.5), (1.12), (1.13). In the second term Bε

t , we can decompose
fε

t = ρε
tM̄

ε
t − Lε

tf
ε
t . Since |v · ∇xm̄

ε
t | ≤ b by (1.12) and α − b ≤ M̄ ε

t by (1.5)-(1.12), we have the
estimate

1

ε
|Bε

t | ≤ 1

ε2

b

α− b
Dε(t) +

∫

Td

|ρε
t |2dx.

Under the smallness hypothesis (1.13), we have b

α−b
≤ 1

2 . Using (4.6) and (4.8), we deduce that

d

dt
Hε(t) ≤ − 1

2ε2
Dε(t) +

∫

Td

|ρε
t |2dx. (4.9)

The Cauchy-Schwarz inequality applied to the product of [M̄ ε
t ]−1/2fε

t with [M̄ ε
t ]−1/2 gives also

the inequality
∫

Td

|ρε
t |2dx ≤

∫∫

Td×V

|fε
t |2
M̄ ε

t

dxdν(v) = Hε(t). (4.10)

It follows that d
dtHε(t) ≤ − 1

2ε2 Dε(t)+Hε(t). We apply the Grönwall Lemma and get (4.4). This
concludes the proof.

Assume that the uniform L2-bound in (1.29) is satisfied. Two important corollaries from (4.4)
are then, first, using (1.5), the estimate (1.30) and, second, using (4.10), the bound

‖ρε
t ‖2

L2(Td×V ) ≤ α−2C2
in, (4.11)

almost surely, which gives a uniform L2-estimate on ρε
t . We use these bounds in the next

Section 4.3 to obtain the tightness of (ρε
t ) in the space C([0, T ];H−σ(Td)).
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4.3 Time regularity

For σ > 0, we denote by H−σ(TN ) the dual space of Hσ(TN ).

Proposition 4.2. Let fε
in ∈ L2(Td × V ). Let (m̄t) be an admissible pilot process in the sense of

Definition 1.1. Let fε be the mild solution to (1.1) with initial datum fε
in. Assume that fε and

M satisfy (1.29) and (1.5) respectively. Then (ρε
t )t∈[0,T ] is tight in the space C([0, T ];H−σ(Td)).

Proof of Proposition 4.2. The proof is very similar to the proof of Proposition 5.11 in [11], so
we will only give the main arguments. First, using the uniform estimate (4.11), it is sufficient to
establish the result for some σ > 1. Given ξ ∈ Hσ(Td), we are interested in getting estimates
on the quantity 〈ρε

t , ξ〉. To that purpose, we use the perturbed test-function method devised in
the previous Section 3. In view of the expression (3.11) of the first corrector, we introduce the
perturbation

ζε
t = ρε

t − ε divx(J(fε
t ) + ρε

tU0χ(m̄ε
t )). (4.12)

We have then 〈ζε
t , ξ〉 = ϕε(fε

t , m̄
ε
t ), where ϕ(ρ) = 〈ρ, ξ〉 is of the form considered in Proposition 3.1

with ψ(s) = s, ϕ1 is the corresponding first corrector given by (3.11) and ϕε = ϕ+εϕ1 is the first
order perturbation of ϕ. By (4.11), the difference ρε−ζε tends to 0 in C([0, T ];H−σ(Td)). To con-
clude, it is therefore sufficient to show that (ζε) is tight in the Skorokhod spaceD([0, T ];H−σ(Td))
(we refer to the proof of Proposition 5.11 in [11] here, for the details of this argument). We apply
Theorem 3.1 of [19] that gives a criteria of tightness in some Skorokhod spaces of vector valued
functions. Condition (3.3) in [19, Theorem (3.1)] is trivially satisfied with ε = 0 and Kε = L2(Td)
by (4.11). To check the condition (3.3) in [19, Theorem (3.1)] we are reduced to prove that, for
all ξ ∈ Hσ(Td), the sequence (〈ζε

t , ξ〉) is tight in D([0, T ]). To prove this, we apply the Aldous
criterion, [18, p.356]. Let τ1, τ2 be some stopping times (for the filtration generated by (m̄ε

t ))
satisfying τ1 < τ2 < τ1 + θ and τ2 ≤ T almost surely, where θ ∈ (0, 1). We obtain an estimate on
the increment

E
[

|〈ζε
τ2
, ξ〉 − 〈ζε

τ1
, ξ〉|2

]

= E
[

|ϕε(fε
τ2
, m̄ε

τ2
) − ϕε(fε

τ1
, m̄ε

τ1
)|2
]

(4.13)

as follows. We introduce the process

M ε
t = ϕε(fε

t , m̄
ε
t ) − ϕε(fε

0 , m̄
ε
0) −

∫ t

0

L
εϕε(fε

s , m̄
ε
s)ds. (4.14)

By Proposition 3.1 and Proposition 3.2 we have L εϕε = L ♭ϕ1, which is bounded on bounded
sets, uniformly with respect to ε. Since (fε

s , m̄
ε
s) is almost surely uniformly bounded in X , cf.

(4.1), we can estimate (4.13) by considering the increments of (M ε
t ):

E
[

|〈ζε
τ2
, ξ〉 − 〈ζε

τ1
, ξ〉|2

]

≤ 2E
[

|M ε
τ2

−M ε
τ1

|2
]

+ Cθ2, (4.15)

where C depends on the constant b in (1.12) and on the constant Cin in (1.29). By Proposi-
tion 3.2, Proposition 3.3, and Appendix 6.3, (M ε

t ) is a martingale, and the process

Zε
t = |M ε

t |2 −Aε
t , Aε

t =

∫ t

0

[

L
ε|ϕε|2 − 2ϕε

L ϕε
]

(fε
s , m̄

ε
s)ds,

is a martingale. By the Doob’s optimal sampling theorem, we deduce that

E
[

|M ε
τ2

− M ε
τ1

|2
]

= E
[

|M ε
τ2

|2 − |M ε
τ1

|2
]

= E
[

Aε
τ2

−Aε
τ1

]

.

We apply then the result of Proposition 3.3 to conclude that

E
[

|M ε
τ2

−M ε
τ1

|2
]

≤ Cθ, (4.16)
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for a constant C as in (4.15). Then, by (4.15), (4.16) and the Markov inequality, we obtain

lim
θ→0

lim sup
ε∈(0,1)

sup
τ1,τ2

P(|〈ζε
τ2
, ξ〉 − 〈ζε

τ1
, ξ〉| > η) = 0

for all η > 0. This establishes the Aldous criterion and concludes the proof.

4.4 Convergence to the solution of a Martingale problem

Assume that the hypotheses of Proposition 4.2 are satisfied. Let (εn) be a sequence which
decreases to 0 and let σ > 0. Set εN = {εn;n ∈ N}. By the Prohorov theorem [3, p. 59], there
is a subset of εN, which we still denote by εN, and a random variable ρ0 on C([0, T ];H−σ(Td))
such that (ρε) is converging to ρ0 in law in C([0, T ];H−σ(Td)) along εN. By (4.11), we know
that: almost surely, for all t ∈ [0, T ], ρ0

t ∈ L2(Td). Let (Ft)t∈[0,T ] be the natural filtration of
(ρ0(t))t∈[0,T ]. Our aim is to show that the process (ρ0(t))t∈[0,T ] is a solution of the martingale
problem associated to the limit generator L .

Proposition 4.3. Let σ ∈ (0, 1), ξ ∈ C∞(Td), ψ ∈ C3(R) and let ϕ be defined by ϕ(ρ) =
ψ (〈ρ, ξ〉). Then the process

Mϕ(t) := ϕ(ρ0(t)) − ϕ(ρ0(0)) −
∫ t

0

Lϕ(ρ0(s))ds (4.17)

is a continuous martingale with respect to (Ft)t∈[0,T ].

Proof of Proposition 4.3. Let 0 ≤ s ≤ t ≤ T . Let 0 ≤ t1 < · · · < tn ≤ s and let Θ be a
continuous and bounded function on [H−σ(Td)]n. Note that Fs is generated by the random
variables Θ(ρ0(t1), . . . , ρ0(tn)), for n ∈ N

∗, (ti)1,n and Θ as above. Our aim is therefore to prove
that

E
[

(Mϕ(t) −Mϕ(s))Θ(ρ0(t1), . . . , ρ0(tn))
]

= 0. (4.18)

Let ϕε = ϕ+ εϕ1 + ε2ϕ2 be the second order correction of ϕ, with ϕ1 and ϕ2 given by Proposi-
tion 3.2 and Proposition 3.4 respectively. The results of the appendix 6.3 ensure that

M ε
ϕ(t) := ϕε(fε(t), m̄ε

t ) − ϕε(fin, m̄
ε
0) −

∫ t

0

L
εϕε(fε(s), m̄ε

s)ds (4.19)

is a martingale. The identity

E
[

(M ε
ϕ(t) − M ε

ϕ(s))Θ(ρε(t1), . . . , ρε(tn))
]

= 0, (4.20)

is therefore satisfied for all ε > 0. By Proposition 3.2 and Proposition 3.4 and the fact that
L εϕε = Lϕ+ εL ♭ϕ2, we deduce from (4.20) that

E
[

(Xε
ϕ(t) −Xε

ϕ(s))Θ(ρε(t1), . . . , ρε(tn))
]

= O(ε), (4.21)

where the process (Xε
ϕ(t)) is

Xε
ϕ(t) = ϕ(ρε(t)) − ϕ(ρin) −

∫ t

0

L ϕ(ρε(s))ds.

The bound (4.11), which is satisfied almost surely, allows us to consider the functions of ρ involved
in the definition of Mϕ(t) as bounded continuous functions on C([0, T ];H−σ(Td)). We can then
take the limit in (4.21) to conclude to (4.17).
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We apply Proposition 4.3 with, successively, ϕ(ρ) = 〈ρ, ξ〉, ϕ(ρ) = |〈ρ, ξ〉|2 and use (3.34) to
obtain the following result.

Corollary 4.4. Let K∗ and Ψ be defined by (1.32) and (1.33). Then the process

M0
t := ρ0

t − ρ0
in −

∫ t

0

div(K∗∇xρ
0
s + Ψρ0

s)ds

is a continuous H−2(Td)-valued martingale with quadratic variation given by

[M0
t ,M

0
t ] · (ξ, ξ) = 2

∫ t

0

‖S1/2(ρ0
s∇xξ)‖2

L2(Td;Rd)ds,

for all ξ ∈ C1(Td).

The details of the proof can be found in Section 5.5.2 of [11]. We refer also to the same paragraph
of [11] for the application of the Lévy representation theorem, [5, Theorem 8.2, p.222], that gives
the existence of a stochastic basis (Ω̃, F̃ , P̃, (F̃t)t≥0, (β̃k)k∈N) and of an adapted process H−2(Td)-
valued ρ̃0 with the same law as ρ0, such that, P̃-almost surely, for all t ∈ [0, T ], for all ξ ∈ H2(Td)
the identity

〈ρ̃0
t , ξ〉 = 〈ρ0

in, ξ〉 +

∫ t

0

〈ρ̃0
s, div(K∗∇xξ) − Ψ · ∇xξ)〉ds−

√
2
∑

k≥0

∫ t

0

〈ρ̃0
s, µ

1/2
k pk · ∇xξ〉dβ̃k(s) (4.22)

is satisfied.

5 The limit equation

The analysis of the limit generator L was initiated in Section 3.2. We complete this study here,
in particular we establish the relation between L and the stochastic PDE (1.31), and use the
good properties of the limit equation (1.31) to conclude the proof of convergence of fε.

5.1 Resolution of the limit equation

Let S1/2 and W (t) be defined by (3.36) and (3.38) respectively. There are several possible
approaches to the resolution of the limit equation (1.31), e.g. [5] based on semi-group approach,
[27] based on Gelfand triples and monotony. Here we follow2 the recent reference [13], for the
reason that it is immediate to cast (1.31) into the framework of [13] and that we can then directly
apply the results of [14] on backward parabolic SPDEs to obtain a satisfactory uniqueness result
(see Section 5.2). To proceed, we observe first that (1.31) can be written under the following
form (where we use summation over repeated indexes)

dρ0 = (aij∂2
xixj

ρ0 + bi∂xi
ρ0 + cρ0)dt+ (σik∂xi

ρ0 + νkρ0)dβk(t), (5.1)

with

aij = K∗
ij , b

i = ∂xi
(K∗

ij) + Ψi, c = ∂xi
(Ψi), σ

ik =
√

2µ
1/2
k pk,i, ν

k =
√

2∂xi
(µ

1/2
k pk,i) (5.2)

(we refer to Section 3.2 for the definition of µk and pk). Let us set qk = µ
1/2
k pk. We have the

following elementary result.

2the only drawback of this approach is that we possibly require an excessive regularity of the initial datum ρin

and of the pilot process (m̄t)
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Lemma 5.1. Let s ∈ N. The sequence q0, q1, . . . satisfies the bound
∑

k∈N

‖qk‖2
Hs(Td;Rd) ≤ E

[

‖U0(m̄0)‖2
H2s(Td;Rd) + ‖m̄0‖2

H2s(Td;Rd)

]

. (5.3)

By (1.12) and (1.15) and the Sobolev injection Hs(Td;Rd) →֒ C2+δ(Td;Rd) for s > 2 + d/2,
where δ is a certain positive number, we deduce that σi ∈ ℓ2(N;C1+δ(Td)), ν ∈ ℓ2(N;C1+δ(Td)).
The proof of Lemma 5.1 is similar to the proof of Proposition 5.14 in [11], so we skip the details.
By (1.12) and (1.15), we also have that the Cδ(Td) norm of the coefficients aij , bi, c is finite.
Condition (H) in [13, p.2647] is fulfilled therefore. We also need to check that (5.1) is parabolic
in the following sense, cf. Condition (1.2) in [13]: there exists λ0 > 0 such that

λ0Id + σσ∗ ≤ 2a ≤ λ−1
0 Id. (5.4)

Clearly, only the first inequality in (5.4) is at stake here. By (3.33) and (3.37), we have

(σσ∗)(x) = 2E [(U0χ)(m̄0)(x) ⊗ χ(m̄0)(x)] .

From the definition (1.32) of K∗ and the resolvent formula U0U1 = U0 − U1, we deduce that

2a(x) − (σσ∗)(x) = 2K(M) + 2E [(U1χ)(m̄0)(x) ⊗ χ(m̄0)(x)] . (5.5)

By (3.37), the matrix C(x, x) is non-negative. If we replace U0 by U1 in the definition of C in
(3.33), we obtain a new operator S with the same properties as the former operator. In particular,
the last term in (5.5) is a non-negative matrix. The matrix K(M) is strictly positive. Indeed, if
ξ ∈ R

d, then K(M)ξ · ξ is the integral against ν of v 7→ |v · ξ|2. If this quantity vanishes, then
v · ξ = 0 for ν-a.e. v ∈ V since M ≥ α by (1.5). By (1.11), ξ = 0. This gives (5.4) for a certain
positive λ0. We can now apply [13, Corollary 1.2], that asserts that (1.31) with initial datum ρin

has a unique classical solution ρ0, in the sense that the predictable process ρ0 has the properties
ρ0

t : Td → Lp(Ω) for all t, where p is a given exponent greater than 2, ρ(·, t, , ω) is of class C2 for
all (t, ω), while (5.1) is satisfied at all points x ∈ T

d, in the usual integrated form of SDE.

5.2 Conclusion

We consider the solution ρ̃0 to (1.31) obtained in (4.22). For simplicity, we may remove the tilde
from notations now. Let ρ∗ be the solution to (1.31) given in the previous Section 5.1. We want
to show that ρ0 = ρ∗. This requires an adequate estimate on the difference ρ0 − ρ∗. By linearity
of (1.31), the problem is to prove that, although ρ0 has only a very limited regularity a priori,
it is indeed the trivial solution when ρin = 0. A possible approach, to establish this, is to prove
an energy estimate for such weak solutions. This follows directly from an Itô formula, but the
weak regularity of ρ0 is precisely an obstacle here. One may try to regularize the equation, or
apply (4.22) with ξ a member of the spectral basis of an adequate operator. However, there are
two elliptic operators at skate here, a : D2

x and 1
2σσ

∗ : D2
x (cf. (5.2)). Even if the competition is

favourable by (5.4), we do not know how to get the desired energy estimate. We will use instead
duality and the results of [14] on backward parabolic SPDEs. The main idea, symbolically, is
simple: if (Xt) is a solution of the SDE dXt = AXtdt + BXtdWt and (Yt, qt) is a solution of
the backward SDE dYt = −A∗Ytdt− B∗qtdt+ qtdWt, then t 7→ E〈Xt, Yt〉 is constant by the Itô
formula. Here we use the fact that the backward SPDE

dψt =
[

−∂2
xixj

(aijψt) + ∂xi
(biψt) − cψt + ∂xi

(σikqk
t ) − νkqk

t

]

dt+ qk
t dβ

k(t), (5.6)

with terminal condition ψT = h, where h is some given FT -measurable function in C∞(Td),
admits some solutions of class C2 to justify by regularization the Itô formula that leads to the
identity E〈ρ0

T , h〉 = E〈ρ0
in, ψ0〉 = 0 and to the desired conclusion ρ0

T ≡ 0. The details of this
regularization procedure can be found in [11, Section 5.5.3].
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6 Appendix: Markov processes

6.1 Markov processes

If E is a Polish space, we denote by BM(E) the Banach space of bounded Borel-measurable
functions on E with the sup-norm

‖ϕ‖BM(E) = sup
x∈E

|ϕ(x)|.

The set BC(E) is the subspace of continuous bounded functions. By Markov process, we mean the
triplet constituted of a Markov semi-group, some probability kernels, and the associated Markov
processes. More precisely, we suppose first that we are given a Markov semi-group P = (Pt)t≥0,
which is defined a priori as a an endomorphism of the space BM(E) and satisfies the initial
condition P0 = Id, the semi-group property Pt ◦ Ps = Pt+s for t, s ≥ 0, the preservation of
positivity Ptϕ ≥ 0 when ϕ ≥ 0, and fixes the constant function 1 equal to 1 everywhere: Pt1 = 1
for all t ≥ 0. The second element of our set of data is a probability kernel Q(t, x,B): for all
ϕ ∈ BM(E), for all x ∈ E,

Ptϕ(x) =

∫

E

ϕ(y)Q(t, x, dy), (6.1)

where, for every t ≥ 0, for every x ∈ E, Q(t, x, ·) is a probability measure and the dependence in
x is measurable, in the sense that the right-hand side of (6.1) is a measurable function of x. The
third and last element of our set of data is the set X = {(Xx

t )t≥0;x ∈ E} of Markov processes
indexed by their starting points x: Xx

0 = x almost surely. The finite-dimensional distribution of
(Xx

t )t≥0 is given by

P(Xx
0 ∈ B0, X

x
t1

∈ B1, . . . , X
x
tk

∈ Bk) =

∫

B0

· · ·
∫

Bk−1

Q(tk − tk−1, yk−1, Bk)

×Q(tk−1 − tk−2, yk−2, dyk−1) · · ·Q(t1, y0, dy1)δx(dy0),

where 0 ≤ t1 ≤ · · · ≤ tk and B0, . . . , Bk ∈ G and the Markov property

E
[

ϕ(Xx
t+s)|FX

t

]

= Psϕ(Xx
t ) (6.2)

is satisfied for all s, t ≥ 0, ϕ ∈ BM(E), where (FX
t ) = (σ(Xx(s)0≤s≤t)) is the filtration generated

by Xx. There is a certain redundancy in the description above since the existence of probability
kernels satisfying (6.1) can be deduced from the properties of (Pt)t≥0, [1, Proposition 1.2.3],
while the construction of a Markov process with the required finite dimensional distribution is
established in [15, Theorem 1.1 p.157] for example. It is not limiting, however, to assume that
all these elements are given altogether, all the more since the processes (Xx

t )t≥0 will generally
have additional pathwise properties, being typically continuous or càdlàg. They may also satisfy
the Markov property (6.2) with respect to a given filtration (Ft) larger than (FX

t ).

6.2 Infinitesimal generator

Given a Markov process as in Section 6.1, we would like to define the associated infinitesimal
generator. There are various possible approaches. In [1] for example, it is assumed that the
process admits an invariant measure µ. The semi-group can then be extended as a contraction
semi-group on L2(µ). By assuming additionally that this extension gives rise to a strongly contin-
uous semi-group, [1, Property (vi), p.11], one can use the standard theory of strongly continuous
semi-group, [26], to define the infinitesimal generator. We may follow this approach, since the
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Markov processes that we are considering have all invariant measures. It would require some ad-
ditional material, for instance the proofs that the Markov process (ft, m(t;n))t≥0 of Theorem 2.4
and that the limiting Markov process (ρ0(t))t≥0 of Theorem 1.2 have invariant measures. These
results have a definite interest, but would divert us from our aim, the proof of Theorem 1.2. To
reach this aim more directly, we define the infinitesimal generator by convergence of the time
increments under π-convergence. We say that a sequence (ϕn) of BM(E) is π-converging to

ϕ ∈ BM(E) (denoted ϕn
π−→ ϕ) if supn ‖ϕn‖BM(E) < +∞ and ϕn(x) → ϕ(x) for all x ∈ E.

This denomination is introduced in [28] and coincides with the terminology of bounded pointwise
convergence (b.c.p.) used in [15, p.111]. A function ϕ ∈ BM(E) is in the domain D(L ) of the
infinitesimal generator L of (Pt) if there exists ψ ∈ BM(E) such that

Ptϕ− ϕ

t

π−→ ψ, (6.3)

when t → 0. We then set Lϕ = ψ. Note that, on the elements ϕ ∈ D(L ), the property of
continuity

Ptϕ
π−→ ϕ (6.4)

when t → 0 is satisfied. By the semi-group property, (6.4) implies the property of continuity

from the right Ptϕ
π−→ Pt∗

ϕ when t ↓ t∗, for every t∗ ≥ 0.

6.3 Martingale property of Markov processes

Consider a Markov process as in Section 6.1, which is Markov with respect to a filtration (Ft),
and has a generator L , as defined as in Section 6.2. We make the following hypotheses:

1. stochastic continuity: we have Ptϕ
π−→ Pt∗

ϕ when t → t∗ for every ϕ ∈ BC(E) and every
t∗ ≥ 0,

2. measurability: for all x ∈ E, the application (ω, t) 7→ Xx
t (ω) is measurable Ω × R+ → E.

Then, for all ϕ in the domain of L , for all x ∈ E,

Mx
t := ϕ(Xx

t ) − ϕ(x) −
∫ t

0

L ϕ(Xx
s )ds (6.5)

is a (Ft)-martingale. If furthermore |ϕ|2 is in the domain of L , then the process (Zx
t ) defined

by

Zx
t := |Mx

t |2 −
∫ t

0

(L |ϕ|2 − 2ϕLϕ)(Xx
s )ds, (6.6)

is a martingale.

Remark 6.1. The proof of these results can be found in the appendix to [11].

Remark 6.2. Since ‖Ptϕ‖BM(E) ≤ ‖ϕ‖BM(E), the convergence Ptϕ
π−→ Pt∗

ϕ is equivalent to
the convergence Ptϕ(x) → Pt∗

ϕ(x) for all x ∈ E. The hypothesis of stochastic continuity can
therefore be rephrased as the continuity, for the topology of the weak convergence of probability
measures, of t 7→ P ∗

t δx, where P ∗
t δx is the law of Xx

t . This continuity property is satisfied if
(Xx

t ) is stochastically continuous in particular: for all δ > 0,

lim
t→t∗

P(dE(Xx
t , X

x
t∗

) > δ) = 0, (6.7)

where dE is the distance on E. Under (6.7), we can also assume, up to a modification of the
process, that the measurability property of Item 2 is satisfied, [5, Proposition 3.2].
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Remark 6.3. Assume that E is a Banach space and that the process (Xt) is locally bounded in
the following sense: for all r0 > 0, for all T > 0, there exists rT > 0 such that: P-almost surely,
for all x in the ball B̄(0, r0) of E, for all t ∈ [0, T ], Xx

t ∈ B̄(0, rT ). Then all the above assertions
can be extended to the cases where the functions ϕ are measurable (respectively, continuous;
respectively, Lipschitz continuous) and bounded on bounded sets. Indeed, as long as the set of
initial values x is restricted to a bounded set B̄(0, r0), and time is restricted to a finite interval
[0, T ], we have Ptϕ(x) = Pt(ϕ◦θrT

)(x), where, given r > 0, ϕ◦θrT
is the measurable (respectively,

continuous; respectively, Lipschitz continuous) bounded function, obtained by composition of ϕ
with the truncation operator θr(x) equal to x if ‖x‖E < r, and to rx/‖x‖E otherwise.

6.4 Change of coordinates

Let H : E → E′ be a continuous, bijective map from E onto an other Polish space E′. We
consider the process Yt = H(Xt). This change of coordinates [1, Section 1.15.1] provides a new
Markov process Y = (Yt) with probability kernels given by

PY (t, y, B) = H∗P
X(t, y, B) := PX(t,H−1(y), H−1(B)),

for all t ≥ 0, y ∈ E′, B measurable in E′. If X has the invariant measure λX , then Y has the
invariant measure λY given by λY (B) = H∗λ

X(B) := λX(H−1(B)). The state space of Y is E′.
By composition from the right with H or its inverse, we have some correspondences between the
spaces BM(E) and BM(E′), and BC(E) and BC(E′). We have also

PY
t ϕ = (PX

t ϕ ◦H) ◦H−1, L
Y ϕ = (L Xϕ ◦H) ◦H−1,

with, here again, an isomorphism between D(L Y ) and D(L X) given by the composition from
the right with H .

6.5 Poisson’s Equation

In this part, E is a Banach space. We consider a Markov process (Xt) that is locally bounded (as
described in Remark 6.3 above) uniformly in time: for all r0 > 0, there exists r1 > 0 such that:
P-almost surely, for all x in the ball B̄(0, r0) of E, for all t ≥ 0, Xx

t ∈ B̄(0, r1). We assume that
the process has an invariant measure µ which has a bounded support and that it satisfies the
following mixing hypothesis: there exists a continuous function Γmix ∈ L1(R+) such that: for all
x, y ∈ B̄(0, r0), there is a constant C(r1) depending on r1, and there is a coupling (X̂x

t , X̂
y
t )t≥0

of (Xx
t , X

y
t )t≥0 such that

E

[

dE(X̂x
t , X̂

y
t )
]

≤ C(r1)Γmix(t). (6.8)

We also assume that the property of stochastic continuity described in Item 1 of Section 6.3 is
satisfied. We have then the following proposition.

Proposition 6.1 (Poisson’s equation). Let Φ: E → R be Lipschitz continuous on bounded sets.
The Poisson equation L Ψ = Φ has a a solution Ψ in the class of measurable functions bounded
on bounded sets if, and only if, 〈Φ, µ〉 = 0. In the latter case, a solution is given by the resolvent
formula

Ψ(x) = −
∫ ∞

0

PtΦ(x)dt, (6.9)

and this solution is unique up to addition of a constant.
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Proof of Proposition 6.1. Let Φ be Lipschitz continuous on bounded sets. Let us assume that
〈Φ, µ〉 = 0. We will show that (6.9) provides a solution of the Poisson equation. For x ∈ E, we
fix r0 > 0 large enough to contain both x and the support of µ. Since µ is invariant, we have

〈Φ, µ〉 = 〈PtΦ, µ〉 =

∫

E

EΦ(Xy
t )dµ(y).

It follows that

PtΦ(x) = PtΦ(x) − 〈Φ, µ〉 =

∫

B̄(0,r0)

E [Φ(Xx
t ) − Φ(Xy

t )] dµ(y). (6.10)

We denote by Lip(Φ, r1) the Lipschitz constant of Φ on the ball B̄(0, r1). We deduce from (6.10)
that

|PtΦ(x)| ≤ Lip(Φ, r1)

∫

B̄(0,r0)

E [dE(Xx
t , X

y
t )] dµ(y) = Lip(Φ, r1)

∫

B̄(0,r0)

E

[

dE(X̂x
t , X̂

y
t )
]

dµ(y).

Using the bound (6.8), we obtain, up to a constant depending on Φ and r1, a bound from above
on |PtΦ(x)| by the integrable function Γmix(t):

|PtΦ(x)| ≤ C′(r1)Γmix(t). (6.11)

This shows that (6.9) defines a measurable function bounded on bounded sets. Using (6.11), we
can also approximate Ψ by the integral in (6.9) restricted to a finite time interval to justify the
formula

δtΨ(x) =
PtΨ(x) − Ψ(x)

t
=

∫ 1

0

PstΦ(x)ds. (6.12)

From (6.12) and the property of stochastic continuity, it is immediate to conclude that Ψ ∈ D(L )
and L Ψ = Φ. Reciprocally, assume that the equation L Ψ = Φ has a solution in the class of
measurable functions bounded on bounded sets. By the definition of L , we have

PtΨ(x) = Ψ(x) +

∫ t

0

PsL Ψ(x)ds, (6.13)

for all t ≥ 0 and all x ∈ E. Using L Ψ = Φ, integrating each member of the identity (6.13)
against the invariant measure µ, we obtain t〈Φ, µ〉 = 0, which establishes the necessary condition
〈Φ, µ〉 = 0. At last, let us prove the uniqueness up to constant. First, we note that (6.11) gives
|PtΦ(x) − 〈Φ, µ〉| ≤ C′(r1)Γmix(t) and thus PtΦ(x) → 〈Φ, µ〉 for all x. If L Ψ = 0, we can pass
to the limit t → +∞ in (6.13) to obtain that Ψ is a constant function.
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