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ABSTRACT 

 

The problem with visualization of hyper-spectral images on 

tri-stimulus displays arises from the fact that they contain 

hundreds of spectral bands while generally used display 

devices support only three bands/channels namely blue, green 

and red. Therefore, for visualization a hyper-spectral (HS) 

image has to be reduced to three bands. The main challenge 

while performing this band reduction is to retain and display 

the maximum information available in a hyper-spectral 

image. Human visual system focuses attention on certain 

regions in images called “salient regions”. Therefore to 

provide a comprehensive representation of hyper-spectral 

data on tri-stimulus displays we propose to use a weighted 

fusion method of saliency maps and hyper-spectral bands. 

The efficacy of the proposed algorithm has been 

demonstrated by tests on both urban and countryside images 

of AVIRIS and ROSIS sensors.  

. 

 

Index Terms— Hyperspectral Images, Saliency, Human 

Visual System, Visualization 

 

1. INTRODUCTION 

 

Hyper-spectral images may comprise of tens to hundreds of 

channels. Visualization of such images is a challenge because 

each channel may contain information that is necessary for 

completely displaying the constituents of the image. Existing 

visualization schemes are limited in their capability to 

visualize hyper-spectral images because they either select 

three channels out of the available large number of spectral 

channels (e.g. Principal Component Analysis (PCA) based 

visualization) or they do not give different weightages to 

different prominent objects based upon their spatial 

characteristics (e.g. Color Matching Function (CMF) 

stretching).  

The shortcoming of PCA based dimensionality reduction and 

visualization schemes is loss of spectral information because 

selection of principal components is based on variance and 

their spectral position is not taken into account. Also, these 

schemes do not incorporate any information related to Human 

Visual System (HVS) while performing dimensionality 

reduction. Human visual attention assists our capability to 

rapidly locate the most significant information in an image or 

a scene [1]. It is generally presumed that “salient” regions in 

images draw more attention than other parts of the image. 

Therefore, it is desirable to guide the dimensionality 

reduction process by taking into consideration the human 

visual system when displaying a hyper-dimensional data on a 

tri-dimensional (tri-stimulus) rendering system. 

Color Matching Function (CMF) performs dimensionality 

reduction based upon a linear combination of the r(λ), g(λ) 

and b(λ) wavelengths. The shortcoming of CMF based 

channel reduction scheme is that it does not take into account 

any information about spatial features in an image and hence 

objects or regions with approximately similar spectral pattern 

may not be distinguishable in the final visualization. 

A solution to the above-defined issues is to use saliency 

information of images during visualization as proposed in [2]. 

However, the authors propose to generate a single channel i.e. 

monochromatic image from hyper-spectral channels and then 

determine the salient regions in the monochromatic image. 

The issue with this approach is that objects or regions that 

appear in a large number of channels will only become visible 

in the final visualization. Thus, any object that may appear in 

a single channel may be missing from the representation. 

Also, the spatial information of the object is not considered 

in determining salient regions.  

In this paper we propose a hyper-spectral image visualization 

technique based on the information of salient regions both in 

spatial and spectral domain. We propose to generate the 

saliency maps using Spectral Residual [3] as it extracts the 



salient regions using both high frequency information and 

intensity variation in images. Saliency map is extracted from 

each band of hyper-spectral image and these saliency maps 

are fused with the corresponding hyper-spectral bands. Next, 

CMF stretching [4] is employed for generation of three 

channels from resultant high dimensional hyper-spectral 

image.  

The paper is arranged as follows: In Section 2 we present a 

brief over view of saliency techniques and their use in 

visualization of hyper-spectral images. Section 3 presents the 

proposed visualization method followed by testing results in 

Section 4.  

 

2. LITERATURE REVIEW 

 

2.1. Visualization of Hyper-spectral Images 

Color Matching Function (CMF), defining a linear 

combination of three visible wavelength ranges r(λ), g(λ) and 

b(λ) was proposed by the Commission Internationale 

d’Eclairage (ECI) in 1931. For visualization of hyper-spectral 

images Jacobson et al. [4] stretched CMF beyond the visible 

spectrum to incorporate the spectral range of hyper-spectral 

images. In [5], the authors propose to use the stretched CMF 

technique in the CIE L*a*b* color space. Tyo et al. [6] and 

Tsagaris et al. [7] proposed PCA for dimensionality reduction 

of HS images so that a large number of spectral channels can 

be reduced to three spectral channels. They proposed to select 

the three Principal Components with the maximum variance 

for representing the RGB channels. Zhanget et al. [8] 

investigated the utilization of various color spaces for 

mapping of Principal and Independent Components to the tri-

stimulus display systems. Other band selection techniques for 

mapping of spectral bands to tri-stimulus display channels 

make use of entropy, contrast and spectral derivatives have 

been presented in [9].  

2.2. Saliency in Images 

The term saliency describes the visually interesting regions 

in images and hence is generally used as a technique for 

content-based image indexing and retrieval [10]. The 

benchmark among saliency detecting approaches is Itti’s 

model [11], which make use of color, intensity and 

orientation information to create a saliency map. In another 

approach Achanta et al. [12] use the CIE L*a*b* color space 

for saliency estimation. In [3], the authors propose a Fourier 

Transform based algorithm called Spectral Residual saliency 

detection. The proposed algorithm determines the salient 

regions by analyzing the log-spectrum of an input image. 

Phase Quaternion Fourier Transform (PQFT) [13] based 

approach uses intensity and color features of an image while 

using the quaternion Fourier Transform for saliency 

detection.  

The above-presented methods can detect saliency in either 

gray scale or in three channel colored images and cannot be 

directly used on HS images. 

2.3. Saliency in Hyper-spectral Images 

Initially, Le Moan et al. [14] proposed a method based on 

saliency for automatic identification objects of interest to 

enhance the separation between the foreground and 

background during the dimensionality reduction process. 

Improving upon their method they have recently proposed 

portioning of bands in three groups and each group is 

processed separately to obtain three saliency maps [2]. These 

saliency maps are combined together to get RGB image. 

However, the non-salient regions appear dark and color 

consistency is not addressed 

 

3. METHODOLOGY 

 

We propose to calculate salient regions in each band of the 

hyper-spectral image using Spectral Residual (SR) Algorithm 

[3] and PQFT [13]. One advantage of selecting SR based 

saliency estimation is that it is computationally efficient and 

thus quickly calculates salient regions in each spectral band 

while PQFT uses both spatial and spectral information for 

detection of salient regions. Next the saliency maps are fused 

with the hyper-spectral image so that salient regions gets 

more weightage and become prominent after dimensionality 

reduction through CMF stretching. We propose two different 

techniques for fusion of saliency maps with hyper-spectral 

images. The two proposed techniques are described below. 

3.1. Algorithm 1: Dual CMF Fusion 

We propose to perform saliency detection on each band of HS 

image and then apply CMF stretching using Stiles-Burch 100 

CMF [15] resulting in a 3 channel (SB-CM-HS) image. The 

advantage of using Stiles-Burch 100 CMF is that it gives more 

weightage to bands which will be represented in Red color 

spectrum i.e. the infra-red bands of the HS image, thus 

explicitly enhancing a particular part of the HS spectrum. 

Also, another tri-color composite is generated through CMF 

stretching without saliency detection called (CM-HS) image. 

Respective channels (ch) of the two images are fused together 

to get the final representation as:  



RGB (ch) = α(ch) ∗ SB − CM − HS(ch) + β(ch) ∗ CM

− HS (ch)) 

Where α, β for the red channel can be calculated as: 

if, 

𝜌(𝑆𝐵 − 𝐶𝑀(𝑟), 𝑆𝐵 − 𝐶𝑀(𝑔))

𝜌(𝐶𝑀(𝑟), 𝐶𝑀(𝑔))
≤ 1 

β(𝑟) = ρ(SB − CM(r), SB − CM(g))/ ρ(CM(r), CM(g))  

α(r) = 1 − β(r) 

else 

α(𝑟) = ρ(SB − CM(r), SB − CM(g))/ ρ(CM(r), CM(g))  

β(r) = 1 − α(r) 

 ρ represents correlation. The same procedure should be 

repeated for the green and blue channels. 

3.2. Algorithm 2: PCA & Saliency Fusion 

To emphasize more on the salient regions in hyper-spectral 

image, we divide the HS in 3 equal parts i.e. if there are 90 

bands then each part has 30 bands. PCA is applied on each 

part and 1st Principal Component is selected from each part 

to form an RGB image. PQFT [13] is applied on this image 

to get a single channel saliency map (SMPCA). This saliency 

map is added with each hyper-spectral band along with the 

corresponding saliency map obtained through Spectral 

Residual method for each HS band. CMF stretching is applied 

on the resultant Fused HS image. Using this scheme, salient 

regions appear bright as compared to non-salient regions in 

the final visualization. 

𝑅𝐺𝐵

= 𝐶𝑀𝐹 (
𝐻𝑆𝐼(: , : , 𝑁) +  𝑆𝑎𝑙𝑖𝑒𝑛𝑐𝑦 𝑚𝑎𝑝𝑠(: , : , 𝑁) +  𝑆𝑀𝑃𝐶𝐴

3
) 

𝑁 ∈  {1,2, … , 𝑘} 

4. RESULTS AND DISCUSSION 

 

We have tested the proposed methods (Fig 1(d), (e)) on 

AVIRIS Cuprite, AVIRIS Moffett field and ROSIS Pavia HS 

images. For comparison we have presented the true color 

composite results as Fig 1(a), obtained by selecting the bands 

in the visible spectral range i.e. from 400 to 700 nm and 

applying CMF [4]. Next the results of applying CMF to the 

entire HS image range are presented as pseudo color 

composite images Fig 1(b). The results obtained by PCA 

based visualization scheme of [6] are presented as Fig.1(c). 

The true color composite results are incapable of showing any 
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Fig. 1: Row-wise: AVIRIS Cuprite, AVIRIS Moffett, ROSIS Pavia Centre. 

Columns from left to right: True Color Composite [4], Pseudo Color Composite, PCA based representation [6],  

Dual CMF Fusion, PCA &Saliency Fusion 

 



information from the infrared region because they only 

represent the visible spectral range. Pseudo-color results give 

a decent visualization of data however; any object present in 

a limited region of spectral region will be suppressed and 

hence will not be visible in the final result. Visualization 

using PCA based method presented in [6] shows vivid colors 

and a very saturated image. The PCA bands correspond to the 

maximum data variance, but mapping those three bands to R, 

G, and B does not necessarily yield maximum human visual 

discriminability. Since PCA maps colors without a fixed 

semantic meaning their colors are not dependent on spectral 

position.  However, the proposed method does not suffer 

from this shortcoming because colors are assigned on the 

basis on spectral position of object in hyper-spectral image 

For the AVIRIS Cuprite and Moffett images, the presented 

results clearly show variation in geological properties of the 

area.  River is highlighted in Cuprite scene, which is not 

visible in results obtained by existing CMF based methods. 

Results of Moffett scene also highlight the geological 

variations in scene and urban area can be easily distinguished 

from mountain region in the results produced by the proposed 

methods. Result from PCA is also able to distinguish but 

gives distracting colors which make it difficult to recognize 

that what is type of terrain.  
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