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Parc de Grandmont, 37200 Tours, France
bB.W. Lee Center for Fields, Gravity and Strings, Institute for Basic Science,

Daejeon, Korea
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1 Introduction

Wigner showed that the unitary irreducible representations (UIRs) of the Poincaré group

are determined by those of the corresponding little group [1]. In D spacetime dimensions,

massive particles are determined by representations of the rotation group SO(D − 1) and

massless ones by representations of the Euclidean group ISO(D − 2) of the transverse

plane RD−2.

Massive particles in D = 4 spacetime dimensions1 are labeled by their spin s ∈ 1
2N

defined, more covariantly, via the eigenvalue of the quartic Casimir operator

Ŵ 2 = −m2 s(s+D − 3) (1.1)

where Ŵµ = 1
2 ε

µνρσ p̂ν Ĵρσ is the Pauli-Lubanski vector. The mass squared is defined as

the eigenvalue of the quadratic Casimir operator, p̂2 = m2, in the mostly minus signature.

Massless particles are divided into two different types of representations. The well-

known ones have two polarisations in four spacetime dimensions and are labeled by the

eigenvalues of the helicity operator ĥ = ~S · ~p|~p| where ~S is the spin operator. These rep-

resentations have vanishing eigenvalue of the quartic Casimir operator in any dimension

and are usually called “helicity” representations, although they could also be referred to as

“discrete-spin” (or “finite-spin”) representations. Another, less studied, kind of massless

particles are determined by a continuous energy scale µ via the eigenvalue of the quartic

Casimir operator

Ŵ 2 = −µ2 (1.2)

and their spectrum comprises infinitely many polarisations which mix under Lorentz boosts.

These representations are often called “continuous-spin” representations [1] or “infinite-

spin” ones [3].2 When µ = 0, the helicity eigenstates do not mix while they do when µ 6= 0,

so the continuous parameter µ controls the degree of mixing. In fact, in the “helicity limit”

µ → 0, the continuous-spin representation becomes reducible and decomposes into the

direct sum of all (integer vs half-integer) helicity representations (respectively for the single

vs double valued representation). As noticed by Khan and Ramond [5], the continuous-spin

representation can be obtained as the limit

m→ 0 , s→∞ , ms = µ = constant , (1.3)

of massive higher-spin representations. In particular, the limit of (1.1) indeed gives (1.2).

This limit provides a suggestive physical picture of a continuous-spin particle (CSP) as a

massive higher-spin particle (HSP) with very large spin s � 1 but mass much below the

relevant energy scale E of the process: m = µ/s� E.

For the helicity representations, Fronsdal and Fang-Fronsdal equations are gauge-

invariant equations of motion for, respectively, integer and half-integer spin fields with trace

1The lectures [2] provide a self-contained introduction to the classification of the unitary irreducible

representations of the Poincaré group in any dimension. In the present paper, we will stick to D = 4

for the sake of definiteness but, for totally symmetric tensor(-spinor) representations, our results have

straightforward generalisations to any dimension D > 2.
2See [4] for a recent review on these representations.
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constraints on the gauge fields and parameters [6, 7]. For the continuous-spin represen-

tations, Fronsdal-like and Fang-Fronsdal-like equations were obtained in [8] from massive

higher-spin field equations by taking the limit (1.3) (and extracting a suitable divergent fac-

tor of the wavefunction). These equations provide a gauge formulation of the bosonic and

fermionic continuous-spin field with constraints. Recently, a local gauge-invariant action

for bosonic HSP3 and CSP with unconstrained gauge field and parameter was proposed

by Schuster and Toro [9] and analysed further in [10, 11]. This unconstrained formulation

is closely related to the action principle proposed by Segal [12] for bosonic higher-spin

fields on (anti) de Sitter spacetime, since they coincide in the respective helicity or flat

limit. A local gauge-invariant action for the fermionic CSPs without any constraint on

the gauge field and parameter was proposed in [13]. Recently, local actions à la Fronsdal

for bosonic and fermionic particles with infinitely many spinning degrees of freedom (such

as the continuous-spin and the tachyonic representations of the Poincaré group with non-

zero spin) propagating on Minkowski and (anti) de Sitter backgrounds were proposed by

Metsaev in [14, 15].4 Contact was made between the two approaches in [17].

The first goal of this paper is to explain how to derive the actions of bosonic and

fermionic CSP gauge fields proposed in [9, 13] directly from the Fronsdal-like and Fang-

Fronsdal-like equations [8] by solving the trace-like constraints in the auxiliary Fourier

space.5 This includes HSP results from CSP ones by taking the appropriate helicity limit.

The second goal of this work is to discuss the couplings to scalar matter currents. The

third goal is to investigate whether the correct propagator of a bosonic CSP is obtained

from the bosonic action [9].

The layout of this paper is as follows. In section 2, we will derive the Schuster-Toro

action [9] from the Fronsdal-like equation [8] by solving the (double-)trace constraints and

by noticing that the resulting equation possesses a hermitian kinetic operator. In section 3,

we will reach the fermionic CSP action [13] from the Fang-Fronsdal-like equation [8] by

following the same method as in the previous section. In section 4, we review the relation

between the (Fang-)Fronsdal-like equation [8] and the Wigner equations [18] for the single

(double) valued continuous-spin representation. In section 5, we derive conservation-like

conditions for currents to couple consistently with the constrained gauge fields, we show

how to obtain them from the infinite-spin limit (1.3) and show that they are equivalent to

the conditions in [9, 13]. In section 6, we provide a current which obeys this conservation

condition and which is built from two distinct scalar fields, thereby providing the first

example of local cubic coupling of a CSP to matter. In section 7, we obtain the residue

of the propagator for a bosonic CSP from the Schuster-Toro action and discuss whether

it gives the correct physical result (in the sense that the unphysical trace-like part of

3In their higher-spin formalism, the auxiliary vector is restricted to live on a hyperboloid, like what was

considered for CSPs, while for HSPs a restriction to the null cone is actually more natural in order to obtain

the double trace constraint on the gauge field and the tracelessness of the gauge parameter in dual space,

as will be explained here (see also [10, 11] for a similar point of view).
4See also [16] for a frame-like approach to the action principles of CSP.
5The fermionic action [13] was obtained with this procedure, but the technical details were not spelled

out in this letter.
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the current should not propagate). The conclusions and perspectives for future work are

displayed in section 8. The appendices gather diverse material. Our conventions have been

placed inside the appendix A, while the appendix B provides a review on the fermionic

CSP equations. Useful results on the integrals over the auxiliary variable can be found in

the appendix C. The formulas of current exchange in the Euclidean signature are derived in

the appendix D. These two appendices make use of standard facts about special functions

summarised in the appendix E.

2 Bosonic higher-spin and continuous-spin gauge fields

Introducing an auxiliary vector ωµ, we can pack a collection of totally symmetric tensor

fields Φµ1...µs(x) of all integer rank s ∈ N into a single generating function

Φ(x, ω) =
∞∑
s=0

1

s!
ωµ1 . . . ωµs Φµ1...µs(x) . (2.1)

The higher-spin and continuous-spin equations à la Fronsdal are given by [8][
−�x + (ω · ∂x + i σµ) (∂ω · ∂x)− 1

2
(ω · ∂x + i σµ)2 (∂ω · ∂ω − σ)

]
Φ(x, ω) = 0 , (2.2)

where ∂x = ∂
∂x , ∂ω = ∂

∂ω and

σ =

{
0 for higher-spin,

1 for continuous-spin.
(2.3)

This equation is gauge invariant under the gauge transformation

δεΦ(x, ω) = (ω · ∂x + i σµ) ε(x, ω) , (2.4)

with the trace condition on ε

(∂ω · ∂ω − σ) ε(x, ω) = 0 , (2.5)

where ε is a gauge transformation parameter,

ε(x, ω) =
∞∑
s=1

1

(s− 1)!
ωµ1 . . . ωµs−1 εµ1...µs−1(x) . (2.6)

The double-trace constraint on the gauge field reads

(∂ω · ∂ω − σ)2 Φ(x, ω) = 0 . (2.7)

2.1 Equations in Fourier space

To obtain the Euler-Lagrange equation in [9], we should work in η-space, the dual space of

the ω-space:

Φ̃(x, η) =

∫
dDω

(2π)
D
2

exp(− i η · ω ) Φ(x, ω) . (2.8)

– 3 –
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Writing (2.7) in η-space, we find (
η2 + σ

)2
Φ̃(x, η) = 0 , (2.9)

whose general solution is

Φ̃(x, η) = δ′(η2 + σ) Φ(x, η) , (2.10)

where Φ(x, η) is an arbitrary function which is unconstrained, unlike Φ(x, ω). The equa-

tion (2.10) shows that dynamical fields live on the hypersurface η2 + σ = 0 in the η-space.

Notice that there are an infinite number of fields Φ(x, η) corresponding to the same given

Φ̃(x, η). More precisely, the arbitrariness is encoded into the gauge symmetry

δχΦ(x, η) =
(
η2 + σ

)2
χ(x, η) , (2.11)

where χ is an arbitrary unconstrained function. The equation (2.2) in dual space becomes[
−�x −

(
∂η · ∂x + σµ

)
(η · ∂x)− 1

2

(
∂η · ∂x + σµ

)2 (
η2 + σ

)]
Φ̃(x, η) = 0 , (2.12)

which, using (2.10), reduces to[
− δ′(η2 + σ)�x +

1

2

(
∂η · ∂x + σµ

)
δ(η2 + σ)

(
∂η · ∂x + σµ

)]
Φ(x, η) = 0 . (2.13)

For σ = 1, this equation of motion is the one from [9] but we obtained it from the Fronsdal-

like equation (2.2) in [8] by solving the double-trace condition. This equation of motion is

invariant under the gauge transformation (2.11). To obtain the remaining gauge transfor-

mation we should write (2.5) in η-space,
(
η2 + σ

)
ε̃(x, η) = 0, then we find the complete

set of the gauge transformations in [9]

ε̃(x, η) = δ(η2 + σ) ε(x, η) , (2.14)

where ε(x, η) is an arbitrary unconstrained function. Considering (2.4) in dual space

δεΦ̃(x, η) =
(
∂η · ∂x + σµ

)
ε̃(x, η) , (2.15)

and putting (2.14) and (2.10) into it, we find

δε,χΦ(x, η) =

[
η · ∂x −

1

2

(
η2 + σ

) (
∂η · ∂x + σµ

)]
ε(x, η) +

1

2

(
η2 + σ

)2
χ(x, η) , (2.16)

where the gauge parameters have been rescaled by a constant factor to match the normal-

isation in [9].

2.2 Bosonic action

Considering the equation of motion (2.13) for the redefined gauge field, we can introduce

a kinetic operator as

K̂(∂x, η, ∂η) = − δ′(η2 + σ)�x +
1

2

(
∂η · ∂x + σµ

)
δ(η2 + σ)

(
∂η · ∂x + σµ

)
(2.17)
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such that K̂Φ = 0. One can check that the kinetic operator is Hermitian,

K̂† = K̂ , (2.18)

with respect to the Hermitian conjugation

(∂x)† ≡ − ∂x , (∂η)
† ≡ − ∂η , η† ≡ η , (2.19)

This property is highly remarkable because the original Fronsdal-like kinetic operator

in (2.2) is not Hermitian. In fact, in the Fronsdal formulation the corresponding operator

needs to be completed by a term involving the trace, thereby generalising the completion

of the Ricci tensor to the Einstein tensor in the spin-two case. This suggests writing the

free action as

Sfree =
1

2

∫
d4x d4η Φ(x, η) K̂(∂x, η, ∂η) Φ(x, η) (2.20)

=
1

2

∫
d4x d4η Φ

[
− δ′(η2 + σ)�x +

1

2

(
∂η · ∂x + σµ

)
δ(η2 + σ)

(
∂η · ∂x + σµ

)]
Φ ,

which is real and invariant under the gauge transformation (2.16). This action introduces

a gauge field theory of higher-spin (σ = 0) and continuous-spin (σ = 1) particles which,

upon integration by part, reproduces the Schuster-Toro action [9]. It has been obtained

straightforwardly from the Fronsdal-like equation and this method will be applied to derive

the fermionic action [13] in the next section.

3 Fermionic higher-spin and continuous-spin gauge fields

We consider a collection of totally symmetric spinor-tensor fields Ψµ1...µn(x) of all half-

integer spin s = n+ 1
2 , which we pack in the generating function

Ψ(x, ω) =
∞∑
n=0

1

n!
ωµ1 . . . ωµn Ψµ1...µn(x), (3.1)

where the spinor index is left implicit. The Fang-Fronsdal equation [7] and Fang-Fronsdal-

like equation [8], reviewed in (B.17), are given by (respectively for σ = 0 and σ = 1)[
γ · ∂x − (ω · ∂x + i σµ) (γ · ∂ω + σ)

]
Ψ(x, ω) = 0 , (3.2)

where γµ are gamma matrices in 4 dimensions. This equation is gauge invariant under the

transformations

δεΨ(x, ω) =
(
ω · ∂x + i σµ

)
ε(x, ω) , (3.3)

where ε is a spinor-tensor gauge parameter

ε(x, ω) =

∞∑
n=1

1

(n− 1)!
ωµ1 . . . ωµn−1 εµ1... µn−1(x), (3.4)

which is constrained by the gamma-trace conditions

(γ · ∂ω + σ) ε(x, ω) = 0 . (3.5)

The triple gamma-trace condition can be expressed as

(γ · ∂ω + σ) (∂ω · ∂ω − σ) Ψ(x, ω) = 0 . (3.6)

– 5 –
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3.1 Equations in Fourier space

To cancel the constraints on the gauge field and parameter, we go to the Fourier space of

ω. In this space, the equation (3.6) becomes

(γ · η − i σ)
(
η2 + σ

)
Ψ̃(x, η) = 0 . (3.7)

Multiplying this relation by (γ · η + i σ), we find6(
η2 + σ

)2
Ψ̃(x, η) = 0 . (3.8)

The general solution reads

Ψ̃(x, η) = δ′(η2 + σ) ζ(x, η) , (3.9)

where ζ is an arbitrary function. Putting (3.9) into (3.7) we can deduce

ζ(x, η) =
(
γ · η + i σ

)
Ψ(x, η) (3.10)

where Ψ(x, η) is a new arbitrary function. Finally, we find

Ψ̃(x, η) = δ′(η2 + σ)
(
γ · η + i σ

)
Ψ(x, η) . (3.11)

To find the gauge transformation parameter in η-space, we write (3.5) as

(γ · η − i σ) ε̃(x, η) = 0 , (3.12)

and multiplying by (γ · η + i σ), we obtain(
η2 + σ

)
ε̃(x, η) = 0 . (3.13)

This means that we can consider ε̃ as

ε̃(x, η) = δ(η2 + σ) ξ(x, η) , (3.14)

where ξ is an arbitrary function. Using (3.12) and (3.14) we find

ξ(x, η) = (γ · η + i σ) ε(x, η) (3.15)

and then we reach

ε̃(x, η) = δ(η2 + σ)(γ · η + i σ) ε(x, η) , (3.16)

where ε(x, η) is an unconstrained gauge parameter.

Writing (3.3) in η-space

δε̃Ψ̃(x, η) =
(
∂η · ∂x + σµ

)
ε̃(x, η) , (3.17)

and substituting (3.11) and (3.16) into it, we find

δεΨ(x, η) =
[

(γ · ∂x) (γ · η + i σ)−
(
η2 + σ

) (
∂η · ∂x + σµ

) ]
ε(x, η) . (3.18)

6Due to (2.3), in the sections 3 and 5, for simplicity, we applied σ2 = σ.

– 6 –
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The equation of motion (3.2) in Fourier space reads[
γ · ∂x +

(
∂η · ∂x + σµ

)
(γ · η − i σ)

]
Ψ̃(x, η) = 0 , (3.19)

which, using (3.11), becomes[
δ′(η2 + σ)

(
γ · η − i σ

)
(γ · ∂x) + δ(η2 + σ)

(
∂η · ∂x + σµ

)]
Ψ(x, η) = 0 . (3.20)

This is the equation of motion for fermionic higher-spin (σ = 0) and continuous-spin

(σ = 1) fields in an unconstrained formulation where the trace-like constraints have been

solved algebraically in η-space. In the CSP case, one reads exactly the equation of motion

of [13]. This equation is invariant under the extra gauge transformation

δχΨ(x, η) = (η2 + σ) (γ · η − i σ)χ(x, η) , (3.21)

related to the arbitrariness in (3.11), where χ is an unconstrained arbitrary spinor gauge

parameter. Therefore, the equation of motion (3.20) is invariant under two gauge trans-

formations

δε,χΨ(x, η) = δεΨ(x, η) + δχΨ(x, η) . (3.22)

It is straightforward to show that multiplying the fermionic equation of motion (3.19) by

the operator [
γ · ∂x +

(
∂η · ∂x + σµ

)
(γ · η + i σ)

]
(3.23)

gives the bosonic equation of motion (2.12) for the tensor-spinor field Ψ.

3.2 Fermionic action

We can introduce the kinetic operator

K̂(x, η) = δ′(η2 + σ)
(
γ · η − i σ

)
(γ · ∂x) + δ(η2 + σ)

(
∂η · ∂x + σµ

)
, (3.24)

such that (3.20) reads K̂Ψ = 0 . Using (2.19), it can be checked that

K̂† = γ0 K̂ γ0 , (3.25)

which means we can obtain our equation of motion (3.20) from the action

Sfree =

∫
d4x d4η Ψ K̂ Ψ (3.26)

=

∫
d4x d4η Ψ

[
δ′(η2 + σ)

(
γ · η − i σ

)
(γ · ∂x) + δ(η2 + σ)

(
∂η · ∂x + σµ

)]
Ψ ,

where Ψ = Ψ† γ0. The action is gauge invariant under the gauge transformation (3.22).

The proposed action in [13] is equal to this action by choosing σ = 1. The actions for the

integer (2.20) and half integer (3.26) spins comprise both higher-spin and continuous-spin

cases depending on the value of σ following the prescription (2.3).

– 7 –
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4 Wigner equations

The wave equations of Wigner for the bosonic and fermionic CSPs, carrying a unitary

irreducible representation of the Poincaré group, respectively single and double valued,

were presented in [18, 19]. These equations can be obtained as a consequence of the

Fronsdal-like and Fang-Fronsdal-like equations after gauge fixing [8].

For the bosonic CSP, consider (2.12) and (2.15) with σ = 1. After gauge fixing and

defining the gauge invariant field7

Φ̂(p, η) =

∫
dDη

(2π)
D
2

dDx

(2π)
D
2

exp[− i (p · x+ η · ω) ] (p · ω − µ) Φ(x, ω) , (4.1)

we find exactly the single-valued Wigner equations [19]

p2 Φ̂ = 0 , (p · η) Φ̂ = 0 ,(
η2 + 1

)
Φ̂ = 0 ,

(
p · ∂η + i µ

)
Φ̂ = 0 . (4.2)

For the fermionic CSP, after fixing the gauge transformation (3.17) and using the

equation (3.19) we arrive at

(γ · p) Ψ̂ = 0 , (p · η) Ψ̂ = 0 ,

(γ · η − i) Ψ̂ = 0 ,
(
p · ∂η + i µ

)
Ψ̂ = 0 , (4.3)

where Ψ̂ is defined similarly to (4.1). These are the double-valued Wigner equations, except

the third one which should be multiplied by (γ · η + i) to get exactly the results of [19] (see

the explanations in [8]).

Using these equations, it can be shown that the square of the Pauli-Lubanski vector

Ŵµ acting on the bosonic and fermionic gauge fields is proportional to µ2 which implies

that the Pauli-Lubanski vector mixes the helicity eigenstates. To illustrate this, we consider

the Pauli-Lubanski vector as Ŵµ = εµνρσ p̂ν Ĵρσ where the Lorentz generators Ĵµν are

Ĵµν =

{
x[µ p̂ν] + i η[µ ∂

ν]
η , for bosons;

x[µ p̂ν] + i η[µ ∂
ν]
η + i

2γ
[µγν], for fermions.8

(4.4)

Then the square of the Pauli-Lubanski vector Ŵ 2 (assuming p̂2 = 0) for both bosons and

fermions reads

Ŵ 2 = 2 (p̂ · η)(p̂ · ∂η)(η · ∂η)− (p̂ · η)2 (∂η · ∂η)− η2(p̂ · ∂η)2 . (4.5)

Acting the above on the gauge fields and using the Wigner equations ((4.2) and (4.3))

we find (
Ŵ 2 + σ µ2

)
Φ̂ = 0 ,

(
Ŵ 2 + σ µ2

)
Ψ̂ = 0 . (4.6)

This is in agreement with the fact that the field Φ̂ (respectively, Ψ̂) carries an irreducible

representation of the Poincaré group for a bosonic (respectively, fermionic) CSP.

7See the procedure in [8] for more details.
8The brackets stand a[µ bν] = aµbν − aνbµ.
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5 Conservation condition

In this section, we present and obtain the conservation-like condition for continuous-spin

particles via an infinite-spin limit (1.3).

The higher-spin conservation condition (for the integer and half-integer spins) have

been given in [6] and [7] in terms of the higher-spin generalisations of the (linearised)

Einstein tensor. Introducing an auxiliary vector u, we can define

j(x, u) =
1

s!
uµ1 . . . uµs jµ1...µs(x) , (5.1)

Σ(x, u) =
1

n!
uµ1 . . . uµn Σµ1...µn(x) , (5.2)

where jµ1...µs(x) is a bosonic background current of spin s and Σµ1...µs(x) is a fermionic

one of spin s = n+ 1
2 , sourcing the respective massless higher-spin equations[

−�x − (∂u · ∂x) (u · ∂x)− 1

2
(∂u · ∂x)2 u2

]
Φ̃(x, u) = j(x, u) , (5.3)[

Γ · ∂x + (∂u · ∂x) (Γ · u)
]
Ψ̃(x, u) = Σ(x, u) , (5.4)

where the matrices Γ satisfy the Clifford algebra. These equations respectively imply the

following conservation conditions (sometimes called “Bianchi identities” when they are

concerned with the left-hand-side of the equations of motion):[
∂u · ∂x −

1

2
(u · ∂x)(∂u · ∂u)

]
j(x, u) = 0 , (5.5)[

(Γ · ∂u) (Γ · ∂x)− (u · ∂x)(∂u · ∂u)
]

Σ(x, u) = 0 . (5.6)

The double-trace constraint on j and triple gamma-trace constraint on Σ take the following

forms

(∂u · ∂u)2 j(x, u) = 0 , (Γ · ∂u)(∂u · ∂u) Σ(x, u) = 0 . (5.7)

To obtain the massive equations of (5.3) and (5.4), we consider the 5-dimensional analogue

of the previous equations and consider a Kaluza-Klein mode with momentum equal to m

along the fifth direction,[
∂u · ∂x − im∂v −

1

2
(u · ∂x + imv)

(
∂u · ∂u − ∂2

v

)]
j(x, u, v) = 0 , (5.8)[(

Γ · ∂u − iΓ5∂v

)(
Γ · ∂x +mΓ5

)
− (u · ∂x + imv)

(
∂u · ∂u − ∂2

v

)]
Σ(x, u, v) = 0 . (5.9)

where v is an auxiliary variable corresponding to the 5th component of the auxiliary

vector used to define the 5-dimensional generating functions. Introducing the parame-

ter µ = ms, the rescaled variables α = v/s and ω = u/α, and using the relation (B.12),
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the equations (5.8) and (5.9) read[
(∂ω · ∂x − im) +

i µ

s2
(ω · ∂ω) (5.10)

− 1

2
(ω · ∂x + i µ)

(
∂ω · ∂ω −

1

s2
(ω · ∂ω)2 +

2(s− 1)

s2
ω · ∂ω −

s− 1

s

)]
J(x, ω) = 0 ,[(

Γ · ∂ω − iΓ5 +
i

s
Γ5 ω · ∂ω

)(
Γ · ∂x +mΓ5

)
(5.11)

− (ω · ∂x + i µ)

(
∂ω · ∂ω −

1

s2
(ω · ∂ω)2 +

2(s− 1)

s2
ω · ∂ω −

s− 1

s

)]
σ(x, ω) = 0 ,

where J(x, ω) and σ(x, ω) are the new currents defined by

j(x, u, v) = αs J(x, ω) , Σ(x, u, v) = αs σ(x, ω) . (5.12)

Taking the Khan-Ramond limit [5] (m→ 0, s→∞, ms = µ) of equations (5.10) and (5.11),

we find [
∂ω · ∂x −

1

2
(ω · ∂x + i σµ) (∂ω · ∂ω − σ)

]
J(x, ω) = 0 , (5.13)[

(γ · ∂ω + σ) (γ · ∂x)− (ω · ∂x + i σµ) (∂ω · ∂ω − σ)
]
σ(x, ω) = 0 , (5.14)

with σ = 1, and where γµ = iΓ5Γµ are new gamma matrices which satisfy the Clifford

algebra. Writing the parameter σ,9 in (5.13) and (5.14) we also cover the higher-spin

conservation conditions when σ = 0 (eqs. (5.5) and (5.6)). Applying dimensional reduction

on (5.7) and following the above way, we find the constraints on the currents

(∂ω · ∂ω − σ )2 J(x, ω) = 0 , (γ · ∂ω − σ) (∂ω · ∂ω − σ)σ(x, ω) = 0 . (5.15)

To find the interactions with a background current presented in [9, 13], we should work

in η-space, as in the previous sections. The constraints of (5.15) in η-space lead to

J̃(x, η) = δ′(η2 + σ )J(x, η) , σ̃(x, η) = δ′(η2 + σ ) (γ · η − i σ )σ(x, η) , (5.16)

where J(x, η) and σ(x, η) are unconstrained arbitrary functions. If we write (5.13)

and (5.14) in η-space and use (5.16), we find

δ(η2 + σ )
(
∂η · ∂x + σµ

)
J(x, η) = 0 , (5.17)

δ(η2 + σ ) (γ · η − i σ)
(
∂η · ∂x + σµ

)
σ(x, η) = 0 . (5.18)

These conservation conditions can be obtained from the invariance of the following inter-

action terms

Sint = −
∫
d4xd4ηδ′(η2 + σ)J(x, η)Φ(x, η) , (5.19)

Sint = i

∫
d4xd4ηδ′(η2 + σ)

[
σ(x, η)(γ · η + iσ)Ψ(x, η)−Ψ(x, η)(γ · η − iσ)σ(x, η)

]
,

(5.20)

under the gauge transformations (2.16) and (3.22). The currents and gauge fields are now

both unconstrained.
9We choose bold σ for the fermionic current, and tiny σ(= 0 or 1) for the parameter distinguishing HSP

and CSP theories.
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6 Minimal coupling between scalar matter and continuous-spin

gauge fields

Minimal interactions of higher-spin gauge fields with scalar matter and the corresponding

long-range interactions between two scalars, mediated by massless higher-spin particles

propagating on Minkowski background, were investigated in [20], by making use of the

Berends-Burgers-van Dam (BBvD) currents [21] which are symmetric conserved currents

of rank s, bilinear in the scalar field and containing s derivatives. More precisely, following

Noether’s method, and introducing cubic couplings between a complex scalar field and

a tower of symmetric tensor gauge fields, the amplitude for the elastic scattering of four

scalars was found in any dimension (see also [22–25] for more recent studies of such a

process). In this section, following the procedure of [20], we introduce a BBvD-like current

of rank s, which is bilinear in two real scalar fields and includes s derivatives, obeying

a conservation-like law using the equations of motion. We find a generating function

of these conserved-like currents and present Noether interactions between the scalar and

gauge fields.

In order to find an appropriate background current contracting with continuous-

spin fields, we introduce the symmetric conserved-like currents (BBvD-like currents) of

rank s as10

(s)

J µ1...µs(x) = λ(D−6+2s)/2 φ2(x)
↔
∂ µ1 · · ·

↔
∂ µs φ1(x) , (6.1)

where D is the spacetime dimension, λ is a parameter with the dimension of a length,11 φ1

and φ2 are real scalar fields of masses m1 and m2 and the double arrows are defined by

A(x)
↔
∂ xB(x) := A(x)

→
∂ xB(x)−B(x)

←
∂ xA(x) . (6.2)

Consider a matter action made of two free scalar fields φ1 and φ2 of masses m1 > 0

and m2 > 0,

S0[φi ] =
1

2

∑
i=1,2

∫
dDx

(
ηµν ∂µφi(x) ∂νφi(x)−m2

i [φi(x) ] 2
)

(6.3)

which leads to the Euler-Lagrange equations
(
�x+m2

1

)
φ1(x) = 0 and

(
�x+m2

2

)
φ2(x) = 0.

The currents (6.1) are unconstrained (traceful)

ηµ1µ2
(s)

J µ1...µs(x) ≈/ 0 , (6.4)

even when the scalar fields are massless and obey a conservation-like law

∂ ν
(s)

J νµ1... µs−1(x) + µ
(s−1)

J µ1... µs−1(x) ≈ 0 , (6.5)

10The conserved-like currents, with equal scalar fields φ1 = φ2, are proportional to the conserved currents

already introduced in [20, 21] up to a dimensionful parameter.
11The parameter λ is added so that the tensor currents J (s) have mass dimension (D + 2)/2.
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where the “weak equality” symbol ≈ means we used the equations of motion for the free

scalar fields and

µ = λ
(

(m1)2 − (m2)2
)

(6.6)

is a positive parameter with the dimension of a mass12 which can be identified with the pa-

rameter characterising the continuous-spin representation if the difference of mass squares

is fine tuned, as will be assumed from now on. These currents can be packed into a

generating function13

J (x, η) =
∞∑
s=0

1

s!
ηµ1 . . . ηµs

(s)

J µ1...µs(x) = λ(D−6)/2 φ2(x− λ η ) φ1(x+ λ η ) , (6.7)

and we remind the reader that η is a dimensionless auxiliary vector. This function obeys

(∂η · ∂x)J (x, η) = λ(D−4)/2
[
φ2(X−)�X+ φ1(X+)− φ1(X+)�X− φ2(X−)

]
≈ −µJ (x, η) , (6.8)

where X± := x ± λ η. Thus we can write the conservation-like condition (6.5) in terms of

the generating function as (
∂η · ∂x + µ

)
J (x, η) ≈ 0 . (6.9)

This exhibits that the tower of BBvD-like currents (6.1) can be used as a suitable choice of

current to couple to a continuous-spin gauge field (5.19) . Indeed, consider the conservation-

like condition (5.17) with σ = 1, and rewrite it as(
∂η · ∂x + µ

)
J(x, η) =

(
η2 + 1

)
α(x, η) , (6.10)

with α(x, η) an arbitrary function. One finds that J = J is a solution with α = 0 of the

conservation-like equation (6.10) on the mass-shell of the two scalar fields.

The conclusion is that two distinct scalars with distinct masses such that (6.6) can

interact minimally with a CSP via the infinite collection of BBvD currents (6.1).

7 Current exchange

The response of unconstrained higher-spin gauge fields to external currents was investi-

gated systematically in [26]. In this section, we shall obtain the current exchange from

the Schuster-Toro action for unconstrained bosonic CSPs. On the one hand, the Euclidean

analytic continuation (proposed in [9] as a regulated version) of this action produces the

expected residue of the propagator and reproduces the result for the local unconstrained

HSPs, as will be explain in subsection 7.2. On the other hand, as we will discuss in

subsection 7.1, the actual Lorentzian action appears to propagate unphysical degrees of

freedom. This result indicates that the action, although it correctly describes the free dy-

namics, is not a good starting point to add interactions. A similar situation was encountered

12For equal masses m1 = m2, the BBvD-like currents J (s) become the BBvD ones [21].
13Since ηµ is dimensionless, from (6.1), it is clear that the generating function J (x, η) has mass dimension

(D + 2)/2.
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with higher spins in [26] where it was shown that a certain number of non-local actions

resulting in the correct free equations of motion do not reproduce the correct current-

current exchange and can thus be excluded as starting point to introduce interactions.

The appendix D introduces the technical details linked to our discussions in this section.

7.1 Propagated degrees of freedom

From the bosonic action with source, i.e. the sum of (2.20) and (5.19), one obtains the

equation of motion

δ′(η2+σ)

{[
−�x+(η ·∂x)

(
∂η ·∂x+σµ

)
− 1

2
(η2+σ)

(
∂η ·∂x+σµ

)2]
Φ(x,η)−J(x,η)

}
= 0 ,

(7.1)

where Φ and J are the generating functions in η-space. Considering the χ symmetry (2.11),

we can write (7.1) as[
−�x + (η · ∂x)

(
∂η · ∂x + σµ

)
− 1

2
(η2 + σ)

(
∂η · ∂x + σµ

)2]
Φ = J + pure gauge , (7.2)

where by “pure gauge” one means that the right-hand-side in (7.2) takes the form of the

right-hand-side in (2.11). By taking into account ε symmetry (2.16), one can even write

− �x Φ(x, η) = J(x, η) + pure gauge , (7.3)

where now “pure gauge” means a right-hand-side of the form (2.16) with ε=
(
∂η · ∂x+σµ

)
Φ.

Therefore, we can solve the bosonic equation of motion with source (7.1) as

Φ(x, η) = − 1

�x
J(x, η) + pure gauge . (7.4)

The current exchange is proportional to the interaction term (5.19) evaluated on the solu-

tion (7.4), i.e.

Sint =

∫
dDx dDη δ′(η2 + σ ) J(x, η)

1

�x
J(x, η) , (7.5)

where the “pure gauge” contribution disappeared due to the conservation-like condition.

The generating function J(x, η) obeys the conservation-like condition (6.10), therefore

the Fourier transform J(p, η) of the generating function can be assumed to obey

(p · ∂η + i µ)J(p, η) = 0 . (7.6)

The current exchange (7.5) in momentum space reads

Sint = −
∫
dDp dDη δ′(η2 + σ ) J(−p, η)

1

p2
J(p, η) , (7.7)

Using light-cone coordinates (A.3) adapted to a given mode, i.e. such that p+ 6= 0 is the only

non-vanishing component, the conservation-like condition reads (p+∂η+ + i µ)J(p, η) = 0,

which can be solved as J(p, η) = exp(− i µ
p+
η+) j(p, η) where ∂

∂η+
j(p, η) = 0 . Therefore,

the η+ dependence drops from the integrand in (7.7).
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In order to identify the propagating degrees of freedom without making use of the

delicate Wick rotation to the Euclidean signature, let us denote the remaining integrand as

f(p, η) := j(−p, η)
1

p2
j(p, η) (7.8)

in the current exchange (7.5) and consider the derivative of the Dirac delta distribution as

defining the measure of the η-integral.

From now, we will leave the momentum dependence implicit and will focus on the

η-integral part of the current exchange, which can be written generically as

I =

∫
dDη δ′(η2 + σ) f(η) , (7.9)

=
d

dσ

∫
dDη δ(η2 + σ) f(η) , (7.10)

where the function f(η) is actually independent of η+. By changing the variable η to

η =
√
σ η̃, and then taking the derivative with respect to σ, we get

I =

(
D

2
− 1

)
σ
D
2
−2

∫
dDη̃ δ(η̃2 + 1) f(

√
σ η̃)

+ σ
D
2
−1

∫
dDη̃ δ(η̃2 + 1)

η̃ µ

2
√
σ

∂

∂ηµ

[
f(
√
σ η̃)

]
(7.11)

= σ
D
2
−2

∫
dDη̃ δ(η̃2 + 1)

[(
D

2
− 1

)
+

1

2
η̃ µ

∂

∂η̃ µ

]
f(
√
σ η̃) . (7.12)

If we put σ = 1, choose light-cone coordinates (A.3), make use of ∂
∂η+

f(η) = 0, then the

latter integral can be written as

I =
1

2

∫
dDη δ(η2 + 1)

[
∂

∂ηi

(
ηi f(η)

)
+ η−

∂

∂η−
f(η)

]
, (7.13)

where the index i corresponds to the D-2 transverse coordinates. In these coordinates (A.3),

the Dirac delta function in (7.13) takes the form

δ(η2 + 1) = δ
(

2 η+η− − ηiηi + 1
)

(7.14)

= lim
ε→0

 1

2
√

(η−)2 + ε2
δ

(
η+ − sign(η−)

2
√

(η−)2 + ε2
(ηiηi − 1)

) , (7.15)

where we introduced the regularisation

η− = lim
ε→0

{
sign(η−)

√
(η−)2 + ε2

}
(7.16)

in order to extract a factor η− from the delta function (since the above expression is not

valid for η− = 0). Now, by applying (7.15) for (7.13) and performing the integral with
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respect to η+, we get

I = lim
ε→0

∫
dη− dD−2ηi

1

4
√

(η−)2 + ε2

[
∂

∂ηi

(
ηi f(η)

)
+ η−

∂

∂η−

(
f(η)

)]
(7.17)

= lim
ε→0

∫
dη− dD−2ηi

η−

4
√

(η−)2 + ε2
∂

∂η−

(
f(η)

)
, (7.18)

since the integral of the divergence over the transverse coordinates vanishes. From

lim
ε→0

∫
dη−

η−√
(η−)2 + ε2

∂

∂η−

(
f(η)

)
=

∫ ∞
0

dη−
∂

∂η−
f(η)−

∫ 0

−∞
dη−

∂

∂η−

(
f(η)

)
= − 2 f

(
η− = 0, ηi

)
, (7.19)

we finally find

I = − 1

2

∫
dD−2ηi f

(
η− = 0, ηi

)
. (7.20)

As one can see, the integral is not localised on the hypersphere ηiηi = µ2. Therefore, the

current exchange (7.7) in the physical (i.e. Lorentzian) signature appears to propagate a

continuum of CSPs (ηiηi > 0) rather than a single CSP (ηiηi = µ2).

7.2 Euclidean analytic continuation

Let us now turn to the Euclidean analytic continuation of the current-exchange (7.5). For

notational simplicity, we will not distinguish the Wick-rotated variables. Similarly, the

wave operator will actually stand for (minus) the Laplacian.

Referring to appendix D, by using (D.11) we can rewrite the Wick rotation of the

current-exchange (7.5) as

Sint =σ
D
2
−2

∫
dDx

∞∑
k=0

A(D−4
2
,k)

[
J (D−4

2
,k)(x,η;σ)

] (k)

P D−4
2

(
←
∂ η,
→
∂ η)

�x

[
J (D−4

2
,k)(x,η;σ)

]∣∣∣∣∣
η=0

,

(7.21)

where the coefficients A(ν,k) and the operator P(k)
ν , which we will call “spin-k current-

exchange operator”, are defined respectively in (D.12) and (D.15). We also made use of

the redefined conserved(-like) currents

J (D−4
2
, k)(x, η ;σ) = σ

k
2 0 F1

(
D − 2

2
+ k ;−σ ∂η · ∂η

4

)
J
(
x , σ−

1
2 η
)
, (7.22)

following (D.14).

The term at given k = s reproduces the current-exchange for the local unconstrained

spin-s field (we set σ = 1 for simplicity)

J
(s)

PD−4
2

(
←
∂ η,

→
∂ η) J

∣∣∣
η=0

=

bs/2c∑
n=0

1

22n
(

3− D
2 − s

)
n

s!

n! (s− 2n)!

(s)

J [n ] ·
(s)

J [n ] , (7.23)

where

J (x, η; 1) =

∞∑
s=0

1

s!
ηµ1 . . . ηµs

(s)

J µ1...µs(x) , (7.24)
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and the superscript [n ] in (7.23) denotes the nth trace of the rank-s conserved current

J (s), morover this latter object has s − 2n contractions, denoted by a dot, with another

one. The expression (7.23) is exactly the current exchange obtained by the authors of [26].

8 Conclusions and future directions

We have explained how to obtain the bosonic and fermionic Segal-like actions of [9, 13]

respectively from the Fronsdal-like and Fang-Fronsdal-like equations of [8] by solving the

trace constraints in Fourier space.

We have also derived the conservation-like conditions which must be obeyed by external

sources added in the right-hand-side of the (Fang-)Fronsdal-like equations from [8]. By

solving trace constraints again, one can then rederive the conservation-like condition of [9]

that must be obeyed by a current to which the bosonic continuous-spin field can couple

minimally. Accordingly, we introduced a current (similar to the one of Berends, Burgers and

Van Dam [21]) which is bilinear in a pair of scalar matter fields, satisfying this condition

when the difference of their mass squared is properly tuned. It would be interesting to

compare this current with the stress-energy momentum tensor obtained from the Khan-

Ramond infinite-spin massless limit in [27].

Finally, we investigated the current exchange in the formulation of [9]. In Euclidean

signature, the propagator extracted from the Schuster-Toro action has been shown to be

related to the one of a tower of (redefined) fields of finite/discrete-spin. However, in

Lorentzian signature the propagator extracted from the Schuster-Toro action does not

appear to propagate the right degrees of freedom, in the sense that it appears to propagate

a continuum of CSPs rather than a single one. In this respect, the Metsaev actions appear

to be better candidates for defining suitable propagators, given that they are Fronsdal-like

actions. Nevertheless, the fact that the Segal-like action formally defines the correct current

exchange in Euclidean signature suggest that there might exist either a slight improvement

of the action or a suitable prescription to obtain the correct propagator in Lorentzian

signature. We leave these open issues for further exploration.

Note added. While this work was in preparation, the paper [28] appeared which contains

an extensive discussion of the consistent cubic vertices for bosonic continuous-spin fields

and massive fields of arbitrary spin.
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A Conventions

Our gamma matrices in 4 dimensions satisfy the Clifford algebra {γµ, γν} = 2 ηµν . We use

the mostly negative convention for the spacetime signature. Therefore,(
γ0
)†

= + γ0 ,
(
γi
)†

= − γi , (γµ)† = γ0γµγ0 ,
(
γ5
)†

= + γ5 , (A.1)

where γ5 := i γ0γ1γ2γ3 anticommutes with all γµs.

In 5-dimensional spacetime, gamma matrices are still 4×4 matrices and are defined as

γM =
{
γ0, γ1, γ2, γ3, γ4 = ∓ iγ5

}
, M = 0, 1, 2, 3, 4 , (A.2)

which satisfy the Clifford algebra of 5-dimensional spacetime. In odd dimensions, we have

two independent representations depending on the choice of sign for γ4. Among these two

possibilities, we chose the representation with minus sign in γ4 in the body of paper.

The light-cone coordinates are defined as:

η± =
1√
2

(
η0 ± ηD−1

)
, (A.3)

and

ηi =
(
η1, . . . , ηD−2

)
, (A.4)

thus η2 = 2 η+η− − ηiηi.

B Fermionic continuous-spin equations

In this appendix, we review the procedure of [8] to obtain a Fang-Fronsdal-like equation

from the massive higher-spin equation in more details. We also review the equation of

motion from [13] which can be obtained from an action principle and which is equivalent

to the previous Fang-Fronsdal-like equation.

B.1 Massless equation

We consider the Fang-Fronsdal equation in 4 dimensions [8][
(γ · ∂x)− (u · ∂x) (γ · ∂u)

]
Ψ(x, u) = 0 , (B.1)

where Ψ is a 4-component massless totally symmetric spinor-tensor introduced in (3.1).

This equation is gauge invariant under the gauge transformation

δΨ = (u · ∂x) ε , (B.2)

with the gamma-trace condition

(γ · ∂u) ε = 0 , (B.3)

where ε introduced in (3.4). The triple gamma-trace condition reads

(γ · ∂u) (∂u · ∂u) Ψ = 0 . (B.4)
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B.2 Massive equations

To obtain the massive fermionic equations, we take into account the massless ones in 5

dimensions and consider a mode with p4 = m. The equation of motion (B.1) becomes[
(γ · ∂x + imγ4)− (u · ∂x + imv)

(
γ · ∂u + γ4∂v

) ]
Ψ(x, u, v) = 0 , (B.5)

where we put ∂x4 = im, u4 = v, and γ4 = ∓ iγ5 is the fifth element of the Clifford algebra

in 5 dimensions. Therefore, we have two possible independent equation of motions[
(γ · ∂x ±mγ5)− (u · ∂x + imv)

(
zγ · ∂u ∓ iγ5∂v

) ]
Ψ±(x, u, v) = 0 , (B.6)

as are expected in odd dimensions depending on the choice of sign. The upper and lower

signs are related to the massive fermionic fields Ψ+ and Ψ− respectively. These equations

are invariant under the gauge transformations

δΨ± =
(
u · ∂x + imv

)
ε± , (B.7)

with the gamma-trace conditions(
γ · ∂u ∓ iγ5∂v

)
ε± = 0 . (B.8)

The triple gamma-trace conditions become,(
γ · ∂u ∓ iγ5∂v

)(
∂u · ∂u − ∂2

v

)
Ψ± = 0 . (B.9)

In order to obtain the massless equations from the massive ones by taking a limit, we

introduce the parameter µ and the variable α

µ = ms, α =
v

s
, (B.10)

and demand when s goes to infinity and mass to zero, that µ and α are kept fixed. Defining

the new gauge fields ψ± and gauge parameters ε± by

Ψ±(x, u, v) = αs ψ±(x, ω) , ε±(x, u, v) = αs−1 ε±(x, ω) , (B.11)

where ω := u/α, and using the following relations

∂u = α−1 ∂ω , ∂v =
1

s
α−1

(
− ω · ∂ω + α∂α

)
, (B.12)

we will be able to rewrite the equations (B.6)−(B.9) respectively as(γ · ∂x ±mγ5)− (ω · ∂x + iµ)

(
γ · ∂ω ∓ iγ5

[
− 1

s
ω · ∂ω + 1

])ψ±(x, ω) = 0 , (B.13)

δψ± = (ω · ∂x + iµ) ε± , (B.14)(
γ · ∂ω ∓ iγ5

[
− 1

s
ω · ∂ω +

s− 1

s

])
ε± = 0 , (B.15)(

γ · ∂ω ∓ iγ5

[
−1

s
ω · ∂ω+

s−2

s

])(
∂ω · ∂ω−

1

s2
(ω · ∂ω)2+

2(s−1)

s2
ω · ∂ω −

s−1

s

)
ψ± = 0 .

(B.16)

These relations are equations for massive HSP.
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B.3 Continuous-spin equations

Taking the limit (1.3), the equations (B.13)–(B.16) will reproduce the Fang-Fronsdal-like

equations of [8]. In order to obtain equations in the form presented in (3.2)–(3.6), we have

to multiply the limit (1.3) of (B.13) by iγ5 to the left and make use of the new matrices

Γµ = iγ5γµ which satisfy the same Clifford algebra as the γµs.

In summary, the equations of motion for the fermionic CSPs become[
(Γ · ∂x)− (ω · ∂x + iµ) (Γ · ∂ω ± 1)

]
ψ±(x, ω) = 0 , (B.17)

which are invariant under the gauge symmetries

δψ± = (ω · ∂x + iµ) ε± , (B.18)

with the gamma-trace conditions

(Γ · ∂ω ± 1) ε± = 0 . (B.19)

The triple gamma-trace conditions read

(Γ · ∂ω ± 1) (∂ω · ∂ω − 1)ψ± = 0 . (B.20)

C Integrals on auxiliary space

In this appendix, we express the existing η-integrals in the actions as multiple contrac-

tions of indices whose structure can be nicely packed into special functions by making

use of techniques similar to the ones presented in the appendix D of [29] (see also the

appendix A of [9]).

C.1 Generating functions in Lorentzian signature

The integrals over η-space in the actions involve the Dirac delta function via δ(η2 + σ)

or its derivative δ′(η2 + σ). We provide the general solution for the integrals containing

δ(`)(η2 + σ), where ` is the number of derivatives of the delta function with respect to its

argument, but just ` = 0, 1 are needed for this work.

In order to relate η-integrals to index contractions, we introduce the generating

functions

G(`)(ω ;σ) :=

∫
dDη δ(`)(η2 + σ) e−i η·ω =

(
∂

∂σ

)`
G(0)(ω ;σ) , (C.1)

which are the Fourier transform of the corresponding distributions. Since a function can be

formally written as F (η) =
[
F (i∂ω) e−iη·ω

] ∣∣
ω=0

we can write the η-integrals in the action as

∫
dDη δ(`)(η2 + σ)F (η) =

[
F (i ∂ω) G(`)(ω ;σ)

] ∣∣∣∣
ω=0

=
[
G(`)(i ∂η;σ)F (η)

] ∣∣∣∣
η=0

. (C.2)

For the Lorentzian signature, the integral (C.1) is effectively over an internal (D− 1)-

dimensional de Sitter space, more precisely on the one-sheeted hyperboloid η2 = −σ in the
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D-dimensionsal Minkowski auxilliary space. This Lorentzian space has infinite volume, so

these generating functions are not regular at the origin ω = 0, as will be seen from their

explicit expression, but we will extract the regular parts. One trick (cf. [9, 29]) to get a

finite result is to consider the Euclidean signature, where the integral (C.1) is over the

(D−1)-dimensional hypersphere. We will see in the next subsection that the regular terms

of (C.1), for ω2 < 0, in the Lorentzian signature are exactly the ones obtained from (C.1)

in the Euclidean signature with Wick-rotated coordinates.

Firstly, let us determine the explicit formulae for the generating functions (C.1) at

` = 0. They depend on the type of the auxiliary vector ωµ. Let us consider the two

important cases:

Timelike case: ω2 > 0. For ω2 > 0, one can perform the computation of the generating

function (C.1) at ` = 0 by assuming without loss of generality that ω0 =
√
ω2 6= 0 is the

only nonvanishing component of the auxiliary vector ωµ , and then write the final result in

a manifestly covariant form. The integral to perform is

G(0)(ω ;σ) =

∫
dDη δ(η2 + σ) e−i η

0ω0 = σ
D−2
2

∫
dη0dD−1~η δ

(
(η0)2 − ~η 2 + 1

)
e−i
√
σ η0ω0 ,

(C.3)

where ~η = (η1, · · · , ηD−1). The integral over η0 is performed via the identity

δ(x2 − a2) =
1

2 |a|
[
δ(x+ a) + δ(x− a)

]
, (C.4)

which gives

G(0)(ω ;σ) = σ
D−2
2

∫
~η 2>1

dD−1~η
1√

~η 2 − 1
cos
(√

σ(~η 2 − 1)ω0

)
. (C.5)

Introducing the variable t=
√
~η 2−1 and performing the integral over the (D-2)-dimensional

sphere corresponding to the remaining variables, one obtains that the generating func-

tion (C.1) reduces to the covariant expression

G(0)(ω ;σ) = σ
D−2
2

2π
D−1
2

Γ
(
D−1

2

) ∫ ∞
0

dt (t2 + 1)
D−3
2 cos

(
t
√
σ ω2

)
. (C.6)

This integral is defined as a distribution. For D 6 2, the integral is absolutely convergent;

by using (E.2) and (E.18), reads

G(0)(ω ;σ) = 2 cos

[
π

(
2−D

2

)]( √
ω2

2π
√
σ

) 2−D
2

K 2−D
2

(√
σ ω2

)
, (D 6 2) (C.7)

where K is the modified Bessel functions of the second kind. Differentiating (C.6) twice

with respect to
√
ω2 allows to obtain a recurrence relation for the generating functions G(0)

of distinct D. This provides a way to compute G(0) for D > 2 but we will refrain from

doing so because it is the spacelike case that will be used in the sequel.
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Spacelike case: ω2 < 0. For ω2 < 0, one can perform the computation of the generating

function (C.1) at ` = 0 by choosing a frame where ω0 = 0 and then write the final result

in a covariant way. The integral to perform to compute the generating function (C.1) is

G(0)(ω ;σ) =

∫
dDηδ(η2 + σ)ei ~η·~ω = σ

D−2
2

∫
dη0dD−1~ηδ

(
(η0)2 − ~η 2 + 1

)
ei
√
σ ~η·~ω , (C.8)

One can perform the integral over η0 via (C.4) which gives

G(0)(ω ;σ) = σ
D−2
2

∫
~η 2>1

dD−1~η
1√

~η 2 − 1
ei
√
σ ~η·~ω . (C.9)

Introducing spherical coordinates with the following two particular coordinates: the radial

coordinate |~η | :=
√
~η 2 and the azimuthal coordinate θ defined by ~η · ~ω = |~η | |~ω| cos θ,

one can perform the integral over the (D-3)-dimensional hypersphere corresponding to the

remaining coordinates by making use of the integral representation of the Bessel function

of the first kind (E.9), we get

G(0)(ω ;σ) = 2
(
π
√
σ
)D−1

2

(
2

|~ω|

)D−3
2
∫ ∞

1
d|~η| |~η|

D−1
2√

|~η|2 − 1
JD−3

2

(√
σ |~ω| |~η|

)
. (C.10)

This integral is divergent but we can multiply it by exp(− b (|~η|2− 1)1/2), to be convergent

for D > 2. Then, by using (E.10) with a = 1, ν = (D−3)/2, y =
√
σ|~ω|, and finally taking

the limit b→ 0, we will get14

G(0)(ω ;σ) = −π

(
2π
√
σ√

−ω2

)D−2
2

YD−2
2

(√
−σ ω2

)
, (D > 2) (C.11)

where D > 2 and Y is the Bessel function of the second kind.

Secondly, the generic generating functions G(`) can be obtained by combining the ob-

tained equalities, respectively (C.7) and (C.11), with the last equality in (C.1), to arrive at

ω2 > 0 : G(`)(ω ;σ) = 2π `

( √
ω2

2π
√
σ

) 2−D
2

+`

K`−D−2
2

(√
σ ω2

)
cos

[
π

(
yy

2−D
2

+ `

)]
,

(C.12)

for D 6 2(`+ 1) and

ω2 < 0 : G(`)(ω ;σ) = −π1+`

(
2π
√
σ√

−ω2

)D−2
2
−`

YD−2
2
−`

(√
−σ ω2

)
, (C.13)

for D > 2(` + 1). Using (E.17) and (E.13) we can obtain the limiting behaviour of

the relations (C.12) and (C.13) for small arguments of the (modified) Bessel functions,

14We thank Mohammad Khorrami for his useful comments on this point.
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e.g. σ → 0+ or

ω2→ 0+ : G(`)(ω;σ)∼π` Γ

(
2−D

2
+`

)(
1√
πσ

)2(`+1)−D
cos

[
π

(
yy

2−D
2

+`

)]
, (C.14)

ω2→ 0− : G(`)(ω;σ)∼π` Γ

(
D−2

2
−`
)(

2
√
π√
−ω2

)D−2(`+1)

. (C.15)

The relation (C.14) is independent of ω2 and, hence, for non-zero σ, can be finite at the

origin ω = 0. However, due to the gamma function and cosine factors, for D > 2 the right-

hand-side of (C.14) is actually infinite for D even and zero for D odd. The relation (C.15)

is independent of σ but it diverges at the origin ω = 0. Note that, due to the two different

limits on the dimension D in the formulas (C.12) and (C.13), via an analytic continuation

we can only try make a relation between them for D = 2(`+ 1). Using the identity (E.14),

we get

Y0(i z) = − 2

π
K0(z) +

2

π

[
log(i z)− log(z)

]
I0(z) , (C.16)

where I is the modified Bessel function of the first kind and z =
√
σω2 in the present case.

This shows explicitly that the relation between the timelike and spacelike cases is more

subtle than a mere analytic continutation.

C.2 Generating functions in Euclidean signature

To compare the generating function (C.13) with the one which will be obtained in the

Euclidean space, we extract the regular part of the latter in the relevant case (when ω is

spacelike). Applying the definition of the Hankel functions of the first kind in terms of the

modified Bessel functions of the second kind, the relation (C.13) can be converted to

G(`)(ω;σ) = iπ1+`

(
2π
√
σ√

−ω2

)D
2
−1−` [

H
(1)
D
2
−1−`

(√
−σω2

)
− JD

2
−1−`

(√
−σω2

)]
. (C.17)

From the known properties of the Hankel and Bessel functions of the first kind, it is clear

that the second term in the right-hand-side of the above expression is regular at the origin,

for D > 2(`+ 1).

In order to avoid using distributions for the generating functions, the authors of [9, 29]

restricted their analysis to integrals over compact manifolds by introducing the alternative

generating functions15

G
(`)
E (ω;σ) :=

∫
dDη̄ δ(`)(η̄2 + σ) e−i η̄·ω =

(
∂

∂σ

)`
G

(0)
E (ω;σ) , (C.18)

where the integral is over the Euclidean space with Wick-rotated coordinates,

η̄µ = (iη0, η1, . . . ηD−1) ,

15In the Euclidean space with Wick-rotated coordinates, a (−i) prefactor has been omitted in the def-

inition of the generating function, while one should take it into account for comparing to the Lorentzian

solution (C.17).
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so that

η̄2 = ηµν η̄
µη̄ν = −

[(
η̄0
)2

+
(
η̄1
)2

+ · · ·+
(
η̄D−1

)2
]
.

The support of the distribution in (C.18) is the (D−1)-sphere in D-dimensional Euclidean

space determined by η̄2 = −σ, where
√
σ is the radius. Note that when ω is zero, the limit

σ → 0 corresponds to the case when the sphere shrinks to a point, thus G
(`)
E (ω; 0) = 0.

The definition (C.18) at ` = 0 implies(
∂2
ω + σ

)
G

(0)
E (ω;σ) = 0 . (C.19)

Considering rotation symmetry G
(0)
E (ω;σ) only depends on ω through r=

√
−ω2, thus (C.19)

becomes [
d2

dr2
+
D − 1

r

d

dr
+ σ

]
G

(0)
E (ω;σ) = 0 . (C.20)

For σ = 1, this equation reproduces the Bessel differential equation (E.5) with ν = D
2 − 1

in terms of the function r
D
2
−1 G

(0)
E (r). Therefore, the solutions of (C.20) which are regular

at the origin are only the Bessel functions of the first kind, of index D
2 − 1. Combining this

result with the last equality in (C.18) together with the recurrence relations (E.6), one finds

G
(`)
E (ω;σ) = π 1+`

(
2π
√
σ

r

)D
2
−1−`

JD
2
−1−`(

√
σ r)

∣∣∣∣
r=
√
−ω2

. (C.21)

To write the latter, we used the normalisation fixed by the volume of the sphere for ` = 0.

More generally, the value at the origin is:

G
(`)
E (ω;σ)

∣∣∣∣
ω=0

=

∫
dDη̄ δ(`)(η̄2 + σ) =

π
D
2

(√
σ
)D−2(`+1)

Γ
(
D
2 − `

) . (C.22)

Notice that the integral over the (D − 1)-sphere becomes zero in the limit σ → 0 when

D > 2(`+ 1). In this limit, using (E.8), the relation (C.21) will be proportional to σ
D
2
−1−`

which yields zero, independently of the value of ω. However, as we discussed above, the

Lorentzian solution was nonzero in the limit due to the presence of the Hankel function.

Indeed, the formula (C.21) is the regular part of (C.17), up to a factor (−i) which comes

from the definition of the generating functions (cf. footnote 15).

D Current exchange in the Euclidean signature

By making use of the results of the appendix C on the generating functions of the

η-integrals in the Euclidean signature, one can check explicitly that the free actions of

the Schuster-Toro type are not rank-diagonal. We diagonalise these expressions by apply-

ing the Gegenbauer addition theorem.

In this work, we are interested to compute current exchanges obtained from (5.19) in

D dimensions. Therefore we have to compute integrals like

I(σ) :=

∫
dDη δ′(η2 + σ)F1(η)F2(η) , (D.1)
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where the integration should be understood over the Euclidean signature, although we will

omit the bar over η’s not to overload the notation. We want to express (D.1) in terms

of contractions of (traces of) the symmetric tensors appearing as coefficients in the two

generating functions

Fi(η) =

∞∑
s=0

1

s!
ηµ1 . . . ηµs

(s)

Fi µ1...µs , (i = 1, 2) . (D.2)

As is stated in the preceding section C.2, we encounter integrals like (D.1) which,

using (C.2) and (C.21) with ` = 1, become

I(σ) = G
(1)
E (i ∂η;σ)F1(η)F2(η)

∣∣∣∣
η=0

, (D.3)

= πD/2

(
2
√
σ

r

)D−4
2

JD−4
2

(√
σ r
)
F1(η)F2(η)

∣∣∣∣
η=0

, (D.4)

where we introduced the pseudo-differential operator r := (∂η · ∂η)1/2.

We should take into account the Leibniz rule by rewriting (D.4) as

I(σ) = G
(1)
E

(
i (∂η1 + ∂η2)

)
F1(η1)F2(η2)

∣∣∣∣
η1=0=η2

, (D.5)

= πD/2

(
2
√
σ

r̂

)D−4
2

JD−4
2

(√
σ r̂
)
F1(η1)F2(η2)

∣∣∣∣
η1=0=η2

, (D.6)

where the pseudo (bi)differential operator r̂ must be understood as the expression

r̂ = (r2
1 + r2

2 − 2 r12)
1
2 , (D.7)

introducing the pseudo-differential operators r12 := ∂η1 · ∂η2 , r1 := (∂η1 · ∂η1)1/2 and

r2 := (∂η2 · ∂η2)1/2. Because of the presence of the pseudo-differential operators r1 and r2,

the integral I(σ) expressed in terms of the tensors (D.2) will not be rank-diagonal. More

explicitly, by expanding the Bessel function as the power series (E.4), we find (with σ = 1)

I(1) =

∞∑
n=0

g′n,D
(
∂η ·∂η

)n
F1(η)F2(η)

∣∣∣∣
η=0

(D.8)

=

∞∑
n=0

n∑
m=0

n−m∑
k=0

g′n,D
m!k!

n!2m

(n−m−k)!

[
∂mη (∂η ·∂η)n−m−kF1(η)

]
·
[
∂mη (∂η ·∂η)kF2(η)

]∣∣∣∣
η=0︸ ︷︷ ︸

=
(2n−m−2k)

F1
µ1···µn−m−k

µ1···µn−m−k ν1···νm

(2k+m)

F2
ρ1···ρk ν1···νm

ρ1···ρk

,

where ∂mηµ := ∂
∂ηµ1 · · ·

∂
∂ηµm and g′n,D := (−1)n

22n n!
πD/2

Γ(n−1+D/2)
. This expression illustrates that,

for example, the action (5.19) is not rank-diagonal.

One way to make the action rank-diagonal is by redefining the gauge fields. In fact, by

applying Gegenbauer’s addition theorem (E.11) for the Bessel functions, we can reobtain
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the redefined gauge fields of [9]. More precisely, one can first rewrite the relation (D.6) as

I(σ) = σ
D−4
2 πD/2 2D−4 Γ

(
D − 4

2

) ∞∑
k=0

(
D − 4

2
+ k

)
C
D−4
2

k

(
r12

r1 r2

)
(σ r1 r2)−

D−4
2

× JD−4
2

+k

(√
σ r1

)
JD−4

2
+k

(√
σ r2

)
F1(η1)F2(η2)

∣∣∣∣∣
η1=η2=0

. (D.9)

To get a more compact form, we can write the Bessel functions in (D.9), in terms of the

hypergeometric functions (E.22)

JD−4
2

+k

(√
σ ri
)

=

(√
σ ri/2

)D−4
2

+k

Γ
(
D−2

2 + k
) 0 F1

(
D − 2

2
+ k ;−σ r2

i /4

)
, i = 1, 2 . (D.10)

Then the relation (D.9) becomes after some massage:

I(σ) = σ
D
2
−2

∞∑
k=0

A(D−4
2
, k)

[
F̃1(D−4

2
, k)(η;σ)

]
(k)

PD−4
2

(
←
∂ η,

→
∂ η)

[
F̃2(D−4

2
, k)(η;σ)

] ∣∣∣
η=0

(D.11)

where the coefficient A(ν,k) is given by

A(ν,k) =
πD/2

k! 2k Γ(1 + ν + k)
, (D.12)

the operator P(k)
ν (which we will call “spin-k current-exchange operator”) is defined as

(k)

Pν(
←
∂ η,

→
∂ η) =

k!

2k(ν)k
(
←
∂ η ·

←
∂ η)

k/2Cνk

 ←
∂ η ·

→
∂ η

(
←
∂ η ·

←
∂ η)1/2(

→
∂ η ·

→
∂ η)1/2

 (
→
∂ η ·

→
∂ η)

k/2 , (D.13)

and F̃i(ν,k)(η;σ) are redefined generating functions

F̃i (ν,k)(η;σ) = σ k/2 0 F1

(
1 + ν + k ;−σ (∂η · ∂η)/4

)
Fi (η) . (D.14)

These redefined generating functions are written in terms of the hypergeometric function

0 F1. The symbol (a)n in the denominator of (D.13) denotes the n-th Pochhammer symbol

of a (E.1). By expanding the Gegenbauer polynomials (E.24), the spin-k current-exchange

operator (D.13) takes the form

(k)

Pν (
←
∂ η,

→
∂ η) =

bk/2c∑
n=0

1

22n (1− ν − k)n

k!

n! (k − 2n)!
(
←
∂ η ·

←
∂ η)

n (
←
∂ η ·

→
∂ η)

k−2n (
→
∂ η ·

→
∂ η)

n .

(D.15)

Performing the evaluation at η = 0 of (D.11) and considering (D.14) as generating

functions, one finds (with σ = 1)

I(1) =

∞∑
s=0

A(D−4
2
,s)

bs/2c∑
n=0

1

22n
(

3− D
2 − s

)
n

s!

n! (s− 2n)!

(s)

F̃ 1
[n ] ·

(s)

F̃ 2
[n ] , (D.16)

where F̃ [n ] denotes the nth trace of the tensor fields F̃ and the dot between the two tensors

denotes contractions of the remaining indices.
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E Useful functions and relations

In order to be self-contained, we collect here several useful definitions and formulas taken

from [30].

For any n ∈ N and a ∈ R, the rising Pochhammer symbol (a)n is defined as

(a)n =
Γ(a+ n)

Γ(a)
= a (a+ 1) · · · (a+ n− 1) . (E.1)

A useful relation on the Euler gamma function is the reflection formula

Γ(1− z) Γ(z) =
π

sin(π z)
, z 6= Z . (E.2)

The double factorial can be given in terms of the Euler gamma function as

z!! = z(z − 2)(z − 4) . . . (2 or 3) =

√
2z+1

π
Γ

(
1 +

z

2

)
. (E.3)

The Bessel function of the first kind Jν(z) is given as the power series

Jν(z) =
∞∑
m=0

(−1)m

m! Γ(m+ ν + 1)

(
z

2

)2m+ν

. (E.4)

The series (E.4) converges for any finite z and ν. It satisfies the differential equation(
z2 ∂2

z + z ∂z + z2 − ν2
)
Jν(z) = 0 . (E.5)

The following useful relations, related to the Bessel function, were used in the text:

∂z
(
zν Jν(z)

)
= zν Jν−1(z) , (E.6)(

z ∂2
z + (1 + 2 ν) ∂z + z

)
Gν(z) = 0 , where Gν(z) := z−ν Jν(z) , (E.7)

lim
z→0

(
z−ν Jν+ρ(z)

)
=

{
1/(2ν Γ(ν + 1) ) , ρ = 0 ;

0 , ρ > 0 .
(E.8)

An integral representation of the Bessel functions is given by

Jν (z) =
(1

2z)ν

π
1
2 Γ
(
ν + 1

2

) ∫ π

0
dθ (sin θ)2ν e∓i z cos θ , Re(ν) > −1

2
. (E.9)

A useful integral containing the Bessel functions of the first kind is given in [31, pg. 35,

relation (23)] as∫ ∞
a

dxx ν+1(x2 − a2)−
1
2 exp

[
−b(x2 − a2)

1
2

]
Jν(x y)

= −
(
π

2

) 1
2

(a) ν+ 1
2 yν(y2 + b2)−

ν
2
− 1

4Yν+ 1
2

[
a(y2 + b2)

1
2

]
, (E.10)
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where a, b > 0 and Re(ν) > −1. The Gegenbauer’s addition theorem for the Bessel func-

tions [32] reads

Jν(ω)

ων
= 2ν Γ(ν)

∞∑
k=0

(ν + k) Cνk (z)
Jν+k(x)

xν
Jν+k(y)

yν
, (E.11)

where ω2 = x2 + y2 − 2x y z.

The Bessel function of the second kind Yν(z) is related to the one of the first kind by

Yν(z) =
Jν(z) cos(νπ)− J−ν(z)

sin(νπ)
. (E.12)

When ν is an integer the right-hand side is replaced by its limiting value. When ν is fixed ,

z → 0 : Yν(z) ∼ −(1/π) Γ(ν)

(
1

2
z

)−ν
, Re(ν) > 0 . (E.13)

In addition, we have

Yν(i z) = − 2

π i ν
Kν(z) +

2 i ν

π

[
log(i z)− log(z)

]
Iν(z) , ν ∈ Z . (E.14)

The modified Bessel function of the first kind Iν(z) is defined in terms of the Bessel

function of the first kind as

Iν(z) = i−νJν(iz) . (E.15)

The modified Bessel function of the second kind Kν(z) is defined in terms of the ones of

the first kind as

Kν(z) =
π

2 sin(νπ)

(
I−ν(z)− Iν(z)

)
(E.16)

When ν is fixed and z → 0,

Kν(z) ∼ 1

2
Γ(ν)

(
1

2
z

)−ν
, Re(ν) > 0 . (E.17)

An integral representation of the latter is the identity

Kν(z) =
1√
π

(
2

z

)ν
Γ

(
ν +

1

2

)∫ ∞
0

dx
cos(x z)

(x2 + 1)ν+ 1
2

, (E.18)

where z > 0 and Re(ν) > −1
2 . The following recurrence relations on the (modified) Bessel

functions of the first and second kinds are useful:

∂z
[
zν Lν(z)

]
= zν Lν−1(z) (E.19)

where Lν denotes any of the functions Jν , Yν , Iν and eiπνKν , and

2 ν

z
Lν(z) = Lν−1(z)± Lν+1(z) , ∂z Lν(z) =

1

2

[
Lν−1(z)∓ Lν+1(z)

]
(E.20)

where Lν denotes Jν and Yν for the upper signs, and Iν and eiπνKν for the lower ones.
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The generalised hypergeometric function p Fq can be written as

p Fq( a1, . . . , ap ; b1, . . . , bq ; z ) =
∞∑
n=0

(a1)n . . . (ap)n
(b1)n . . . (bq)n

zn

n!
(E.21)

where (a)n s are the Pochhammer symbol (E.1). The z → 0 limit of this function is one.

The Bessel function can be expressed in terms of the hypergeometric function 0 F1

Jν (z) =
(z/2)ν

Γ(ν + 1)
0 F1

(
ν + 1 ;−z2/4

)
, (E.22)

with power series

0 F1

(
ν + 1 ;−z2/4

)
=
∞∑
n=0

1

(ν + 1)n

(− z2/4)n

n!
. (E.23)

The Gegenbauer (or ultraspherical) polynomial Cνk (z) with ν > −1
2 and ν 6= 0 is a

polynomial of degree k ∈ N in the variable z defined as

Cνk (z) =

bk/2c∑
n=0

(−1)n

n!

Γ (ν + k − n)

Γ (ν) (k − 2n)!
(2 z)k−2n , (E.24)

where bk/2c is the largest integer less than or equal to k/2. Notice that Cν0 (z) = 1 and

Cνk (−z) = (−1)k Cνk (z) . The limit

C0
k(z) = lim

ν→0

1

ν
Cνk (z) , (E.25)

is related to Chebyshev polynomials of the first kind which can be used when we work in

4 dimensions.
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