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Abstract

We consider a non-Newtonian fluid flow in a thin domain with thickness 7. and an oscillating top
boundary of period €. The flow is described by the 3D incompressible Navier-Stokes system with a
nonlinear viscosity, being a power of the shear rate (power law) of flow index p, with 9/5 < p < +o0.
We consider the limit when the thickness tends to zero and we prove that the three characteristic
regimes for Newtonian fluids are still valid for non-Newtonian fluids, i.e. Stokes roughness (7. ~ ¢),
Reynolds roughness (1. < ¢) and high-frequency roughness (1. > ¢) regime. Moreover, we obtain
different nonlinear Reynolds type equations in each case.

AMS classification numbers: 76D08, 76A20, 76A05, 76M50, 35Q30.
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1 Introduction

The classical lubrication problem is to describe the situation in which two adjacent surfaces in relative
motion are separated by a thin film of fluid acting as a lubricant. Such situation appears naturally
in numerous industrial and engineering applications, in particular those consisting of moving machine
parts. The mathematical models for describing the motion of the lubricant usually result from the
simplification of the geometry of the lubricant film, i.e. its thickness. Using the film thickness as
a small parameter, an asymptotic approximation of the Stokes system can be derived providing the
well-known Reynolds equation for the pressure of the fluid (see Bayada and Chambat [5] or Reynolds
[27] for more details). For the stationary case, considering no-slip condition on the boundary and an
exterior force f’ , the two-dimensional Reynolds equation for the unknown pressure p has the form

diva (hgf (7 - vx/ﬂx’))) 0, (L.1)

where h describe the shape of the top boundary and p is the fluid viscosity.

Engineering practice also stresses the interest of studying the effects of domain irregularities on a
thin film flow. Thus, the goal becomes in identifying in which way the irregular boundary affects the
flow. In this sense, the oscillating boundary is described by two parameters, € and 7., which are devoted
to tend to zero. The parameter € is the characteristic wavelength of the periodic roughness, and 7.
is the thickness of the domain, i.e. the distance between the surfaces. By means of homogenization
thecniques, it is showed in Bayada and Chambat [6, 7] that depending in the critical size, n. ~ ¢ with
Ne/e = A, 0 < A < 400, there exist three types of flow regimes. This result has been successfully
generalized to the unstationary case (the rough surface is moving) in Fabricius et al. [18, 19]. Below,
we describe the three characteristic regimes:

e Stokes roughness regime: it corresponds to the critical case when the thickness of the domain is
proportional to the wavelength of the roughness, with A the proportionality constant, 0 < A < +o0
(see Figure 1). In this case, a modified Reynolds equation is obtained as an effective model where
the coefficients are obtained by solving 3D local Stokes problems which depend on the parameter
A

e Reynolds roughness regime: it corresponds to the case when A = 0, i.e. 7. < ¢ and so the
wavelength of the roughness is much greater than the film thickness (see Figure 2). In this case, a
modified Reynolds equation is obtained as an effective model where the coefficients are obtained
by solving 2D local Reynolds problems. Similar averaged effective equations appear for example
in [25, 26, 30].

e High-frequency regime: it corresponds to the case when A\ = +o0, i.e. 7 > ¢ and so the
wavelength of the roughness is much smaller than the film thickness (see Figure 3). In this case,
due to the highly oscillating boundary, the velocity field vanishes in the oscillating zone and a
simpler Reynolds equation is deduced in the non-oscillating zone.

This problem is well studied in the case of Newtonian fluids, however, for the non-Newtonian fluids
the situation is completely different. The main reason is that the viscosity is a nonlinear function of
the symmetrized gradient of the velocity. A relevant case of non-Newtonian fluids is when the viscosity
satisfies the nonlinear power law, which is widely used for melted polymers, oil, mud, etc. If u is the
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Figure 1: Stokes roughness regime
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Figure 2: Reynolds roughness regime
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Figure 3: High-frequency regime

velocity and Du the gradient velocity tensor, denoting the shear rate by D [u] = %(Du + Dtu), the
viscosity as a function of the shear rate is given by

(D [u]) = p D], 1<p<+oo,

where the two material parameters 4 > 0 and p are called the consistency and the flow index, re-
spectively. Recall that p = 2 yields the Newtonian fluid, for 1 < p < 2 the fluid is pseudoplastic
(shear thinning), which is the characteristic of high polymers, polymer solutions, and many suspen-
sions, whereas for p > 2 the fluid is dilatant (shear thickening), whose behavior is reported for certain
slurries, like mud, clay or cement, and implies an increased resitence to flow with intesified shearing.

Similarly to the mathematical derivation of the 2D Reynolds equation (1.1) for Newtonian fluids,
a 2D nonlinear Reynolds equation for non-Newtonian fluids has been obtained in Bourgeat et al. [12]
and Mikeli¢ and Tapiero [23], which has the form

Nnp'+1 5

div, < T ey -9
22 (p' + P!

where p’ = p/(p — 1) is the conjugate exponent of p.

e - vmm’))) =0,

In this paper, we consider fluid flows satisfying the non-Newtonian Navier-Stokes system, where
the viscosity satisfies the nonlinear power law with 9/5 < p < 400, in the thin domain with a rough
boundary described above (see Fig. 1, Fig. 2 and Fig. 3). Our purpose is to study the asymptotic
behavior of this system when ¢ and 7. tend to zero. The proof of our results is based on an adaptation
of the unfolding method (see Arbogast et al. [3], and Cioranescu et al. [15]), which is strongly related
to the two-scale convergence method (see Allaire [2], and Nguetseng [24]), but here it is necessary to
combine it with a rescaling in the height variable, in order to work with a domain of fixed height, and
to use monotonicity arguments to pass to the limit. The unfolding method is a very efficient tool to
study periodic homogenization problems where the size of the periodic cell tends to zero. The idea is
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to introduce suitable changes of variables which transform every periodic cell into a simpler reference
set by using a supplementary variable (microscopic variable). Thanks to this method, we are able
to identify the critical size and later the effects of the microstructure in the corresponding effective
equations. Thus, we obtain that the critical size is exactly the same as the one of the Newtonian
case, i.e. when 7. ~ ¢ with n./e = X, 0 < A < +o00. This means that the same three characteristic
regimes are still valid for the non-Newtonian case: the Stokes roughness regime (7. = ¢), the Reynolds
roughness regime (7. < ) and the high-frequency regime (1. > €). As a result, we generalize the
Newtonian case studied by Bayada and Chambat [6, 7] to the case of a non-Newtonian fluid governed
by the Navier-Stokes system and we give the explicit expressions in each regime, which are the main
novelties of the paper.

Some other generalized nonlinear Reynolds equations for non-Newtonian fluids has been also ob-
tained in Duvnjak [17] for lubrication of a rotating shaft, in Boukrouche et al. [9] and Boukrouche
and El Mir [10], where it is assumed stick-slip conditions given by Tresca law on the boundary, and in
Sudrez-Grau [28], where Navier slip boundary conditions are prescribed on the rough boundary.

The plan of this paper is as follows. In Section 2, the domain and some notations are introduced.
In Section 3, we formulate the problem and state our main result, which is proved in Section 6 using
a priori estimates and compactness results established in Section 4 and Section 5, respectively.

2 The domain and some notations

Along this section, the points z € R3 will be decomposed as z = (2, x3) with 2’ € R?, z3 € R. We also
use the notation z’ to denote a generic vector of R2.

We consider a smooth bounded open set w C R%. The thin domain with an oscillating boundary is
defined by

/
ng{xeR?’:x’ew,0<x3<n€h<i)}, (2.2)

where the oscillating part of the boundary 0. is given by

/
Egz{xGR?’:x/Ew, $3:ngh<x>}.
€

Here, n-h(a’/e) represents the real gap between the two surfaces and h is a smooth function, defined
for 4 in R?, Y’-periodic, being Y’ = (—1/2,1/2)? the cell of periodicity. The small parameter 7. is
related to the film thickness, whereas the small parameter ¢ is the wavelength of the roughness.

In order to have a domain with thickness order one, we use the dilatation in the variable z3 given
by

T3
3= 23
ys = (2.3)

which transforms the thin domain €. in the rescaled domain Q. given by

/
Qaz{(x/,y3)€R2xR:x/€w,0<y3<h<i>}, (2.4)
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where the oscillating part of the boundary 99, is given by

o~ /
EEZ{($/793)€R2XR : ZL‘/G(,U7 ygzh(aj)} .

3

We denote
hin = min h(y"),  hmax = max h(y'),

y ey’ yey’
and we define the domain with a fixed height £ by
Q={(2",13) eR?xR : 2’ €w, 0<y3 < hmax} ,
and the corresponding top boundary ¥ by
Y={(z,y3) €ER? xR : 2/ €w, y3 = hmax}-

We also define
Q" = {(2,y3) ER?XxR: 2 cw, 0<ys < Poin } -

We denote by Y the reference cell in R3, which is given by
Y={yeR®:9/ cY 0<ys<h(y)}, (2.5)

and by L(Y), Wﬁl’p(Y), with 1 < p < +o0o, the functional spaces

Lg(Y) = {v el (V) : /Y [v|Pdy < 400,
v(y + K, y3) =v(y) VK € Z? ae. y € Y},

and
WP (Y) = {v e WL (Y)NIE(Y) - /Y IV vlPdy < +oo}.

We denote by O, a generic real sequence which tends to zero with € and can change from line to
line. We denote by C' a generic positive constant which can change from line to line.

3 Setting and main results

In this section we describe the asymptotic behavior of an incompressible viscous non-Newtonian fluid
in the geometry €. given by (2.2). The proof of the corresponding results will be given in the next
sections.

Our results are referred to the stationary non-Newtonian Navier-Stokes system,

{ —div (n, (D [ue]) D [ue]) + (ue - V)ue + Vpe = fin Q,

divu, =0 in €, (3.6)

where u. is the velocity, p. is the pressure (scalar) and p’ = p/(p — 1) is the conjugate exponent of p.
The right-hand side f is of the form

f(x) = (f(2),0), ae. z€Q,
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where f is assumed in L (w X (—hmax; Pmax))?. This choice of f is usual when we deal with thin

domains. Since the thickness of the domain, 7)., is small then the vertical component of the force can
be neglected and, moreover the force can be considered independent of the vertical variable.

Finally, we may consider no-slip boundary conditions without altering the generality of the problem
under consideration,

ue =0 on 0. (3.7)

It is well known that (3.6)-(3.7) admits at least one weak solution (u.,p.) € Wy P(Q)3 x Lg/(QE) with

9/5 < p < +0oo (see Lions [20] and Malek et al. [21] for more details). The space Lgl(QE) is the space
of functions of L?'(€.) with null integral.

Our aim is to study the asymptotic behavior of u. and p. when e and 7. tend to zero. For this
purpose, as usual when we deal with thin domains, we use the dilatation in the variable x3 given by
(2.3) in order to have the functions defined in the open set €. defined by (2.4).

Namely, we define @i. € WP(Q.)3, . € LF (Q.) by

e (2, y3) = ue (2’ neys), Pe(a,ys) = pe(@/,neys), ace. (2',y3) € Qe

Let us introduce some notation which will be useful in the following. For a vectorial function v = (v/,v3)
and a scalar function w, we will denote Dy [v] = §(Dyv+ D%v) and 9y, [v] = §(8y,v + 6%, v), where we

denote 9y, = (0,0, B%)t, and associated to the change of variables (2.3), we introduce the operators:

Dy, Dy, div,, and V,_ by

1 1
Dy, [v] = 5 (Dpv + kav) . divy v =divyo + 773%1)3 ,

€

(Dnsv)i,j = Ozjvi for i = 1,2,3, ] = 1, 2,
1 .

(Dp.v)iz = —0yv; for i=1,2,3,
Tle

1
Ve = (Vow, *ay:aw)t .

£

Using the transformation (2.3), the system (3.6) can be rewritten as

- (3.8)

div, 4. = 01in (),

{_divna (N Dy [as]’p72 Dy, [ﬂ€]> +(te - Vi, )ue+Vp.pe = f in 0,

with no-slip condition, i.e. B
e =0 on 0. (3.9)
Our goal then is to describe the asymptotic behavior of this new sequence (e, pe).
The sequence of solutions (i, p.) € Wy P(€.)? x Lgl (€2.) is not defined in a fixed domain independent
of € but rather in a varying set {2.. In order to pass the limit if ¢ tends to zero, convergences in fixed

Sobolev spaces (defined in ) are used which requires first that (@, p.) be extended to the whole
domain €.
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Then, by definition, an extension (0., P.) € VVOLIQ(Q)3 X Lgl(Q) of (e, pe) is defined on Q and
coincides with (e, pe) on Q..

In order to simplify the notation, we define S as the p-Laplace operator

S =1¢P%¢, VEEREYE, 1<p<too.

Our main result referred to the asymptotic behavior of a solution of (3.8)-(3.9) is given by the
following theorem.

Theorem 3.1. Assume 9/5 < p < +00. We distingue three cases depending on the relation between
the parameter n. with respect to e:

p

i) If ne ~ &, with n./e = X, 0 < A < +00, then the extension (n. " ., P.) of a solution of (3.8)-
(8.9) converges weakly to (¥, P) in WP (0, hmax; LP(w)?) x Lgl (w) with 3 = 0. Moreover, it holds

that P € W' (w) and (V', P) is the unique solution of the nonlinear Reynold problem

V(2" = lA)‘ <f’(x') — erp(x')> in w,
- H
divyV'(2") =0 in w, (3.10)
V'(2')-n=0in Ow,

where V' (z) = fohm‘”‘ ¥'(2',y3) dys and A* : R? — R? is monotone, coercive and defined by

&) = [y, v R (3.11)

where wé (y), for every & € R2, denote the unique solution in Wﬁl’p(Y)?’ of the local Stokes
problem in 3D

—div)S (]D)A[wfl]) +Vrt = ¢ inY,
diV,\wgl = 0 m Y, (312)
wé = 0 in y3=0,h(y),

w78 Y — periodic.
where Dy [-] = ADy [] 4+ 9y, [, Vi = (AVy, 0y,)! and divy = Adivy + 9y, .
__p_ - ~
ii) if n. < €, then the extension (ne * 0., P:) of a solution of (3.8)-(3.9) converges weakly to (v, P)
in WHP(0, haax; LP(w)3) x LY (w) with @3 = 0. Moreover, it holds that P € W' (w) and (V', P)
is the unique solution of the nonlinear Reynolds problem

- 1 _
V()= ———A° ( 7)) — Vx/]ﬁ(aj')> in w,
divy V'(2') =0 in w,

V'(z') -n=0in dw,

where V(z') = fohm‘“ o(2',y3) dys and A° : R? — R? is monotone, coercive and defined by

! /72 !
¢ +vynt| (5’ + Vb ) dy, Ve eR? (3.14)

O
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where, 78 (y), for every € € R2, denote the unique solution in Wﬁl’pl(Y’) N Lg/ (Y") of the local
Reynolds problem in 2D

div,y (h(y')p/"'1

! 2 /
§/+Vy/7T€ ‘p <§,+Vy/71'£)> = 0 in Y/,
(h(y’)’”'+1

(3.15)
¢+ Vyrt

Ve (§’+Vy/7r5,)>~n = 0 in Y.

__p -
iii) If ne > €, then the extension (n: *~'0., P.) of the solution of (3.8)-(3.9) converges weakly to
(2, ]5)~ in WP (0, huin; LP (w)3) x Lg (w), with 53 = 0. Moreover, it holds that P € W' (w) and

(V', P) is the unique solution of the nonlinear Reynolds problem

- hp/.Jrl ~ p'—2/ .
V(') = ——min | Fa!) = Vi) () - Vaita)) |
2)7 (pé)f Dpr=1 (3.16)

where V(:z:’) = fohmi“ (2’ y3) dys.

Remark 3.2. The monotonicity and coerciveness properties of A* and A° given by (3.11) and (3.14),
respectively, can be found in Bourgeat et al. [14].

Remark 3.3. This is a preliminary step towards a complete generalization of the papers of Bayada
and Chambat [6, 7] in order to consider rough surfaces of type n-h(x', 2’ /€) (locally periodic oscillatory
boundaries), which are more practical from the engineering point of view. We think that this could
be successfully managed by an adaptation of the recent version of the unfolding method introduced by
Arrieta and Villanueva-Pesqueira [4], which will be object of a future study.

4 A priori estimates
Let us begin with the classical Poincaré and Korn inequalities.
Lemma 4.1. (Poincaré’s inequality) For w € W&’p(Qa)?’, 1 <p< +o0,

lwllzee.)s < Cnel|OzswllLoa.)s » (4.17)
where C is independent of w and €.

Lemma 4.2. (Korn’s inequality) For w € Wol’p(QE)3, 1<p<+oo,
[Dwl|zr(0.)3xs < ClDw][poq.ysxs , (4.18)

where C is independent of w and €.
Proof. See Lemmas 1.2 and 1.3 in Mikeli¢ and Tapiero [23]. O

Let us obtain some a priori estimates for velocities u. and ..
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Lemma 4.3. Assume that 9/5 < p < +oo. There exists a constant C' independent of €, such that a
solution ue of problem (3.6)-(3.7) and the corresponding rescaled solution, ., of the problem (3.8)-(3.9)
satisfy

2p-1_ 4 2p-1

el zpnye < CnZ D [l e < CnZ¥, (4.19)
HDUEHLP(QE)SXS < Cﬁepz(zj) , (4.20)

ell s < O Ty Dy, (@]l 50 < O (4:21)
1D, thell 1y 5, y3xs < o, (4.22)

Proof. Multiplying by wu. in the first equation of (3.6) and integrating over )., we have

D ] 1 s = /qu da. (4.23)

Using Holder’s inequality and the assumption of f, we obtain that
%
fruede < Cn? HUEHLP(QE)3 ,
Qe
and by (4.23), we have
1
D [u5]||’£p(95)3x3 <Cnd HUEHLP(QE)3'
Taking into account (4.17) and (4.18), we obtain the second estimate in (4.19).

Consequently, from (4.18) and the second estimate in (4.19), we get (4.20). Finally, taking into
account (4.17) and (4.20), we obtain the first estimate in (4.19).

By means of the dilatation (2.3), we get (4.21) and (4.22).
O

Lemma 4.4. Assume that 9/5 < p < 4+o00. There exists a constant C independen of e, such that a
solution p. of the problem (3.8)-(3.9) satisfies

anaﬁsnw—l,p’(ﬁa)3 < C. (4.24)

Proof. From system (3.8), we have that (brackets are for the duality products between WP and
Wo)

(Voidier B, = —i /S~2 S(D, [iic]) : Dy @ da’dys

: (4.25)
+/~ f-@dr'dys — /~ (e - V. )ie ¢ da’dys .
Qe Qe
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for every ¢ € Wol’p(ﬁs)g. By the second estimate in (4.21), we have

i [ 5O D) Do ] < 1D 1y D Pl o

1
<=
13

A iy N = I
(4.26)

< CH@”WOLP(QE)aa

' / f - @ dadys
Q.

< CH@HW(}»P(Q )3

Hence, to derive estimates for V,_p. from (4.25), we just need to consider the initial terms, which can
be written

/~ (Ge - Vi, )Ue pdx'dys = —/~ U@ : Dy @ dx'dys
Q. Qe
1 - - - .
+— </~ Oy Ue 3Uc - G dx'dys + /~ Ug, 30y, U - ¢dx’dy3> ,
€ Qe Qe

where (u®w);; = uwj, i =1,2, j =1,2,3.

(4.27)

We consider separately the two terms in the right-hand side of (4.27):
(i) Estimate of the first part of the right-hand side of (4.27) has the form

Hae”iq/(ﬁs):’,HDm/SbHLp(ﬁE):st )
with 2/¢' +1/p=1.

p*(p—1)—2p
2(p*—p)

We introduce the interpolation parameter 8 =
[p, +00) if p =3 and p* € [p,+oc] if p > 3.
For 9/5 < p < 3, we have that 0 < 6 <1 such that

where p* = (3??1)) if 9/5 < p <3, p*e

1 6 1-90
¢ p
We have the interpolation
el < Vel gl

and by the the Sobolev embedding, Wol’ < LP", and the first estimate in (4.21) and estimate (4.22),
we obtain

~ ~ 10 ~ =1
”UsHLq/(ﬁE)s < HusH ) 3HD 6’ o Q )3%3 < ||UEHW(}!P(§E)3 <Cnf ',

and then,

/~ U@ : Dy @ da'dys| < C’776 ngHWl (@)

For p > 3, we take p* = p and we have

2p

/~ R, : Dy pda'dys| < Cnk~ Hgonl (@)
Qe

10
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(ii) Estimate of the second part of the right-hand side of (4.27) has the form

C . . -
17”%3“6”1;17(55)3||us||Lq’(§€)3||‘P‘|Lq’(g~zs)3 )
€

with 2/¢"+1/p = 1.
For 9/5 < p < 3, working as in item (i), we have
1
~ —1
el iy < CnF s 18l s < I8l
and by estimate (4.22), we get

2

1 Ue 2U~D ~ ~ - o1 ~
[ (owicaicorin+ [ toicpartin )| < 0 1oy
Qe Qe

e

For p > 3, we take p* = p and we have

2p

1 R N L
/~ (8y3u5,3us@dx/dy3 + /; Ua,Saygus Sodx/dy?s) ‘ <CnZ” H@HWl P(Qe)3
Qe Qe

e

Then, from (4.27) we can deduce that for 9/5 < p < 3, we obtain

[ (e V)i st < O 18l

and for p > 3, we get

217

/ﬁ (e - V)i p da'dys| < Cn2 " (18]l yyron gy, -

Taking into account the previous estimates with 7. < 1 and (4.26) in (4.25), for 9/5 < p < 400, we
have

(Vi Pes >Q | < CHSOHWW 0.3

and so we have the estimate (4.24).

In order to estimate the pressure, since ﬁs is a bounded Lipschitz domain, we have
”ﬁEHLg'(ﬁ ) <C( )vaEHW Lo’ (Q.)3"
We take into account that the constant depends on the domain, i.e. it depends on €. Thus, we can

not obtain an estimate of the pressure in a fixed domain in order to prove convergence. So we have to
define a continuation of the pressure to {2 in order to prove convergence.

11
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4.1 The Extension of (., p.) to the whole domain (2

In this section, we will extend the solution (@c,p:) to the whole domain Q. It is easy to extend the
velocity by zero in Q\Q. (this is compatible with the no-slip boundary condition on 0f2.). We will
denote by 0. the continuation of @, in . It is well known that extension by zero preserves LP and
W, ? norms for 1 < p < 400. We note that the extension @ belongs to W, ?(€)3.

Extending the pressure is a much more difficult task. Tartar [29] introduced a continuation of the
pressure for a flow in a porous media. This construction applies to periodic holes in a domain ).
when each hole is strictly contained into the periodic cell. In this context, we can not use directly this
result because the “holes” are along the boundary Y. of 2., and moreover the scale of the vertical
direction is smaller than the scales of the horizontal directions. This fact will induce several limitations
in the results obtained by using the method, especially in view of the convergence for the pressure. In
this sense, for the case of Newtonian fluids, Bayada and Chambat [7] and Mikeli¢ [22] introduced an
operator R® generalizing the results of Tartar [29] to this context. In our case, we need an operator Ry

between WP(€2)3 and WP(€,)3 with similar properties.

Let us introduce some notation. We consider that the domain w is covered by a rectangular mesh
of size e: for k' € Z2, each cell Y’,7E = ek’ +eY’. We define the thin domain

QE:{:UERg s 2’ €w, 0 <23 < Nehmax ),
and the corresponding cubes of size € and height 7.hmax given by Qu . = k’,’s X (0, Mehmax). We also

define ka’,a = k//,f-: X (07 hmax)-

According to the definition of the basic cell Y defined in (2.5), we also define Y} . = Y}, - x (0, h(y"))

for k' € Z2. We also consider a smooth surface included in Y and surrounding the hump such that Y
is split into two areas Y; and Y, (see Figure 4).

Figure 4: Basic cell Y

12
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We also define the following sets:

=Y % (0, hmax),

I~ =Y % (0, hunin),
Yy =11\ (Y, UYy),

S = dY;, N 8Yy.

We suppose from now on the following assumptions:

(H1) the surface roughness is made of detached smooth humps periodically given on the upper part of
the gap,

(H2) w is covered by an exact finite number of periodic sets Yy .. Thus, we define T, = {k’ € 72
wn Yk’,s 7& ®}a

(H3) dY,, is a C'! manifold.

Generalizing Bayada and Chambat [7], we get the following.

Lemma 4.5. For given ¢ € WIP(I1)3, 1 < p < 400, such that = 0 on T, there exists w in WHP(Y,,)?
such that:
Wy = pg  and wlaym\s =0.

Moreover, there exists a constant C' which does not depend on ¢ such that:
[@]lwrey,s < Cl@llwirams,
(4.28)
div,, ¢ = 0 = div,,w = 0.

Proof. The proof is very similar to that given in [7] for the case p = 2. In addition to the technique
used in [7], one needs LP-regularity for the Stokes equation.

O

Lemma 4.6. There exists an operator R : I/Vol’p(Qs)3 — Wol’p(QE)?’, 1 < p < 400, such that:

1. e WyP(Q)® = Ri(p) =
2. divp =0=divR,(v) =

3. For any ¢ € W, YP(Q.)3 (the constant C is independent of ¢ and ), we have
)

IR @) oy < € (Illiruy
+5”Dx/90||LP(QE)3X2 + 776“8903‘70HLP(Q5)3) )

1
1D Re(@) ln(@nyez < C(Zlellini@nye
+1Dareloguype + EllOratlireanys)

1
02 B (@r e < C (I lriuy

S
o IDeellim(@uyee + 102l
€

13
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Proof. For any ¢ € Wol’p(H)?’ such that @ = 0 on I, Lemma 4.5 allows us to define R,(¢) € W1P(II)?
by

¢ if yeYy,
Ry(p)=¢q w if yeY,,

0 if yeYs,

which satisfies
[ir@rar+ [ iDr@ra<c( [ [1nra). (4.29)
I II Il Il
For every k' € T, by the change of variables
/
, o, T x3 dx
k +y - ;7 Y3 = Ea dy: %7 8y’ :ga:v'7 8113 :776821237

we rescale (4.29) from II to Q.. This yields that, for every function ¢ € lep(Qk/ﬁ):%, one has

/Q Ry(@)P dz + & / Dy Ry()|P e + 1 / 00 Ry()|P d
k! e

Qk’,s Qk/,e

<C (/ \@!pdwﬂ”/ \Dw!”dwrné’/ @Mpdw-)
Qe Q Q

ke ke

We define R}, by applying R), to each period Qs .. Summing the previous inequalities for all the periods
Q' ¢, and taking into account that from (H2) we have Q. = Uper, Qi ¢, gives

/ IRZ(w)I”dﬂﬁJr&”/Q IDfof,(w)l”dﬂﬁJrn?/Q |0y By ()" de

<[ eparie [ 1Daplissn [ (onelrds).
Qe Qe Qe

Obviously R;(¢) lies in VVO1 P(Q.)3 and is equal to ¢ if ¢ is zero on Q. \ €, so we get the estimates in
the third item. Moreover, the second item is obvious from (4.28)2 and the definition of R,
O

Lemma 4.7. Setting Eg(cﬁ) = R;(¢) for any ¢ in Wol’p(ﬂ)g, 1 < p < +oo, where g(z',y3) = (2, n:ys3)
and Rj, is defined in Lemma 4.0, we have the following estimates

i) if ne = e, withn:/e - X\, 0 < A < +00 orn. < ¢, then
HR;(@HM(QE)S < C”@HWOLP(Q)S )
~ 1
HDnst(SO)HLp(ﬁE)SXP, < Cﬁ”@”wolﬂp(g)s )

i) if ne > e, then B
IR oy < Ol lyin e

- 1.
”DneR;(QO)HLp(ﬁE):sm < Cg||<10HWOI’p(Q)3 )

14
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Proof. Considering the change of variables given in (2.3) and the estimates given in Lemma 4.6, we
obtain ~
IRS (P 1o .98 < C (1€llr0)s + €l Dar @l o (yexz + 10y Plloeys)

~_ 1, . 5 1 -
[1Dar By (D)l 1o y3x2 < € <6\<P||LP(Q)3 + | D@l Lo (ey3x2 + EHays‘PHLP(Q)3> :

Hay:‘sfi;(@)”[;}(ﬁgﬁ < C (19l rys + ellDar@ll o)z + 110y Pl Lr(e)) -

Taking into account that €,7. < 1 and the relation between € and 7., we have the desired result. [

It is then possible, to use the classical Tartar extension of the pressure.

Lemma 4.8. Assume that 9/5 < p < 400. There exists a constant C' independent of €, such that the
extension (0., P.) € Wol’p(Q)?’ x LB () of a solution (te,p:) of (3.8)-(3.9) satisfies

P 1

||7~)6HLP(Q)3 < Cﬂé’j, H]Dns [ﬂg]HLP(Q)SXS < Cﬁapja (4‘30)

1

HD??JN)EHLP(Q)SM < Cnepj- (4.31)

For the cases n. = e, with n:/e — X\, 0 < XA < 400, orn. < &, we have
|

P,

<G, (4.32)
Ly (@)
and for the case ne > ¢, we have

<C. (4.33)

€

Ly (@)

Proof. We first estimate the velocity. Taking into account Lemma 4.3, it is clear that, after extension,
(4.30)-(4.31) hold.

The mapping R} defined in Lemma 4.6 allows us to extend the pressure p. to Q. introducing F; in
W (Q.)%:
(Feo0)q. = (Vpe, Ry(¢))a. ,  for any ¢ € WP(Q.). (4.34)
We calcule the right hand side of (4.34) by using (3.6) and we have

(Fodlg. = = [ SOu): DRy(p)da .
: 4.35
+/ fRy(p) dx—/ (ue - V)ue R () da .

Moreover, divep = 0 implies
<F € §0>Q6 =0,
and the DeRham theorem gives the existence of P: in Lgl(QS) with F. = VP..
We get for any ¢ € WO1 P(Q)3, using the change of variables (2.3),

<v17515€7 95>Q = — / pa diVng @dx/dyii
Q

= —77;1/ P.divdr =Y (VP p)q. .

€

15
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Then, using the identification (4.35) of F,

(VaPedha =n (= | SO : DRy(p)da

+/QE [ Ry(p)dz — /QE (ue - V)uR(¢) dx) 7

and applying the change of variables (2.3),

(Vo Per B2 = / S(Dy [6e]) : Dy, (&) da'dys

(4.36)
+ /Q I+ R3(9) da'dys — /Q (e - Vi )iic 25 () da'dys

Now, we estimate the right-hand side of (4.36). First, we consider 7. = ¢ or 7. < e.
Using (4.21) and Lemma 4.7-(i), we get

i [ S0 10) s Dy | < COIDL g0
< CH@HW(}»P(Q):M
[ B win] < CIR@0
) <

CH@”WOLP(Q)S

For the intertial terms, we proceed as in the proof of Lemma 4.4. We have

/ﬁ (e - V. )i RE(3) da' dys| <

/~ Qi + Dy RE($) da’dys
Qe

1 /~ Oy e 512 RE(3) i dys + /~ e 30,12 RE(3) da' dys)|

Qe

Proceeding exactly as the proof of Lemma 4.4 and taking into account Lemma 4.7-(i), we obtain for
9/5<p<3

3

[ e V0850 | < O o

and for p > 3

+1

prl
< On2 ™ [@llyao s

/~ (it -V, )ie BE() dadys

€

Then, for 9/5 < p < +oo, we can deduce

[ e V)i R da'ds

£

< CH@HWOLP(Q):a )

and from (4.36), we obtain )
”v'ﬂsPEHLg/(Q)g S 07 (437)

16
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which implies (4.32).

In the case 1. > ¢, due to the highly oscillating boundary, we will obtain that the velocity will be
zero in w X (Amin, hmax) (see (5.49) for more details), and so we will obtain an effective problem posed
in Q7.

_ Therefore, reproducing Lemma 4.4 by considering ¢ € I/VO1 P(Q7), and taking into account that
R5(¢) = ¢ in Q7, we deduce that i
anEPEHLS,(Qf)S <C,

which implies (4.33). O

4.2 Adaptation of the Unfolding Method

The change of variable (2.3) does not provide the information we need about the behavior of 7. in the
microstructure associated to €2.. To solve this difficulty, we introduce an adaptation of the unfolding
method (see [3, 15] for more details). For this purpose, given . € WO1 P(Q.)3 a solution of the rescaled
system (3.8)-(3.9), we define i, by

/
(2’ y) = a. (6,‘{, (i) + 6y',y3> , ae (2/,y) €wxY, (4.38)

where the function & is defined as follows; for k' € Z2, we define  : R — Z? by
k(a') =k <= €Yy, .
Remark that x is well defined up to a set of zero measure in R? (the set Uirez20Y} ;). Moreover, for
every € > 0, we have
NG p—y
In the same sense, given the extension of the pressure P. e Lg(Q), we define 155 by

~ /

P.(2,y) = P. <€f€ (i) + Ey',yg) , ae (2,y) €w xIlL (4.39)

Remark 4.9. For k' € T;, the restrictions of u. to Y}, . xY and P. to Y/, . xII do not depend on z',
whereas as a function of y it is obtained from (., 155) by using the change of variables
,  al—ek

— 4.40
y Fa— (4.40)

which transforms Yy . into Y and @k’,e into 11, respectively.

Let us obtain some estimates for the sequences (., 155)

Lem}rna 4.10. Assume that 9/5 < p < 4o00. There exists a constant C independent of €, such that
(Ue, P.) defined by (4.38)-(4.39) satisfies

P

1 _p_
H]D)y’ [1le] HLp(wa)SXQ <Cen?™, | Oy [ ] HLp(wa)3 <Cnét, (4.41)

17
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_p_

1
|‘Dy’ﬁ6HLp(wxy)3x2 SCéné”l, Haysuaum wxy)3<077p ' (442)

p

el pogxyye < CnE" (4.43)
For the cases n. =~ e, with n-/e — X\, 0 < A < +o0, or n. < €, we have

< (C. 4.44
MNiw wxiny — ¢ (4.44)

Proof. Let us obtain some estimates for the sequence . defined by (4.38). We obtain

[l ipaa= 5 [ [y ol a

k'eT.

h(y)
Z / / / ¥ us (ek' + ey, y3 ”p dx'dy' dys.
Y/

k'eT:
We observe that . does not depend on 2/, then we can deduce
/ }Dy/ [t (2, y Hp d:v'dy
wXxY
/ / Y ugsk’+5y yg]} dy'dys.
k€T,

By the change of variables (4.40) and by the Y’-periodicity of h, we obtain
/ }Dy/ [125 (2, y Hp da'dy
wXxY

f,k/
—EPZ/ / D, ugx yg]‘pd:cdyg

k'eT.

=P Z/ / ® Dy [tie(2', y3)]|” da’dys
wer.” Y

— sp/ﬁ ‘]D)x/ [us(:z , U3 Hp dx'dys.

Taking into account the second estimate in (4.21), we get the first estimate in (4.41).

Similarly, using Remark 4.9 and definition (4.38), we have

/ |0y, [t (2, y”pda:dy<€22/‘8y3 - (ck' + ey ys)]|” dy.
wxy k€T,
By the change of variables (4.40) and the second estimate in (4.21), we obtain

p2

/ y ‘8% [ﬁe(ac’,y)] ‘p dx'dy < /ﬁ ‘8y3 [ﬂg(a:',yg)] ‘p da’dys < Cné’j,
w X

£

so the second estimate in (4.41) is proved. Consequently, from classical Korn’s inequality, we also have
(4.42).

18
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Similarly, using the definition (4.38), the change of variables (4.40) and the first estimate in (4.21),
we have

2

L
/ e (2, y)|” da'dy < C2 ™",
wxY

and (4.43) holds.

Finally, let us obtain some estimates for the sequence P. defined by (4.39). We observe that using
the definition (4.39) of P., we obtain

hmax o /
/ (@', y) dx/dy < Z / / / P.(ek' + ey, yg) dx'dy.

wx k€T, '

We observe that P. does not depend on z’, then we can deduce
hl’l’laX o
/ P(m Y) dxdy<522/ / P.(ek + ey, y3) dydy3
wxII KET.
By the change of variables (4.40), we obtain
® ! v ! D / 4 /
||| ety < [ |Pat)|” da'dye
wxII Q

Taking into account (4.32), we have (4.44). O

5 Some compactness results

In this section we obtain some compactness results about the behavior of the sequences (7, 155) and
(tie, P:) satisfying a priori estimates given in Lemma 4.8 and Lemma 4.10 respectively. We obtain
different behaviors depending on the magnitude 7. with respect to ¢.

Let us start giving a convergence result for the pressure P-.

Lemma 5.1. Assume 9/5 < p < 4+00. For the cases n. ~ ¢, with n-/e¢ = X\, 0 < X\ < 400, orn. < ¢,
for a subsequence of € still denote by £, there exists P € LE (), independent of y3, such that

P.— P in I (9), (5.45)

and for the case n- > ¢,
P, — Pin LE(Q7). (5.46)

Proof. Estimate (4.32) implies, up to a subsequence, the existence of Pec Lg/(Q) such that (5.45) holds.
Also, from (4.37), by noting that 0,, P /1. also converges weakly in WL (Q), we obtain 8y3P =0.
Analogously, we obtain (5.46).

O
We will give a convergence result for o..
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Lemma 5.2. Assume that 9/5 < p < +oo. For a subsequence of ¢ still denote by €, there exists
0 € WHP(0, hypax; LP(w)?) where 3 = 0, and 9(2',0) = 0(2', hmax) = 0, such that

_7])—1 ~

P
ne P 0 = (¥,0) in WP(0, hmax; LP (w)?), (5.47)

and .
div, (/ 17'(x',y3)dy3> =01in w,

hmaxo (5.48)
(/ 6’(x',y3)dy3> n=0 on ow.
0
Moreover, for the case 1. > €, we have
__pP_
Ne P10, — 0 in Wl’p(hmin, Rmax; Lp(w)?’) , (5.49)
and
hmin
divy </ ﬁ’(m’,yg)dyg) =01in w,
0 (5.50)

hmin
(/ ﬁl(x’,yg)dyg,) -n=0 on Ow.
0

Proof. The estimates (4.30)-(4.31) read

1 p

_p_ 1 _p_
||775||LP(Q)3 < Cné?_la HDI/{)EHLP(Q)3X2 < 07761)_17 ||ay3{)s||Lp(Q)3 < Cnf‘?_l'

The above estimates imply the existence o € WP (0, hyax; LP(w)?), such that, up to a subsequence, we

have
P

Ne P . — 0 in WHP(0, hmpax; LP(w)?), (5.51)

which implies
__p_ ’
ne P divy @l — dived in WHP(0, hyax; WH (w)). (5.52)
P

Since div,, 9. = 0 in Q, multiplying by 7. *~* we obtain

__p _2p—1
1 q- ~/ 1 ~ .
Ne P divg v, + 1. P OyyUe3 =0,  in €,

2p—1

which, combined with (5.52), implies that 7 *~* 8,,. 3 is bounded in WP(0, hyay; W1 (w)). This
__pP_ /
implies that 1 ”~' 0y, 0.3 tends to zero in WHP(0, hyax; W17 (w)). Also, from (5.51), we have that
p

n; ﬁ(?ygﬁg,g tends to 0y, 03 in LP(€2). From the uniqueness of the limit, we have that 9,73 = 0, which
implies that ©3 does not depend on y3. Moreover, the continuity of the trace applications from the
space of functions v such that ||0||z» and ||0y,?||r» to LP(X) and to LP(w x {0}) implies o = 0 on ¥
and w x {0}. This together to 0,,03 = 0 implies that v3 = 0.

Finally, we prove (5.48). To do this, we consider ¢ € C}(w) as test function in div, 9. = 0 in Q,
P

which multiplying by 778_ p-1 gives
/ div oL p(a') dz'dys = 0.
Q
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From convergence (5.47), we get (5.48).

Finally, for the case n. > ¢, following Theorem 5.2. in Chambat et al [8], we obtain (5.49). As
consequence, this together with (5.48) gives (5.50).

O]

Now, we give a convergence result for the pressure P-.

Lemma 5.3. Assume that 9/5 < p < 400. For the cases 1. ~ ¢, with n:/e = X\, 0 < A < 400, or
ne K g, for a subsequence of € still denote by € there exists Pe L (w x II) such that

N

P~ Pin L (wxTI). 5.53
0

Proof. Reasoning as in Lemma 5.1, the estimate (4.44) implies the existence P:w x I — R such that
(5.53) holds. By semicontinuity and the previous estimate of P, we have

/ ‘p‘p dx'dy < C,
wxII
which shows that P belongs to L (w x II). O

Next, we give a convergence result for ..

Lemma 5.4. Assume that 9/5 < p < +00. For a subsequence of ¢ still denote by ¢,

i) if ne = e with n:/e - X\, 0 < A < 400, then there exist i € LP(w; Wﬁl’p(Y)?’), with [y 43 dy = 0
and & =0 on y3 = {0,h(y")}, such that

p

Ne P e — 4 in LP(w; WHP(Y)3), (5.54)
divapit =0 in wxY, (5.55)
where divy = Adiv, + 0y,

ii) if ne < g, then there exist 4 € LP(w; Wﬁl’p(Y):s), with @ =0 on y3 = {0,h(y)}, [y Gsdy =0 and
ug independent of y3, such that

P

ne "M — 4 in LP(w; WHP(Y)3), (5.56)
divyd' =0 in wxY, (5.57)
i11) if ne > €, then we have that
ne P e — (97,0) in WEP(0, hpin; LP(w)3) .
where (¥,0) is the weak limit in WP(0, hyin; LP(w)?) of ¥ given in Lemma 5.2.

Moreover, in the cases - ~ € and n. < &, we have

div, </ &’(x',y)dy) =01 w, </ ﬂ'(x’,y)dy) n=0on Ow. (5.58)
Y Y
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Proof. We proceed in four steps.
Step 1. Case 1. ~ . In this case, the estimates (4.42)-(4.43) read

p

D _p_
||71€||Lp(w><y)3 < 0775;771, ||Dya€HLp(w><y)3x3 < 077:;?71- (5.59)

The above estimates imply the existence @ : w x Y — R3, such that, up to a subsequence, convergences
(5.54) holds. By semicontinuity and the estimates given in (5.59), we have

/ |a|P da'dy < C, / |Dyal? da'dy < C,
wxY wXxY

which shows that @ € LP(w; WHP(Y)3).

It would remain to prove the Y’-periodicity of @ in y’. This can be obtain by proceeding as in
Lemma 5.4 in [28].

Since divy 1. = 0 in €2, then by definition of . we have 5_1divy/ﬂ; +ng 181,3&573 = 0. Multiplying

by ngl/(p*” we obtain

Ne =357 1o -« T4 s .
—ne "N divydl + e POyl 3 =0, mwxY,

which, combined with (5.54) and 7. /e — A, proves (5.55).

Step 2. Case 1. < €. In this case, from the second estimates (4.42) and (4.43), up to a subsequence
and using a semicontinuity argument, there exists & € W1P(0, h(y'); LP(w x Y')3) such that

P

ne " M. — 4 in WHP(0, h(y); LP(w x Y')3), (5.60)

which implies
p

ne P divy il — divy @ in WEP(0, h(y'); WV (Y5 LP(w))).

Since div,_t. = 0 in €2, then by definition of 4. we have 5_1divy1ﬁ’€ + 1718y, 3 = 0. Multiplying
—1/(p-1) :
by 7 , we obtain
p

__p __r
%775 vy dl +ne P Oyytie 3 =0, mwxY. (5.61)

From the above convergences and 7./e — 0, we can deduce that dy,u3 = 0, and so 3 does not depend
on ys.

Now, we prove (5.57). To do this, we consider ¢ € Cl(w x Y') as test function in (5.61), which
gives

/ divyal p(',y') dz'dy = 0.
wxY

__p_
Multiplying by 1. »~" and from convergence (5.60), we get (5.57).

In order to proof the Y’-periodicity of @ in 13/, we proceed similarly to the step 1.
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Step 8. In order to prove (5.58), let us first prove the following relation between © and @ for the
cases 1, )€ or 1. K €,

1 ~ hmax _
!Y’\/ U(x’vy)dy=/0 (', y3)dys. (5.62)

For this, let us consider ¢ € C!(w). We observe that using the definition (4.38) of 7., we obtain

_//uaaz y)p(z")dydx'

=1Ne b / / e (ek’ + ey, y3) p(ek’ + ey )dydx’ + O..
k'E€T.

We observe that 4. and ¢ do not depend on 7/, then we can deduce

//ugac Y)p dyda:

= Ty Z/ / c(ek' + ey’ y3) p(ek’ + ey')dysdy’ + Oe.
k'eTe

By the change of variables (4.40) and the Y'-periodicity of h, we obtain

_//ugx y)o(z")dydx'

//a
= P 1\Y’| Z / / (2, y3) p(2')dysdx’ + O

k' eT. L

=n. P~ 1\Y'| Z/ / (2, y3) o(z)dysdz’ + O
k'eTy v

=] [ e 1) e’ + O

Taking into account the convergences (5.47), (5.54) and (5.56), we obtain (5.62) for the cases n. ~ ¢
or 7. < g. Since v3 = 0, we deduce that fY t3dy = 0 a.e. in w. Finally, relation (5.62) together with
(5.48) implies (5.58).

Step 4. Case 1. > e. In this case, by the second estimate in (4.42) and estimate (4.43), up to a
subsequence and using a semicontinuity argument, there exists & € W1P(0, h(y'); LP(w x Y')3) such
that

P

ne " M. — 4 in WHP(0, h(y'); LP(w x Y7)3). (5.63)

_1 _p
Since e7'n. 7' Dy, is bounded in LP(w x Y)3, we observe that n. *~* Dy, is also bounded, and

tends to zero. This together with (5.63) implies
e "' Dyiie — 0in WP (0, h(y); LP(w x Y')**?)

and so @ does not depend on y'.

Taking into account (5.49), proceeding as in (5.62) but in w x II™, we obtain

1 N Pmin B
’Y” /H— u(xla y)dy - /0 ’U(xla y3) dys .

Since @ does not depend on y’, we have that @ = (¢, 0). O
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6 Effective models

In this section, we will multiply system (3.8) by a test function having the form of the limit 4 (as
explicated in Lemma 5.4), and we will use the convergences given in the previous section in order to
identify the effective model in every case.

Theorem 6.1. Assume that 9/5 < p < +o00. We distingue three cases:

p
i) If ne =~ €, with ne/e — X\, 0 < A < +o0, then (ng_pjf&g,Pg) converges to the unique solution
(a(a',y), P(z')) in LP(w; WhP(Y)?) XLSI (W)NWP (w), with [y 43 dy = 0, of the effective problem
(—pdivy (S(Dy[A]) +Vag = f'—VeP in wxY,
divyi = 0 n wxY,
@ = 0on y3:O>h(y/)7

divy (/ ﬂ’(x',y)dy) = 0in w, (6.64)
Y

</ ﬁ’(x',y)dy) n = 0on Ow,
Y

L v = 4,§ Y — periodic,
where Dy [[| = ADy [-] + Oy, [-], Va = (AVy,0y,) and divy = Adiv, + 0y,.

p

i) Ifn. < e, then (n: ™ “die, P.) converges to the unique solution (a(a,y), P(2')) in LP(w; WP (Y)3) x
LB (w) N WP (w), with [y tsdy = 0 and u3 independent of ys, of the effective problem

— Oy, (S (6313 [ﬁ/})) +Vyq = - Vx/fj m wxY
divyd = 0 in wxY,
= 0on y3=0,h(y),

/&/
div,y </ ﬂ’(x’,y)dy) = 0in w, (6.65)
Y

(/ ﬂ’(z',y)dy) n = 0on Ow,
Y
Y —=d,q Y — periodic.

__pP_ - ~
iii) If n. > €, then the extension (n: *~' 0., P.) converges to the unique solution (v(x',ys), P(2)) in

WP (0, hin; LP (w)3) x Lgl(w) N WL (w), with B3 = 0, of the effective problem

110y, S (0,,0) = 2B <f’(x’)—vx/]5(x’)) in Q-
¥ = 0 onys=0,hnmn,
0

hmin
div, (/ 77/(90’ay3)dy3> =
(/ 6’(x',y3)dy3> n = 0 inw.
N 0

Proof. First of all, we choose a test function ¢(z',y) € D(w; Cf° (Y)3). Multiplying (3.8) by p(z', 2’ /¢, y3),
integrating by parts, and taking into account that reasoning as in the proof of Lemma 4.4 we get

,

(6.66)

mw,

/N (115 ) vns)aa @dl‘/dyfs = O,

£
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then we have

/’S oo 6D+ (D el + 2Dy 6]+ 0, []) o'

8 V%pe(pdxdy;; /f o' d'dyz + O, .

€

Taking into account the prolongation of the pressure, we have

VieDe ¢ da'dys = / V. P p da’dys,
Q.

and so

N 1 1
u [ SO ad)s (Dol + 1Byl + -0 o]} de'd
- 1/ - ; 1 [ -
—/ P.div ¢ dz'dys — - / P.divy ¢ da'dys — — / P: 8y, p3 dx' dys (6.67)
€ Jao Ne Ja
8 ¢ dx'dys + O .

By the change of variables given in Remark 4.9, we obtain

Lot Lo o). (Too oo L /
'u/wa S <€Dy’ [ie] + Ea% [UE]) : <5Dy’ 0] + naay:a [‘P]) dx’dy

N 1 A
— P.divy ¢ do'dy — — P, divy/<p' dx'dy
1w><H € JuxIl
| Rogedday= [ fgaddy o,
Ne JwxI1 wxY

which can be written by

Ne —35 N -5 N Ne /
M S| —ne Dy’ [us] + Ne ays [ue] : (*Dy’ [‘P] + 8y3 [‘P]) dx'dy
wxY €

€
. 1 A
— / P.divy ' da'dy — - / P divy ¢ dz'dy (6.68)
1w><H € Juxn
—/ P58y3<p3dac'dy:/ ¢ da'dy + O, .
Ne JwxIl wXY

This variational formulation will be useful in the following steps.

We proceed in three steps.
Step 1. Case n. ~ e, with /e = A, 0 < A < +o0.

First, we prove that P does not depend on the microscopic variable y. To do this, we consider as
test function n.p(2',2'/e,y3) in (6.68), taking into account the estimates in (4.41) and passing to the
limit when e tends to zero by using convergence (5.53), we have

P divyp da'dy = 0,

wxII

which shows that P does not depend on y.
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For all ¢ € D(w;C’t?O(Y):Q’) with divap = 0 in w x Y and divy ([}, ¢'dy) = 0 in w, we choose
¢e = (¢, ¢e,3) defined by

D P

6 —_ —_
/ / —1 A~/ N
Ge=A—¢@ =" Uy, Gez=p3—N " U3,

e

as a test function in (6.68). Due to monotonicity, we have

Tep (e /
i[5 (D lel+ 0 [0]) : (D (621 + 0, [0d]) do'dy
— P.divy ¢l dx'dy > / f'-olda'dy + O .

wXxY

wxII

Thus, we can use the convergences (5.53) and (5.54). If we argue similarly as in [11], we have that
the convergence of the pressure is in fact strong. This implies that the convergence of the pressure P,
is also in fact strong (see Proposition 2.9 in [16]). Then, when passing to the limit, the second term
contributes nothing because the limit of P. does not depend on y and 4’ satisfies (5.58). Taking into
account that Ae/n. — 1, we obtain

p / SOy el + 04, ) = (Dy [ — ]+ 0y, [ — i) o'y

2 flol =) da'dy,

o wXxY

which, due to Minty Lemma [20], is equivalent to
—pdivy (S (DA [ﬁ’})) =f in wxY.

By density
M/ 5®mmmuﬂw@_/ o daldy (6.69)
wXxY wXxY
holds for every function ¢ in the Hilbert space V' defined by

p(a',y) € LP(w; W) P(Y)?), such that

V= divap(z',y) =0 inw x Y, divy </ (2, y) dy> =0 in w,
- Y

o(@',y) =0 inw x Y, (/Y<,0($',y)dy)-n20 on w

By Lax-Milgram lemma, the variational formulation (6.69) in the Hilbert space V' admits a unique
solution @ in V. Reasoning as in [1], the orthogonal of V' with respect to the usual scalar prod-
uct in LP(w x Y) is made of gradients of the form V,q(z') + Vag(2',y), with ¢(2) € L‘g, (w) and
G(2',y) € LV (w;Wﬁl’p (Y)). Therefore, by integration by parts, the variational formulation (6.69) is
equivalent to the effective system (6.64). It remains to prove that the pressure P(z'), arising as a La-
grange multiplier of the incompressibility constraint div, ( [y @(«',y)dy) = 0, is the same as the limit
of the pressure P.. This can be easily done by multiplying equation (3.8) by a test function with div)y
equal to zero, and identifying limits. Since (6.64) admits a unique solution, then the complete sequence

(n;p/(pfl)ﬂa,]aa) converges to the solution ((z',y), P(z’)). Finally, from Theorem 8 in [13] we have
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that system (6.64) has a unique solution and moreover P € W1 (w).

Step 2. Case 1, < €.

First, we prove that P does not depend on the vertical variable y3. To do this, we consider as test
function (0,n-p3(2",2'/e,y3)) in (6.68), taking into account the estimates in (4.41) and passing to the
limit when e tends to zero by using the convergence (5.53), we have

P8y3<p3 dx'dy = 0,
wxII

which shows that P does not depend on y3.

Let us now prove that P does not depend on the microscopic variable 1/. For this, we take now
as test function (¢’ (2,2’ /e,y3),0) in (6.68). By using estimates in (4.41) and the convergence (5.53),
we get,

/ P divy ¢’ da'dy = 0
wxII

which implies that P does not depend on y'. Thus, we conclude that P does not depend on the entire
variable y.

For all ¢ € D(w; Cﬂoo(Y)?’) with 3 independent of y3, divy¢’ =0 inw x Y and divy ([, ¢’ dy) =0
P

in w, we choose ¢. = ¢ — ng_ P14, as a test function in (6.68). Using monotonicity, we have

i[5 (D lel+ 0 [0]) : (D (621 + 0, [0d]) do'ay

— / P.divy ¢, da'dy > / f - ¢lda'dy + O .
wXxY

wxII

Thus, we can use the convergences (5.53) and (5.56). If we argue similarly as the step 1, we have
that the convergence of the pressure P. is strong. Then, when passing to the limit, the second term
contributes nothing because the limit of P. does not depend on y and @’ satisfies (5.58). We obtain

u / S0 () 10 [ — ) 'y
wX

(¢ =4 )dad'dy + O,

wXxY

Y

which, due to Minty Lemma [20], is equivalent to
—H Oy, (S (ay3 [a/})) =f in wxY.

By density, and reasoning as in Step 1, this problem is equivalent to the effective system (6.65). Ob-
serve that the condition (5.57) implies that ¢ does not depend on y3. Finally, from Theorem 8 in [13]
we have that system (6.65) has a unique solution and moreover P € W' (w).

Step 3. Case 1n: > ¢. From Lemma 5.2 and Lemma 5.4, we take into account that we are going to
obtain an effective problem for the pressure in 2~ without involving the microstructure of the domain
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Q.. Thus, we choose in (6.67) the following test function . (2, y3) = (¢ (2, y3), neps(a’,y3)) € D(Q™)3
satisfying

hmin
divy ' + O3 =0 in Q7 div, </ @’(x',yg)dy3> =0 in w.
0

Integrating by parts, we obtain
p / S (Dy. [aZ]) : Dy, [¢] da'dys = / f'- ¢’ da'dys + O.
Q- a-

The procedure to obtain the effective problem is standard and is given in Proposition 3.2 in Mikeli¢
and Tapiero [23], so we omit it. Then, we obtain the effective system (6.66). Finally, from Proposition
3.3 in [23] we have that P € W? (w). O

In the final step, we will eliminate the microscopic variable y in the effective problem. This is the
focus of the Theorem 3.1.

Proof of Theorem 3.1. In the case 1. ~ ¢, with n:/e — X, 0 < A < 400 the derivation of (3.10) from
the effective problem (6.64) is straightforward by using the local problem (3.12) and definition (3.11).

In the case 7. < e, we proceed as the previous case. We deduce that

V() =~ A () - Vo P)) i
- K
div, V(') =0in w, (6.70)
V(') n=0in Ow,

where V (z') = foh“‘a" o(2',y3) dy3 and A° : R? — R? is monotone, coercive and defined by
A = [ wf @y, v R, (671)
Y

where, wé (1), for every ¢ € R?, denotes the unique solution in Wﬁl’p (Y")2 of the local Stokes problem
in 2D

' —0y3S (ay3[w£/]>+vy’7r£/ = ¢ Y,
h(y')
divy /0 w¥dys | = 0 in Y/, (6.72)
W€ = 0 on ys=0h(y)

wé (2!, y), 78 (2,y') Y’ — periodic.
We observe that (6.72) can be solved, and we can give a Reynolds type equation.

Take into account that

p
21

)

"= |rr (a,, [06] 8, [w])

o0 1]

implies

S (B [w']) = 272 S(w?),
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from Proposition 3.4 in [23], we deduce that

wt (y) =

2% (h(y’)ﬂ |y,

o or' 2

4 , /1P =2 , ’
\g + Vo ] (¢ +vyr).
From the expression of the Darcy velocity (1.14) in [23], we have

hy) By )P +1
/0 wb (y) dys = _L

> é-l 4 vylﬂ'él
22 (p' +1)

e (¢ +vyn®).

Then, from (6.70)-(6.71) we have (3.13) and (3.14), and from the second equation in (6.72) we have
(3.15).

In the case 7. > €, in order to obtain (3.16), we only need to obtain an expression for the velocity

' in terms of the pressure P from the first equation in (6.66). This is given in Proposition 3.4 in [23],
and we have
p/>

~ 2%, hﬁiin
’Ul('r/ay?)) = plﬂpll< op’ -

From the expression of the Darcy velocity (1.14) in [23], we have (3.16). Finally, from Propositions

3.5 in [23], we have that the problem (3.16) has a unique solution. O

hmin
2

7@y = VP

(7@ =V P@)).

k!
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