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# HÖLDER STABILITY FOR AN INVERSE MEDIUM PROBLEM WITH INTERNAL DATA 

MOURAD CHOULLI AND FAOUZI TRIKI


#### Abstract

We are interested in an inverse medium problem with internal data. This problem is originated from multi-waves imaging. We aim in the present work to study the well-posedness of the inversion in terms of the boundary conditions. We precisely show that we have actually a stability estimate of Hölder type. For sake of simplicity, we limited our study to the class of Helmholtz equations $\Delta+V$ with bounded potential $V$.
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## 1. Introduction

Let $\Omega$ be a $C^{2}$-smooth bounded domain of $\mathbb{R}^{n}, n=2,3$, with boundary $\Gamma$. Set

$$
\mathscr{D}=\left\{V \in L^{\infty}(\Omega) ; 0 \text { is not an eigenvalue of } A_{V}\right\}
$$

where $A_{V}: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ is the unbounded operator defined by

$$
A_{V}=-\Delta-V \text { with } D\left(A_{V}\right)=H^{2}(\Omega) \cap H_{0}^{1}(\Omega)
$$

Note that

$$
\mathscr{D} \supset\left\{V ; V(x)=\lambda, x \in \Omega, \text { for some } \lambda \in \mathbb{R} \backslash \sigma\left(A_{0}\right)\right\} .
$$

Here $A_{0}$ is $A_{V}$ when $V=0$ and $\sigma\left(A_{0}\right)$ is the spectrum of $A_{0}$.
Let $0<k<1$ be given and let $\bar{V} \in \mathscr{D}$ so that $2 v_{0} \leqslant \bar{V}$, where $v_{0}>0$ is fixed. Consider then $\mathscr{D}_{0}\left(k, v_{0}, \bar{V}\right)$, the subset of $\mathscr{D}$ of those functions $V \in L^{\infty}(\Omega)$ satisfying

$$
\|V-\bar{V}\|_{L^{\infty}(\Omega)} \leqslant \min \left(k /\left\|A_{\bar{V}}^{-1}\right\|_{\mathscr{B}\left(L^{2}(\Omega)\right)}, v_{0}\right)
$$

Pick $p>n$ and fix $h \in W^{2-1 / p, p}(\Gamma)$ non identically equal to zero and denote by $u_{V}, V \in \mathscr{D}_{0}\left(k, v_{0}, \bar{V}\right)$, the solution of the following BVP for the Helmholtz equation:

$$
\Delta u+V u=0 \text { in } \Omega \quad \text { and } \quad u=h \text { on } \Gamma .
$$

According to [17, Theorem 3.1, page 1782], $u_{V} \in W^{2, p}(\Omega)$ and the following estimate holds

$$
\begin{equation*}
\left\|u_{V}\right\|_{W^{2, p}(\Omega)} \leqslant M=M\left(\Omega, p, v_{0}, k, \bar{V}, h\right), \quad V \in \mathscr{D}_{0}\left(k, v_{0}, \bar{V}\right) \tag{1.1}
\end{equation*}
$$

We are mainly interested in determining the absorption coefficient $V$ from the internal data

$$
I_{V}=V u_{V}^{2} .
$$

[^0]This inverse problem is originated from multi-waves imaging. The term multiwaves refers to the fact that two types of physical waves are used to probe the medium under study. Usually, the first wave is sensitive to the contrast of the desired parameter, the other types can carry the information revealed by the first type of waves to the boundary of the medium where measurements can be taken. In the present work, we assume that the first inversion has been performed, that is the internal data $I_{V}$ is retrieved, and we focus on the second step. We refer to $[4,5,7,8,9,10,17]$ and reference therein for further details.

Choose $K>0$ sufficiently large in such a way that

$$
\mathscr{D}_{1}\left(k, v_{0}, \bar{V}, K\right)=\mathscr{D}_{0}\left(k, v_{0}, \bar{V}\right) \cap\left\{V \in C^{0,1}(\bar{\Omega}) ;\|V\|_{C^{0,1}(\bar{\Omega})} \leqslant K\right\} \neq \varnothing
$$

Note that, according to Rademacher's theorem, $C^{0,1}(\bar{\Omega})$ is continuously embedded in $W^{1, \infty}(\Omega)$.

For the inverse problem under consideration we are going to prove various Hölder stability estimates.
Theorem 1.1. (interior stability) Let $\omega \Subset \Omega$. Then, there exist two constants $C=C\left(\Omega, p, v_{0}, k, \bar{V}, h, K, \omega\right)>0$ and $\mu=\mu\left(\Omega, p, v_{0}, k, \bar{V}, h, K, \omega\right)$ so that, for any $V, \tilde{V} \in \mathscr{D}_{1}\left(k, v_{0}, \bar{V}, K\right)$ satisfying $V=\tilde{V}$ on $\Gamma$, we have

$$
\|V-\tilde{V}\|_{L^{\infty}(\omega)} \leqslant C\left\|I_{V}^{1 / 2}-I_{\tilde{V}}^{1 / 2}\right\|_{H^{1}(\Omega)}^{\mu}
$$

A similar result was already proved by G. Alessandrini in [1] under different assumptions.

When $h$ does not vanish on a part of $\Gamma$, we obtain improved results which we state in the following theorems.

Theorem 1.2. Under the assumption $|h|>\kappa>0$ on $\Gamma$, there exist two constants $C=C\left(\Omega, p, v_{0}, k, \bar{V}, h, K\right)>0$ and $\mu=\mu\left(\Omega, p, v_{0}, k, \bar{V}, h, K\right)$ so that, for any $V, \tilde{V} \in \mathscr{D}_{1}\left(k, v_{0}, \bar{V}, K\right)$ satisfying $V=\tilde{V}$ on $\Gamma$, we have

$$
\|V-\tilde{V}\|_{L^{\infty}(\Omega)} \leqslant C\left\|I_{V}^{1 / 2}-I_{\tilde{V}}^{1 / 2}\right\|_{H^{1}(\Omega)}^{\mu}
$$

Theorem 1.3. Let $\tilde{\Omega} \subset \Omega$ be a $C^{2}$-smooth domain with boundary $\tilde{\Gamma}$ such that $\tilde{\gamma}:=\tilde{\Gamma} \cap \Gamma$ satisfies $\tilde{\gamma} \neq \varnothing$, and let $\omega \Subset \tilde{\Omega}$. Under the assumption $|h|>\kappa>0$ on $\Gamma$, there exist two constants $C=C\left(\Omega, p, v_{0}, k, \bar{V}, h, K, \omega, \tilde{\Omega}\right)>0$ and $\mu=$ $\mu\left(\Omega, p, v_{0}, k, \bar{V}, h, K, \omega, \tilde{\Omega}\right)$ so that, for any $V, \tilde{V} \in \mathscr{D}_{1}\left(k, v_{0}, \bar{V}, K\right)$ satisfying $V=\tilde{V}$ on $\Gamma$ and $\nabla V=\nabla \tilde{V}$ on $\tilde{\gamma}$, we have

$$
\|V-\tilde{V}\|_{L^{\infty}(\omega)} \leqslant C\left\|I_{V}^{1 / 2}-I_{\tilde{V}}^{1 / 2}\right\|_{H^{1}(\tilde{\Omega})}^{\mu}
$$

In the following result we allow the Dirichlet boundary condition $h$ to vanish on $\Gamma$. Denote

$$
\Gamma_{+}=\{x \in \Gamma ;|h(x)|>0\} \quad \text { and } \quad \Gamma_{0}=\{x \in \Gamma ; h(x)=0\} .
$$

Theorem 1.4. Let $\gamma$ be a compact subset of $\Gamma_{+} \cup \circ_{0}$ and $\omega \Subset \Omega \cup \gamma$. Then, there exist two constants $C=C\left(\Omega, p, v_{0}, k, \bar{V}, h, K, \omega\right)>0$ and $\mu=\mu\left(\Omega, p, v_{0}, k, \bar{V}, h, K, \omega\right)$ so that, for any $V, \tilde{V} \in \mathscr{D}_{1}\left(k, v_{0}, \bar{V}, K\right)$ satisfying $V=\tilde{V}$ on $\Gamma$, we have

$$
\|V-\tilde{V}\|_{L^{\infty}(\omega)} \leqslant C\left\|I_{V}^{1 / 2}-I_{\tilde{V}}^{1 / 2}\right\|_{H^{1}(\Omega)}^{\mu}
$$

We deduce from Theorem 1.3 that it is possible to recover the potential $V$ on a small set $\omega$ of $\Omega$ if the medium is probed starting from $\tilde{\gamma}$, the part of the boundary where $h$ is intense, and by covering a neighboring region $\tilde{\Omega}$ that contains $\omega$. Unfortunately $h$ may in general settings be zero on some parts of the boundary $\Gamma$, and Theorem 1.4 is an attempt to improve the results of Theorems 1.2 and 1.3 in this direction.

In [2], the authors were able to prove a lower bound for the gradient of solutions near the boundary when the boundary data is "qualitatively unimodal" (see [2] for the definition). Roughly speaking, the key in their proof is that even if the tangential gradient of solutions vanishes, there is, according to Hopf's maximum principle, a non zero contribution of the derivative of solutions in the normal direction. Unfortunately, there is no similar arguments that can be used in order to get lower bound for solutions on the boundary.

The rest of this text consists in two sections and an appendix. We establish in Section 2 weighted interpolation inequalities that are our main ingredient for proving stability estimates. That is what we do in Section 3. We end by an appendix that is devoted to prove a technical result we used in Section 2. This result which is essential in our analysis gives a lower bound of the $L^{2}$-norm of solutions on a small ball, away from the boundary, in term of the radius of the ball.

## 2. Weighted interpolation inequalities

We start with some preliminaries involving the so-called frequency function. If $\mathbf{d}$ is the diameter of $\Omega$ with respect to the euclidean metric and $0<\delta<\mathbf{d}$, let

$$
\Omega^{\delta}=\{x \in \Omega ; \operatorname{dist}(x, \Gamma) \geqslant \delta\} \quad \text { and } \quad \Omega_{\delta}=\{x \in \Omega ; \operatorname{dist}(x, \Gamma) \leqslant \delta\}
$$

For $0<v_{0} \leqslant V_{0}$ and $M>0$, set $\mathscr{V}\left(v_{0}, V_{0}\right)=\left\{V \in L^{\infty}(\Omega) ; v_{0} \leqslant V \leqslant V_{0}\right\}$. Define then

$$
\mathscr{S}\left(v_{0}, V_{0}\right)=\left\{u \in H^{2}(\Omega) ; \Delta u+V u=0, \text { for some } V \in \mathscr{V}\left(v_{0}, V_{0}\right)\right\} .
$$

Let $u \in \mathscr{S}\left(v_{0}, V_{0}\right)$ and $x_{0} \in \Omega^{\delta}$. We define, for $0<r<\delta$,

$$
\begin{aligned}
H_{u}\left(x_{0}, r\right) & =\int_{S\left(x_{0}, r\right)} u^{2}(x) d S(x) \\
D_{u}\left(x_{0}, r\right) & =\int_{B\left(x_{0}, r\right)}\left\{|\nabla u(x)|^{2}+V(x) u^{2}(x)\right\} d x \\
K_{u}\left(x_{0}, r\right) & =\int_{B\left(x_{0}, r\right)} u^{2}(x) d S(x)
\end{aligned}
$$

Here $S\left(x_{0}, r\right)$ is the sphere of centrer $x_{0}$ and radius $r$.
Henceforth, the first Dirichlet eingenvalue of the Laplace operator in the domain $D$ is denoted by $\lambda_{1}(D)$.

Prior to define the frequency function, we need to prove the following lemma, where

$$
\begin{equation*}
\rho_{0}=\sqrt{\lambda_{1}(B(0,1)) / V_{0}} . \tag{2.1}
\end{equation*}
$$

Lemma 2.1. Let $\rho_{0}$ be as in (2.1). Then, for any $u \in \mathscr{S}\left(v_{0}, V_{0}\right), u \neq 0, x_{0} \in \Omega^{\delta}$ and $0<r<\min \left(\delta, \rho_{0}\right)$, we have $H_{u}\left(x_{0}, r\right)>0$.

Proof. We proceed by contradiction. Pick then $u \in \mathscr{S}\left(v_{0}, V_{0}\right), u \neq 0, x_{0} \in \Omega^{\delta}$ and assume then that $H_{u}\left(x_{0}, r\right)=0$ for some $0<r<\min \left(\delta, \rho_{0}\right)$. That is, $u=0$ on $S\left(x_{0}, r\right)$. Therefore Green's formula gives

$$
\begin{equation*}
\int_{B\left(x_{0}, r\right)}|\nabla u|^{2} d x=\int_{B\left(x_{0}, r\right)} V u^{2} d x \leqslant V_{0} \int_{B\left(x_{0}, r\right)} u^{2} \tag{2.2}
\end{equation*}
$$

On the other hand, bearing in mind that $\lambda_{1}\left(B\left(x_{0}, r\right)\right)=\lambda_{1}(B(0,1)) / r^{2}$, Poincaré's inequality yields

$$
\begin{align*}
\int_{B\left(x_{0}, r\right)} u^{2} d x & \leqslant \frac{1}{\lambda_{1}\left(B\left(x_{0}, r\right)\right)} \int_{B\left(x_{0}, r\right)}|\nabla u|^{2} d x  \tag{2.3}\\
& \leqslant \frac{r^{2}}{\lambda_{1}(B(0,1))} \int_{B\left(x_{0}, r\right)}|\nabla u|^{2} d x
\end{align*}
$$

Note that we used here that $u \in H_{0}^{1}\left(B\left(x_{0}, r\right)\right)$.
Inequality (2.3) in (2.2) produce

$$
\left(1-\frac{r^{2} V_{0}}{\lambda_{1}(B(0,1))}\right) \int_{B\left(x_{0}, r\right)}|\nabla u|^{2} d x \leqslant 0
$$

As $1-r^{2} V_{0} / \lambda_{1}(B(0,1))>0$, we conclude that $u=0$ in $B\left(x_{0}, r\right)$ and hence $u$ is identically equal to zero by the unique continuation property. This leads to the expected contradiction.

According to Lemma 2.1, if $u \in \mathscr{S}\left(v_{0}, V_{0}\right), u \neq 0$, we can define the frequency function $N_{u}$, corresponding to $u$, by

$$
N_{u}\left(x_{0}, r\right)=\frac{r D_{u}\left(x_{0}, r\right)}{H_{u}\left(x_{0}, r\right)}
$$

The following two lemmas can be deduced from the calculations developed in [19, 20] (see also [14]).
Lemma 2.2. For $u \in \mathscr{S}\left(v_{0}, V_{0}\right), u \neq 0$ and $x_{0} \in \Omega^{\delta}$, we have

$$
K_{u}\left(x_{0}, r\right) \leqslant r H_{u}\left(x_{0}, r\right), \quad 0<r<\delta_{0}=\min \left(\rho_{0}, \rho_{1}, \delta\right)
$$

where $\rho_{0}$ is as in (2.1) and $\rho_{1}=\sqrt{(n-1) / V_{0}}$.
Lemma 2.3. Let $u \in \mathscr{S}\left(v_{0}, V_{0}\right), u \neq 0$ and $x_{0} \in \Omega^{\delta}$. Then

$$
N_{u}\left(x_{0}, r\right) \leqslant C \max \left(N_{u}\left(x_{0}, \delta_{0}\right), 1\right), \quad 0<r<\delta_{0}
$$

with a constant $C=C\left(\Omega, V_{0}\right)>0$ and $\delta_{0}$ is as in Lemma 2.2.
Fix $0<\alpha \leqslant 1$. We say that $W \subset L_{+}^{1}(\Omega)=\left\{w \in L^{1}(\Omega) ; w \geqslant 0\right\}$ is a uniform set of weights for the weighted interpolation inequality

$$
\begin{equation*}
\|f\|_{L^{\infty}(\Omega)} \leqslant C\|f\|_{C^{0, \alpha}(\bar{\Omega})}^{1-\mu}\|f w\|_{L^{1}(\Omega)}^{\mu} \tag{2.4}
\end{equation*}
$$

if the constants $C>0$ and $0<\mu<1$ in (2.4) can be chosen independently in $w \in W$ and $f \in C^{0, \alpha}(\bar{\Omega})$.

Similarly, we will say that $W \subset L_{+}^{1}(\Omega)$ is a uniform set of interior weights for the interior weighted interpolation inequality, where $\omega \Subset \Omega$ is arbitrary,

$$
\begin{equation*}
\|f\|_{L^{\infty}(\omega)} \leqslant C\|f\|_{C^{0, \alpha}(\bar{\Omega})}^{1-\mu}\|f w\|_{L^{1}(\Omega)}^{\mu} \tag{2.5}
\end{equation*}
$$

if the constants $C>0$ and $0<\mu<1$ in (2.5), depending on $\omega$, can be chosen independently in $w \in W$ and $f \in C^{0, \alpha}(\bar{\Omega})$.

Remark 2.1. Let $W \subset L_{+}^{1}(\Omega)$ be a uniform set of weights for the weighted interpolation inequality (2.4). Pick $w \in W$ and consider $Z=\{x \in \bar{\Omega} ; w(x)=0\}$. We claim that $Z$ has empty interior. Otherwise, if $\dot{Z} \neq \varnothing$ then we would find $f_{0} \in C_{0}^{\infty}(\dot{Z})$ non identically equal to zero. But (2.4) with $f=f_{0}$ would entail that $f_{0}=0$. That is we have a contradiction and our claim is proved.

Let $\varkappa$ be the norm of the imbedding $H^{2}(\Omega) \hookrightarrow C(\bar{\Omega})$. We introduce two sets, where $0<\kappa \leqslant \varkappa M$ are given constants,

$$
\begin{array}{r}
\mathscr{S}_{w}\left(v_{0}, V_{0}, \kappa, M\right)=\left\{u \in H^{2}(\Omega) ; \Delta u+V u=0, \text { for some } V \in \mathscr{V}\left(v_{0}, V_{0}\right)\right. \\
\left.\quad \text { and }\|u\|_{H^{2}(\Omega)} \leqslant M,\|u\|_{L^{\infty}(\Gamma)} \geqslant \kappa\right\}
\end{array}
$$

and

$$
\begin{array}{r}
\mathscr{S}_{s}\left(v_{0}, V_{0}, \kappa, M\right)=\left\{u \in H^{2}(\Omega) ; \Delta u+V u=0, \text { for some } V \in \mathscr{V}\left(v_{0}, V_{0}\right)\right. \\
\text { and } \left.\|u\|_{H^{2}(\Omega)} \leqslant M,|u| \geqslant \kappa \text { on } \Gamma\right\} .
\end{array}
$$

The main ingredient in establishing weighted interpolation inequalities is the following theorem. Its proof, which is quite technical, is given in Appendix A.

Theorem 2.1. Let $0<\delta<\mathbf{d}$. Then there exists a constants $c=c\left(\Omega, v_{0}, V_{0}, \kappa, M, \delta\right)>$ 0 so that, for any $x_{0} \in \Omega^{\delta}$ and $u \in \mathscr{S}_{w}\left(v_{0}, V_{0}, \kappa, M\right)$, we have

$$
\begin{equation*}
e^{-e^{c / \delta}} \leqslant\|u\|_{L^{2}\left(B\left(x_{0}, \delta\right)\right)} \tag{2.6}
\end{equation*}
$$

Theorem 2.2. (1) The set $\mathscr{W}_{w}\left(v_{0}, V_{0}, \kappa, M\right)=\left\{w=u^{2} ; u \in \mathscr{S}_{w}\left(v_{0}, V_{0}, \kappa, M\right)\right\}$ is a uniform set of interior weights for the interior weighted interpolation inequality (2.5).
(2) The set $\mathscr{W}_{s}\left(v_{0}, V_{0}, \kappa, M\right)=\left\{w=u^{2} ; u \in \mathscr{S}_{s}\left(v_{0}, V_{0}, \kappa, M\right)\right\}$ is a uniform set of weights for the weighted interpolation inequality (2.4).

Before proving this theorem, we establish some preliminaries.
Lemma 2.4. Let $0<\delta<\mathbf{d}$. There exists a constant $C=C\left(\Omega, v_{0}, V_{0}, \kappa, M, \delta\right)>0$ so that, for any $u \in \mathscr{S}_{w}\left(v_{0}, V_{0}, \kappa, M\right)$, we have

$$
\left\|N_{u}\right\|_{L^{\infty}\left(\Omega^{\delta} \times\left(0, \delta_{0}\right)\right)} \leqslant C .
$$

Here $\delta_{0}$ is as in Lemma 2.2.
Proof. Let $x_{0} \in \Omega^{\delta}$. From Theorem 2.1

$$
\begin{equation*}
K_{u}\left(x_{0}, \delta_{0}\right)=\|u\|_{L^{2}\left(B\left(x_{0}, \delta_{0}\right)\right)}^{2} \geqslant C . \tag{2.7}
\end{equation*}
$$

Combined with Lemma 2.2, this estimate yields

$$
\begin{equation*}
H_{u}\left(x_{0}, \delta_{0}\right) \geqslant C \tag{2.8}
\end{equation*}
$$

In light of Lemma 2.3, we end up getting

$$
N_{u}\left(x_{0}, r\right) \leqslant C, \quad 0<r<\delta_{0}
$$

which leads immediately to the expected inequality.
Proposition 2.1. Let $0<\delta<\mathbf{d}$. There exist two constants $C=C\left(\Omega, v_{0}, V_{0}, \kappa, M, \delta\right)>$ 0 and $c=c\left(\Omega, v_{0}, V_{0}, \kappa, M, \delta\right)>0$ so that, for any $u \in \mathscr{S}_{w}\left(v_{0}, V_{0}, \kappa, M\right)$, we have

$$
C r^{c} \leqslant\|u\|_{L^{2}\left(B\left(x_{0}, r\right)\right)}, \quad x_{0} \in \Omega^{\delta}, 0<r<\delta_{0}
$$

where $\delta_{0}$ is as in Lemma 2.2.

Proof. Pick $u \in \mathscr{S}_{w}\left(v_{0}, V_{0}, \kappa, M\right)$ and $x_{0} \in \Omega^{\delta}$. For simplicity's sake, set $H=H_{u}$ and $N=N_{u}$. From the calculations carried out in [19, 20] (see also [14]), we have

$$
\partial_{r} H\left(x_{0}, r\right)=\frac{n-1}{r} H\left(x_{0}, r\right)+2 D\left(x_{0}, r\right) .
$$

Whence

$$
\partial_{r}\left(\ln \frac{H\left(x_{0}, r\right)}{r^{n-1}}\right)=\frac{\partial_{r} H\left(x_{0}, r\right)}{H\left(x_{0}, r\right)}-\frac{n-1}{r}=\frac{2 N\left(x_{0}, r\right)}{r} .
$$

This and Lemma 2.4 entail

$$
\partial_{r}\left(\ln \frac{H\left(x_{0}, r\right)}{r^{n-1}}\right) \leqslant \frac{C}{r}, \quad 0<r<\delta_{0}
$$

Thus

$$
\int_{s r}^{s \delta_{0}} \partial_{t}\left(\ln \frac{H\left(x_{0}, t\right)}{t^{n-1}}\right) d t=\ln \frac{H\left(x_{0}, s \delta_{0}\right) r^{n-1}}{H\left(x_{0}, s r\right) \delta_{0}^{n-1}} \leqslant \ln \frac{\delta_{0}^{C}}{r^{C}}, \quad 0<s<1,0<r<\delta_{0}
$$

Hence

$$
H\left(x_{0}, s \delta_{0}\right) \leqslant \frac{C}{r^{c}} H\left(x_{0}, s r\right), \quad 0<r<\delta_{0}
$$

and then

$$
\begin{aligned}
\|u\|_{L^{2}\left(B\left(x_{0}, \delta_{0}\right)\right)}^{2} & =\delta_{0}^{n-1} \int_{0}^{1} H\left(x_{0}, s \delta_{0}\right) s^{n-1} d s \\
& \leqslant \frac{C}{r^{c}} r^{n-1} \int_{0}^{1} H\left(x_{0}, s r\right) s^{n-1} d s=\frac{C}{r^{c}}\|u\|_{L^{2}\left(B\left(x_{0}, r\right)\right)}^{2}, \quad 0<r<\delta_{0} .
\end{aligned}
$$

Combined with (2.7), this estimate yields

$$
C r^{c} \leqslant\|u\|_{L^{2}\left(B\left(x_{0}, r\right)\right)}, \quad 0<r<\delta_{0}
$$

as expected.
Proof of Theorem 2.2. (1) Let $w \in \mathscr{W}_{w}\left(v_{0}, V_{0}, \kappa, M\right)$ and $u \in \mathscr{S}_{w}\left(v_{0}, V_{0}, \kappa, M\right)$ so that $w=u^{2}$. Fix $\omega \Subset \Omega$. We need to prove that (2.5) holds with constants $C$ and $\mu$ that are independent of $w$ and $f \in C^{0, \alpha}(\bar{\Omega})$. By homogeneity it is enough to establish (2.5) when $\|f\|_{C^{0, \alpha}(\bar{\Omega})}=1$. To this end, take $f \in C^{0, \alpha}(\bar{\Omega})$ satisfying $\|f\|_{C^{0, \alpha}(\bar{\Omega})}=1$.

Fix $0<\delta<\mathbf{d}$ so that $\bar{\omega} \subset \Omega^{\delta}$ and pick $x_{0} \in \bar{\omega}$ so that $\left|f\left(x_{0}\right)\right|=\|f\|_{L^{\infty}(\omega)}$. According to Proposition 2.1, there exist two constants $C=C\left(\Omega, v_{0}, V_{0}, \kappa, M, \delta\right)>$ 0 and $c=c\left(\Omega, v_{0}, V_{0}, \kappa, M, \delta\right)>0$ so that, for any $u \in \mathscr{S}_{w}\left(v_{0}, V_{0}, \kappa, M\right)$, we have

$$
\begin{equation*}
C r^{c} \leqslant\|u\|_{L^{2}\left(B\left(x_{0}, r\right)\right)}, \quad 0<r<\delta_{0} \tag{2.9}
\end{equation*}
$$

where $\delta_{0}$ is as in Lemma 2.2.
But

$$
\left|f\left(x_{0}\right)\right|=\|f\|_{L^{\infty}(\omega)} \leqslant|f(x)|+r^{\alpha}, \text { for any } x \in B\left(x_{0}, r\right)
$$

Therefore

$$
\begin{aligned}
\|f\|_{L^{\infty}(\omega)} \int_{B\left(x_{0}, r\right)} u(x)^{2} d x & \leqslant 2 \int_{B\left(x_{0}, r\right)}|f(x)| u(x)^{2} d x+2 r^{\alpha} \int_{B\left(x_{0}, r\right)} u(x)^{2} d x \\
& \leqslant 2 \int_{\Omega}|f(x)| u(x)^{2} d x+2 r^{\alpha} \int_{B\left(x_{0}, r\right)} u(x)^{2} d x
\end{aligned}
$$

Note that, according to the unique continuation property,

$$
\int_{B\left(x_{0}, r\right)} u(x)^{2} d x \neq 0, \quad 0<r<\delta_{0}
$$

Hence

$$
\|f\|_{L^{\infty}(\Omega)} \leqslant 2 \frac{\left\|f u^{2}\right\|_{L^{1}(\Omega)}}{\|u\|_{L^{2}\left(B\left(x_{0}, r\right)\right)}^{2}}+2 r^{\alpha}
$$

Combined with (2.9), this estimate yields

$$
\begin{equation*}
\|f\|_{L^{\infty}(\omega)} \leqslant C\left(\left\|f u^{2}\right\|_{L^{1}(\Omega)} r^{-c}+r^{\alpha}\right), \quad 0<r<\delta_{0} . \tag{2.10}
\end{equation*}
$$

When $\left\|f u^{2}\right\|_{L^{1}(\Omega)}<\delta_{0}^{c+\alpha}$, we can take $r=\left\|f u^{2}\right\|_{L^{1}(\Omega)}^{1 /(c+\alpha)}$ in (2.10) in order to get

$$
\begin{equation*}
\|f\|_{L^{\infty}(\omega)} \leqslant C\left\|f u^{2}\right\|_{L^{1}(\Omega)}^{\mu} \tag{2.11}
\end{equation*}
$$

with $\mu=\frac{\alpha}{c+\alpha}$.
If $\left\|f u^{2}\right\|_{L^{1}(\Omega)} \geqslant \delta_{0}^{c+\alpha}$, we have

$$
\begin{equation*}
\|f\|_{L^{\infty}(\omega)} \leqslant \delta_{0}^{-(c+\alpha)}\left\|f u^{2}\right\|_{L^{1}(\Omega)} \leqslant \delta_{0}^{-(c+\alpha)} M^{2-2 \mu}\left\|f u^{2}\right\|_{L^{1}(\Omega)}^{\mu} \tag{2.12}
\end{equation*}
$$

The expected inequality follows then from (2.11) and (2.12).
(2) Let $w \in \mathscr{W}_{s}\left(v_{0}, V_{0}, \kappa, M\right)$ and $u \in \mathscr{S}_{s}\left(v_{0}, V_{0}, \kappa, M\right)$ so that $w=u^{2}$. As in (1), we have to prove that (2.4) holds with constants $C$ and $\mu$ independent on $w$ and $f \in C^{0, \alpha}(\bar{\Omega})$. As we have seen before, by homogeneity, it is enough to establish (2.4) when $\|f\|_{C^{0, \alpha}(\bar{\Omega})}=1$. Let then $f \in C^{0, \alpha}(\bar{\Omega})$ satisfying $\|f\|_{C^{0, \alpha}(\bar{\Omega})}=1$.

Since $H^{2}(\Omega)$ is continuously embedded in $C^{0,1 / 2}(\bar{\Omega})$, there exists a constant $a=$ $a(\Omega)>0$ so that

$$
[u]_{1 / 2}=\sup \left\{\frac{|u(x)-u(y)|}{|x-y|^{1 / 2}} ; x, y \in \bar{\Omega} x \neq y\right\} \leqslant a\|u\|_{H^{2}(\Omega)} \leqslant a M
$$

Fix $\delta_{1} \leqslant(\kappa /(2 a M))^{2}$. Then a straightforward computation gives

$$
|u| \geqslant \kappa / 2 \quad \text { in } \Omega_{\delta_{1}}
$$

From the Hölder's continuity of $f$, we get, where $\eta=\delta_{1} / 4$,

$$
\|f\|_{L^{\infty}\left(\Omega^{\eta}\right)}=\left|f\left(x_{0}\right)\right| \leqslant|f(x)|+r^{\alpha}, \quad x \in B\left(x_{0}, r\right), 0<r<\delta_{0}=\delta_{0}(\eta)
$$

Whence, proceeding as in (1), we get

$$
\|f\|_{L^{\infty}\left(\Omega^{\eta}\right)} \leqslant \frac{\left\|f u^{2}\right\|_{L^{1}(\Omega)}}{\|u\|_{L^{2}\left(B\left(x_{0}, r\right)\right)}^{2}}+r^{\alpha}
$$

This and Proposition 2.1 yield

$$
\begin{equation*}
\|f\|_{L^{\infty}\left(\Omega^{\eta}\right)} \leqslant C\left(\left\|f u^{2}\right\|_{L^{1}(\Omega)} r^{-c}+r^{\alpha}\right), \quad 0<r<\delta_{0} \tag{2.13}
\end{equation*}
$$

On the other hand, noting that $B(y, r) \cap \Omega \subset \Omega_{\delta_{1}}$ when $y \in \Omega_{2 \eta}$ and $0<r<\eta$, we find

$$
\begin{aligned}
\|f\|_{L^{\infty}\left(\Omega_{2 \eta}\right)} \int_{B\left(y_{0}, r\right) \cap \Omega} u(x)^{2} d x & =\left|f\left(y_{0}\right)\right| \int_{B\left(y_{0}, r\right) \cap \Omega} u(x)^{2} d x \\
& \leqslant \int_{B\left(y_{0}, r\right) \cap \Omega}|f(x)| u(x)^{2} d x+r^{\alpha} \int_{B\left(y_{0}, r\right) \cap \Omega} u(x)^{2} d x
\end{aligned}
$$

We have

$$
\int_{B\left(y_{0}, r\right) \cap \Omega} u(x)^{2} d x \geqslant \kappa^{2}\left|B\left(y_{0}, r\right) \cap \Omega\right|
$$

Proceeding similarly to the proof of [15, Appendix A], we find $\aleph=\aleph(\Omega)>0$ and $0<r_{0}=r_{0}(\Omega, \kappa, M)<\eta$ so that

$$
\left|B\left(y_{0}, r\right) \cap \Omega\right| \geqslant \aleph r^{n}, \quad 0<r<r_{0} .
$$

Whence

$$
\|f\|_{L^{\infty}\left(\Omega_{2 \eta}\right)} \leqslant(1 / \aleph) r^{-n}\left\|f u^{2}\right\|_{L^{1}(\Omega)}+r^{\alpha}, \quad 0<r<r_{0}
$$

This means that an estimate of the form (2.13) holds with $\|f\|_{L^{\infty}\left(\Omega^{\eta}\right)}$ substituted by $\|f\|_{L^{\infty}\left(\Omega_{2 \eta}\right)}$. In consequence,

$$
\|f\|_{L^{\infty}(\Omega)} \leqslant C\left(\left\|f u^{2}\right\|_{L^{1}(\Omega)} r^{-c}+r^{\alpha}\right), \quad 0<r<\min \left(r_{0}, \delta_{0}\right)
$$

We can then mimic the end of the proof of (1) in order to obtain the expected inequality.

## 3. Proof of the main results

Proof of Theorem 1.1. Pick $\omega \Subset \Omega$. We firstly observe that, according to (1.1),

$$
\left\{u_{V} ; V \in \mathscr{D}_{0}\left(k, v_{0}, \bar{V}\right)\right\} \subset \mathscr{S}_{w}\left(v_{0}, V_{0}, \kappa, M\right),
$$

with $\kappa=\|h\|_{L^{\infty}(\Gamma)}, V_{0}=v_{0}+\|\bar{V}\|_{L^{\infty}(\Omega)}$ and $M=M\left(\Omega, p, v_{0}, k, \bar{V}, h\right)$ is as in (1.1). We then apply (1) of Theorem 2.2 in order to obtain

$$
\begin{equation*}
\|V-\tilde{V}\|_{L^{\infty}(\omega)} \leqslant C\left\|(V-\tilde{V}) u_{V}^{2}\right\|_{L^{1}(\Omega)}^{2 \mu} \tag{3.1}
\end{equation*}
$$

with $C=C\left(\Omega, p, v_{0}, k, \bar{V}, h, \omega\right)$ and $\mu=\mu\left(\Omega, p, v_{0}, k, \bar{V}, h, \omega\right)$.
On the other hand, we have from [17, Theorem 2.2, page 1781]

$$
\begin{equation*}
\left\|I_{V}^{1 / 2}(V-\tilde{V})\right\|_{H^{1}(\Omega)} \leqslant C\left\|I_{V}^{1 / 2}-I_{\tilde{V}}^{1 / 2}\right\|_{H^{1}(\Omega)}^{1 / 2} \tag{3.2}
\end{equation*}
$$

Set, for simplicity's sake, $u=u_{V}\left(\right.$ resp. $\left.I=I_{V}\right)$ and $\tilde{u}=u_{\tilde{V}}\left(\right.$ resp. $\left.\tilde{I}=I_{\tilde{V}}\right)$. Then

$$
\begin{aligned}
(V-\tilde{V}) u^{2} & =V u^{2}-\tilde{V} \tilde{u}^{2}+\tilde{V}\left(u^{2}-\tilde{u}^{2}\right) \\
& =I-\tilde{I}+\tilde{V}(|u|+|\tilde{u}|)(|u|-|\tilde{u}|)
\end{aligned}
$$

Hence

$$
\begin{equation*}
\left\|(V-\tilde{V}) u^{2}\right\|_{L^{1}(\Omega)} \leqslant C\left(\left\|I^{1 / 2}-\tilde{I}^{1 / 2}\right\|_{L^{1}(\Omega)}+\||u|-\mid \tilde{u}\|_{L^{1}(\Omega)}\right) \tag{3.3}
\end{equation*}
$$

But

$$
|\tilde{u}|-|u|=\frac{1}{\tilde{V}}(I-\tilde{I})+\frac{I^{1 / 2}}{V \tilde{V}}\left[(V-\tilde{V}) I^{1 / 2}\right]
$$

implying

$$
\begin{equation*}
\left\|(V-\tilde{V}) u^{2}\right\|_{L^{1}(\Omega)} \leqslant C\left(\left\|I^{1 / 2}-\tilde{I}^{1 / 2}\right\|_{L^{1}(\Omega)}+\left\|(V-\tilde{V}) I^{1 / 2}\right\|_{L^{1}(\Omega)}\right) \tag{3.4}
\end{equation*}
$$

Now a combination of (3.2), (3.3) and (3.4) yields

$$
\|V-\tilde{V}\|_{L^{\infty}(\omega)} \leqslant C\left\|I^{1 / 2}-\tilde{I}^{1 / 2}\right\|_{H^{1}(\Omega)}^{\mu}
$$

which is the expected inequality.
Proof of Theorem 1.2. Quite similar to that of Theorem 1.1. We have only to apply (2) of Theorem 2.2 instead of (1) of Theorem 2.2.

Proof of Theorem 1.3. The proof relies on an improvement of a weighted stability estimate obtained in [17, Theorem 2.2, page 1781].
Lemma 3.1. Assume that the assumptions of Theorem 1.3 hold. Then there exist $C=C\left(v_{0}, \bar{V}, h, K, \omega, \tilde{\Omega}\right)>0$ and $1>\mu^{\prime}=\mu^{\prime}\left(v_{0}, \bar{V}, h, K, \omega, \tilde{\Omega}\right)>0$ such that

$$
\begin{equation*}
\left\|I_{V}^{1 / 2}(V-\tilde{V})\right\|_{L^{2}(\omega)} \leqslant C\left\|I_{V}^{1 / 2}-I_{\tilde{V}}^{1 / 2}\right\|_{H^{1}(\tilde{\Omega})}^{\mu^{\prime}} \tag{3.5}
\end{equation*}
$$

Proof. We set $\theta=V^{-1 / 2}$ and $J=I_{V}^{1 / 2}$. We deduce from the proof of [17, Theorem 2.2 , page 1781 ] that $\theta$ satisfies

$$
\begin{equation*}
J \Delta(J \theta)=-\frac{J^{2}}{\theta} \quad \text { in } \Omega \tag{3.6}
\end{equation*}
$$

Referring to [22], we see, as $u_{V}$ is non identically equal to zero, that the set where $u_{V}$ vanishes is of zero measure. Therefore, $J=V u_{V}^{2}$ has the same property and hence $\theta$ verifies

$$
\begin{equation*}
\Delta(J \theta)=-\frac{J}{\theta} \quad \text { in } \Omega \tag{3.7}
\end{equation*}
$$

Let $\tilde{\theta}=\tilde{V}^{-1 / 2}$ and $\tilde{J}=I_{\tilde{V}}^{1 / 2}$. Identity (3.7), with $V$ substituted by $\tilde{V}$, yields

$$
\begin{equation*}
\Delta(\tilde{J} \tilde{\theta})=-\frac{\tilde{J}}{\tilde{\theta}} \quad \text { in } \Omega \tag{3.8}
\end{equation*}
$$

Taking the difference side by side of equations (3.7) and (3.8), we obtain

$$
\begin{equation*}
\Delta(J(\theta-\tilde{\theta}))-\frac{1}{\theta \tilde{\theta}} J(\theta-\tilde{\theta})=\frac{\tilde{J}-J}{\tilde{\theta}}+\Delta(\tilde{\theta}(\tilde{J}-J)) \tag{3.9}
\end{equation*}
$$

As $J(\theta-\tilde{\theta})$ has zero Cauchy data on $\tilde{\gamma}$, we deduce from [3, Theorem 1.7] that there exists $C\left(v_{0}, \bar{V}, h, K, \omega, \tilde{\Omega}\right)>0$ and $1>\mu^{\prime}\left(v_{0}, \bar{V}, h, K, \omega, \tilde{\Omega}\right)>0$ so that

$$
\begin{equation*}
\|J(\theta-\tilde{\theta})\|_{L^{2}(\omega)} \leqslant C\left(\left\|\frac{\tilde{J}-J}{\tilde{\theta}}\right\|_{L^{2}(\tilde{\Omega})}+\|\tilde{\theta}(\tilde{J}-J)\|_{H^{1}(\tilde{\Omega})}\right)^{\mu^{\prime}} \tag{3.10}
\end{equation*}
$$

Whence the expected inequality follows.
The rest of the proof is quite similar to that of Theorem 1.1. We apply again (1) of Theorem 2.2 to inequality (3.5).

Proof of Theorem 1.4. We split $\gamma$ into two components $\gamma_{+}=\gamma \cap \Gamma_{+}$and $\gamma_{0}=\gamma \cap \Gamma_{0}$.
Let $V$ and $\tilde{V}$ be as in the statement of Theorem 1.4. As $p>n, W^{2, p}(\Omega)$ is continuously embedded in $C^{1}(\bar{\Omega})$. Whence $u_{V}^{2} \in W^{2, p}(\Omega)$. Inspecting the proof of [6, Proposition 3.1], we get that there exists a constant $\delta=\delta\left(\Omega, p, v_{0}, k, \bar{V}, h, \gamma_{0}\right)$ and a neighborhood $\mathcal{U}_{0}$ of $\gamma_{0}$ in $\omega \cup \Gamma_{0}$ so that $\left|u_{V}\right|^{-\delta} \in L^{1}\left(\mathcal{U}_{0}\right)$. We get from the proof of [6, Lemma 1.3] that there exists $C_{0}=C_{0}\left(\Omega, p, v_{0}, k, \bar{V}, h, \gamma_{0}\right)$ such that

$$
\|V-\tilde{V}\|_{L^{2}\left(\mathcal{U}_{0}\right)} \leqslant C_{0}\left\|(V-\tilde{V}) u_{V}^{2}\right\|_{L^{1}\left(\mathcal{U}_{0}\right)}^{\delta /(2+\delta)}
$$

In light of [16, Lemma B.1], this inequality entails

$$
\|V-\tilde{V}\|_{L^{\infty}\left(\mathcal{U}_{0}\right)} \leqslant C_{0}\left\|(V-\tilde{V}) u_{V}^{2}\right\|_{L^{1}\left(\mathcal{U}_{0}\right)}^{2 \mu_{0}}
$$

for some $\mu_{0}=\mu_{0}\left(\Omega, p, v_{0}, k, \bar{V}, h,, \gamma_{0}\right)$.
As in Theorem 1.1, this inequality leads to the following one

$$
\begin{equation*}
\|V-\tilde{V}\|_{L^{\infty}\left(\mathcal{U}_{0}\right)} \leqslant C_{0}\left\|I_{V}^{1 / 2}-I_{\tilde{V}}^{1 / 2}\right\|_{H^{1}(\Omega)}^{\mu_{0}} \tag{3.11}
\end{equation*}
$$

On the other hand, we easily check that

$$
\left|u_{V}\right| \geqslant \frac{1}{2} \min _{\gamma_{+}}\left|u_{V}\right|=\frac{1}{2} \min _{\gamma_{+}}|h|(>0)
$$

in a neighborhood $\mathcal{U}_{+}$of $\gamma_{+}$in $\omega \cup \Gamma_{+}$, depending only $\Omega, p, v_{0}, k, \bar{V}, h$ and $\gamma_{+}$. We apply once again [16, Lemma B.1] in order to get

$$
\|V-\tilde{V}\|_{L^{\infty}\left(\mathcal{U}_{+}\right)} \leqslant C_{+}\left\|(V-\tilde{V}) u_{V}^{2}\right\|_{L^{1}\left(\mathcal{U}_{+}\right)}^{\mu_{+}}
$$

for some $\mu_{+}=\mu_{+}\left(\Omega, p, v_{0}, k, \bar{V}, h, \gamma_{+}\right)$and $C_{+}=C_{+}\left(\Omega, p, v_{0}, k, \bar{V}, h,, \gamma_{+}\right)$.
From this inequality we deduce, again similarly as in the proof of Theorem 1.1,

$$
\begin{equation*}
\|V-\tilde{V}\|_{L^{\infty}\left(\mathcal{U}_{+}\right)} \leqslant C_{+}\left\|I_{V}^{1 / 2}-I_{\tilde{V}}^{1 / 2}\right\|_{H^{1}(\Omega)}^{\mu_{+}} \tag{3.12}
\end{equation*}
$$

Let $\tilde{\omega} \Subset \Omega$ so that $\omega \subset \tilde{\omega} \cup \mathcal{U}_{0} \cup \mathcal{U}_{+}$. By the interior stability estimate in Theorem 1.1, there exists $\tilde{\mu}=\tilde{\mu}\left(\Omega, p, v_{0}, k, \bar{V}, h,, \omega\right)$ and $C=C\left(\Omega, p, v_{0}, k, \bar{V}, h, \omega\right)$ so that

$$
\begin{equation*}
\|V-\tilde{V}\|_{L^{\infty}(\tilde{\omega})} \leqslant C\left\|I_{V}^{1 / 2}-I_{\tilde{V}}^{1 / 2}\right\|_{H^{1}(\Omega)}^{\tilde{\mu}} . \tag{3.13}
\end{equation*}
$$

We end up getting the expected inequality by combining (3.11), (3.12) and (3.11), with $\mu=\min \left(\mu_{0}, \mu_{+}, \tilde{\mu}\right)$.

## Appendix A

In this appendix, $\Omega$ is a bounded domain of $\mathbb{R}^{n}, n \geqslant 2$, with Lipschitz boundary $\Gamma$. Let

$$
L=\operatorname{div}(A \nabla \cdot)+V
$$

where $V \in L^{\infty}(\Omega), A=\left(a^{i j}\right)$ is a symmetric matrix with coefficients in $W^{1, \infty}(\Omega)$ and there exist $\kappa>0$ and $\Lambda>0$ so that

$$
\begin{equation*}
A(x) \xi \cdot \xi \geqslant \kappa|\xi|^{2}, \quad x \in \Omega, \xi \in \mathbb{R}^{n} \tag{A.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\|V\|_{L^{\infty}(\Omega)}+\left\|a^{i j}\right\|_{W^{1, \infty}(\Omega)} \leqslant \Lambda, \quad 1 \leqslant i, j \leqslant n \tag{A.2}
\end{equation*}
$$

Recall the following three-ball interpolation inequality, proved in [11] when $V=0$ but still holds for any bounded $V$ (see also [14]).

Theorem A.1. Let $0<k<\ell<m$. There exist $C>0$ and $0<s<1$, only depending on $\Omega, k, \ell, m, \kappa$ and $\Lambda$, such that

$$
\begin{equation*}
\|v\|_{L^{2}(B(y, \ell r))} \leqslant C\|v\|_{L^{2}(B(y, k r))}^{s}\|v\|_{L^{2}(B(y, m r))}^{1-s} \tag{A.3}
\end{equation*}
$$

for all $v \in H^{1}(\Omega)$ satisfying $L v=0$ in $\Omega, y \in \Omega$ and $0<r<\operatorname{dist}(y, \Gamma) / m$.
We know from [21, Theorem 2.4.7, page 53] that any Lipschitz domain has the uniform interior cone condition, abbreviated to UICP in the sequel. In particular, there exist $R>0$ and $\theta \in] 0, \frac{\pi}{2}\left[\right.$ so that, to any $\tilde{x} \in \Gamma$ corresponds $\xi=\xi(\tilde{x}) \in \mathbb{S}^{n-1}$ for which

$$
\mathcal{C}(\tilde{x})=\left\{x \in \mathbb{R}^{n} ; 0<|x-\tilde{x}|<R,(x-\tilde{x}) \cdot \xi>|x-\tilde{x}| \cos \theta\right\} \subset \Omega
$$

Define the geometric distance $d_{g}^{D}$, on a bounded domain $D$ of $\mathbb{R}^{n}$, by

$$
d_{g}^{D}(x, y)=\inf \{\ell(\psi) ; \psi:[0,1] \rightarrow D \text { Lipschitz path joining } x \text { to } y\}
$$

where

$$
\ell(\psi)=\int_{0}^{1}|\dot{\psi}(t)| d t
$$

is the length of $\psi$.
Note that, according to Rademacher's theorem, any Lipschitz continuous function $\psi:[0,1] \rightarrow D$ is almost everywhere differentiable with $|\dot{\psi}(t)| \leqslant k$ a.e. $t \in[0,1]$, where $k$ is the Lipschitz constant of $\psi$.
Lemma A.1. Let $D$ be a bounded Lipschitz domain of $\mathbb{R}^{n}$. Then $d_{g}^{D} \in L^{\infty}(D \times D)$.
A proof of this lemma can be found in [18].
In the rest of this text

$$
\mathbf{d}_{g}=\left\|d_{g}^{\Omega}\right\|_{L^{\infty}(\Omega \times \Omega)}
$$

Proof of Theorem 2.1. In this proof $C$ denote a generic constant that can depend only on $\Omega, v_{0}, V_{0}, \kappa$ and $M$.

Step 1. Let $y, y_{0} \in \Omega^{3 \delta}$ and $\psi:[0,1] \rightarrow \Omega$ be a Lipschitz path joining $y_{0}$ to $y$ so that $\ell(\psi) \leqslant d_{g}^{\Omega}\left(y_{0}, y\right)+1$. Let $t_{0}=0$ and $t_{k+1}=\inf \left\{t \in\left[t_{k}, 1\right] ; \psi(t) \notin B\left(\psi\left(t_{k}\right), \delta\right)\right\}$, $k \geqslant 0$. We claim that there exists an integer $N \geqslant 1$ so that $\psi(1) \in B\left(\psi\left(t_{N}\right), \delta\right)$. If not, we would have $\psi(1) \notin B\left(\psi\left(t_{k}\right), \delta\right)$ for any $k \geqslant 0$. As the sequence $\left(t_{k}\right)$ is non decreasing and bounded from above by 1 , it converges to $\hat{t} \leqslant 1$. In particular, there exists an integer $k_{0} \geqslant 1$ so that $\psi\left(t_{k}\right) \in B(\psi(\hat{t}), \delta / 2), k \geqslant k_{0}$. But this contradicts the fact that $\left|\psi\left(t_{k+1}\right)-\psi\left(t_{k}\right)\right|=\delta, k \geqslant 0$.

Let us check that $N \leqslant N_{0}$, where $N_{0}$ only depends on $\mathbf{d}_{g}$ and $\delta$. Pick $1 \leqslant j \leqslant n$ so that

$$
\max _{1 \leqslant i \leqslant n}\left|\psi_{i}\left(t_{k+1}\right)-\psi_{i}\left(t_{k}\right)\right|=\left|\psi_{j}\left(t_{k+1}\right)-\psi_{j}\left(t_{k}\right)\right|
$$

Then

$$
\delta \leqslant n\left|\psi_{j}\left(t_{k+1}\right)-\psi_{j}\left(t_{k}\right)\right|=n\left|\int_{t_{k}}^{t_{k+1}} \dot{\psi}_{j}(t) d t\right| \leqslant n \int_{t_{k}}^{t_{k+1}}|\dot{\psi}(t)| d t
$$

Consequently, where $t_{N+1}=1$,

$$
(N+1) \delta \leqslant n \sum_{k=0}^{N} \int_{t_{k}}^{t_{k+1}}|\dot{\psi}(t)| d t=n \ell(\psi) \leqslant n\left(\mathbf{d}_{g}+1\right)
$$

Therefore

$$
N \leqslant N_{0}=\left[\frac{n\left(\mathbf{d}_{g}+1\right)}{\delta}\right]
$$

Here $\left[n\left(\mathbf{d}_{g}+1\right) / \delta\right]$ is the integer part of $n\left(\mathbf{d}_{g}+1\right) / \delta$.
Let $y_{k}=\psi\left(t_{k}\right), 0 \leqslant k \leqslant N$. If $\left|z-y_{k+1}\right|<\delta$ then

$$
\left|z-y_{k}\right| \leqslant\left|z-y_{k+1}\right|+\left|y_{k+1}-y_{k}\right|<2 \delta .
$$

In other words, $B\left(y_{k+1}, \delta\right) \subset B\left(y_{k}, 2 \delta\right)$.
We get from Theorem A. 1

$$
\begin{equation*}
\|u\|_{L^{2}\left(B\left(y_{j}, 2 \delta\right)\right)} \leqslant C\|u\|_{L^{2}\left(B\left(y_{j}, 3 \delta\right)\right)}^{1-s}\|u\|_{L^{2}\left(B\left(y_{j}, \delta\right)\right)}^{s}, \quad 0 \leqslant j \leqslant N . \tag{A.4}
\end{equation*}
$$

Set $I_{j}=\|u\|_{L^{2}\left(B\left(y_{j}, \delta\right)\right)}, 0 \leqslant j \leqslant N$ and $I_{N+1}=\|u\|_{L^{2}(B(y, \delta))}$. Since $B\left(y_{j+1}, \delta\right) \subset$ $B\left(y_{j}, 2 \delta\right), 1 \leqslant j \leqslant N-1$, estimate (A.4) implies

$$
\begin{equation*}
I_{j+1} \leqslant C M_{0}^{1-s} I_{j}^{s}, \quad 0 \leqslant j \leqslant N \tag{A.5}
\end{equation*}
$$

where we set $M_{0}=\|u\|_{L^{2}(\Omega)}$.

Let $C_{1}=C^{1+s+\ldots+s^{N+1}}$ and $\beta=s^{N+1}$. Then, by a simple induction argument, estimate (A.5) yields

$$
\begin{equation*}
I_{N+1} \leqslant C_{1} M_{0}^{1-\beta} I_{0}^{\beta} \tag{A.6}
\end{equation*}
$$

Without loss of generality, we assume in the sequel that $C \geqslant 1$ in (A.5). Using that $N \leqslant N_{0}$, we have

$$
\begin{aligned}
& \beta \geqslant \beta_{0}=s^{N_{0}+1} \geqslant s e^{-\frac{\kappa}{\delta}}=\psi(\delta), \text { where } \kappa=n\left(\mathbf{d}_{g}+1\right)|\ln s| \\
& C_{1} \leqslant C^{\frac{1}{1-s}} \\
& \left(\frac{I_{0}}{M_{0}}\right)^{\beta} \leqslant\left(\frac{I_{0}}{M_{0}}\right)^{\beta_{0}} .
\end{aligned}
$$

These estimates in (A.6) gives

$$
\frac{I_{N+1}}{M_{0}} \leqslant C\left(\frac{I_{0}}{M_{0}}\right)^{\psi(\delta)}
$$

In other words,

$$
\frac{\|u\|_{L^{2}(B(y, \delta))}}{\|u\|_{L^{2}(\Omega)}} \leqslant C\left(\frac{\|u\|_{L^{2}\left(B\left(y_{0}, \delta\right)\right)}}{\|u\|_{L^{2}(\Omega)}}\right)^{\psi(\delta)}
$$

Applying Young's inequality, we get from this inequality

$$
\begin{equation*}
\|u\|_{L^{2}(B(y, \delta))} \leqslant C\left(\epsilon^{\frac{1}{1-\psi(\delta)}}\|u\|_{L^{2}(\Omega)}+\epsilon^{-\frac{1}{\psi(\delta)}}\|u\|_{L^{2}\left(B\left(y_{0}, \delta\right)\right)}\right) \tag{A.7}
\end{equation*}
$$

$\epsilon>0, y, y_{0} \in \Omega^{3 \delta}$.
Step 2. Fix $\tilde{x} \in \Gamma$ so that $|u(\tilde{x})|=\|u\|_{L^{\infty}(\Gamma)}$. Let $\xi=\xi(\tilde{x})$ be as in the definition of the UICP. Let $x_{0}=\tilde{x}+\delta \xi, \delta \leqslant R / 2, d_{0}=\left|x_{0}-\widetilde{x}\right|=\delta$ and $\rho_{0}=d_{0} \sin \theta / 3$. Note that $B\left(x_{0}, 3 \rho_{0}\right) \subset \mathcal{C}(\tilde{x})$.

By induction in $k$, we construct a sequence of balls ( $B\left(x_{k}, 3 \rho_{k}\right)$ ), contained in $\mathcal{C}(\tilde{x})$, as follows

$$
\left\{\begin{array}{l}
x_{k+1}=x_{k}-\alpha_{k} \xi \\
\rho_{k+1}=\mu \rho_{k} \\
d_{k+1}=\mu d_{k}
\end{array}\right.
$$

where

$$
d_{k}=\left|x_{k}-\tilde{x}\right|, \quad \rho_{k}=\vartheta d_{k}, \quad \alpha_{k}=(1-\mu) d_{k},
$$

with

$$
\vartheta=\frac{\sin \theta}{3}, \quad \mu=\frac{3-2 \sin \theta}{3-\sin \theta}
$$

Note that this construction guarantees that, for each $k, B\left(x_{k}, 3 \rho_{k}\right) \subset \mathcal{C}(\tilde{x})$ and

$$
\begin{equation*}
B\left(x_{k+1}, \rho_{k+1}\right) \subset B\left(x_{k}, 2 \rho_{k}\right) \tag{A.8}
\end{equation*}
$$

We get, by applying Theorem A.1, that there exist $C>0$ and $0<s<1$, only depending on $\Omega, v_{0}$ and $V_{0}$, so that

$$
\begin{align*}
\|u\|_{L^{2}\left(B\left(x_{k}, 2 \rho_{k}\right)\right)} & \leqslant C\|u\|_{L^{2}\left(B\left(x_{k}, 3 \rho_{k}\right)\right)}^{1-s}\|u\|_{L^{2}\left(B\left(x_{k}, \rho_{k}\right)\right)}^{s}  \tag{A.9}\\
& \leqslant C M^{1-s}\|u\|_{L^{2}\left(B\left(x_{k}, \rho_{k}\right)\right)}^{s}
\end{align*}
$$

In light of (A.8), (A.9) gives

$$
\begin{equation*}
\|u\|_{L^{2}\left(B\left(x_{k+1}, \rho_{k+1}\right)\right)} \leqslant C M^{1-s}\|u\|_{L^{2}\left(B\left(x_{k}, \rho_{k}\right)\right)}^{s} \tag{A.10}
\end{equation*}
$$

Let $J_{k}=\|u\|_{L^{2}\left(B\left(x_{k}, \rho_{k}\right)\right)}, k \geqslant 0$. Then (A.10) is rewritten as follows

$$
J_{k+1} \leqslant C M^{1-s} J_{k}^{s}
$$

An induction in $k$ yields

$$
J_{k} \leqslant C^{1+s+\ldots+s^{k-1}} M^{(1-s)\left(1+s+\ldots+s^{k-1}\right)} J_{0}^{s^{k}}
$$

That is

$$
\begin{equation*}
J_{k} \leqslant\left[C^{\frac{1}{1-s}} M\right]^{1-s^{k}} J_{0}^{s^{k}} \tag{A.11}
\end{equation*}
$$

Applying Young's inequality we obtain, for any $\epsilon>0$,

$$
\begin{align*}
J_{k} & \leqslant\left(1-s^{k}\right) \epsilon^{\frac{1}{1-s^{k}}} C^{\frac{1}{1-s}} M+s^{k} \epsilon^{-\frac{1}{s^{k}}} J_{0}  \tag{A.12}\\
& \leqslant \epsilon^{\frac{1}{1-s^{k}}} C^{\frac{1}{1-s}} M+\epsilon^{-\frac{1}{s^{k}}} J_{0} \\
& \leqslant C \epsilon^{\frac{1}{1-s^{k}}} M+\epsilon^{-\frac{1}{s^{k}}} J_{0}
\end{align*}
$$

Now, since $u \in C^{0,1 / 2}(\bar{\Omega})$,

$$
|u(\tilde{x})| \leqslant[u]_{1 / 2}|\tilde{x}-x|^{1 / 2}+|u(x)|, \quad x \in B\left(x_{k}, \rho_{k}\right)
$$

Hence

$$
\left|\mathbb{S}^{n-1}\right| \rho_{k}^{n}|u(\tilde{x})|^{2} \leqslant 2[u]_{1 / 2}^{2} \int_{B\left(x_{k}, \rho_{k}\right)}|\tilde{x}-x| d x+2 \int_{B\left(x_{k}, \rho_{k}\right)}|u(x)|^{2} d x
$$

Or equivalently

$$
|u(\tilde{x})|^{2} \leqslant 2\left|\mathbb{S}^{n-1}\right|^{-1} \rho_{k}^{-n}\left([u]_{1 / 2}^{2} \int_{B\left(x_{k}, \rho_{k}\right)}|\tilde{x}-x| d x+\int_{B\left(x_{k}, \rho_{k}\right)}|u(x)|^{2} d x\right)
$$

A simple computation shows that $d_{k}=\mu^{k} d_{0}$. Then

$$
|\tilde{x}-x| \leqslant\left|\tilde{x}-x_{k}\right|+\left|x_{k}-x\right| \leqslant d_{k}+\rho_{k}=(1+\vartheta) d_{k}=(1+\vartheta) \mu^{k} d_{0}
$$

Therefore,

$$
|u(\tilde{x})|^{2} \leqslant 2\left(M^{2}(1+\vartheta)^{1 / 2} d_{0}^{1 / 2} \mu^{k}+\left|\mathbb{S}^{n-1}\right|^{-1}\left(\vartheta d_{0}\right)^{-n} \mu^{-n k}\|u\|_{L^{2}\left(B\left(x_{k}, \rho_{k}\right)\right)}^{2}\right)
$$

implying, when $d_{0}(=\delta) \leqslant 1$,

$$
\begin{equation*}
|u(\tilde{x})| \leqslant C\left(M \mu^{k / 2}+\mu^{-n k / 2} \delta^{-n / 2} J_{k}\right) \tag{A.13}
\end{equation*}
$$

Inequalities (A.12) and (A.13) gives

$$
\begin{equation*}
|u(\tilde{x})| \leqslant C\left(\mu^{k / 2} M+\mu^{-n k /} \epsilon^{1 /\left(1-s^{k}\right)} \delta^{-n / 2} M+\mu^{-n k / 2} \epsilon^{-1 / s^{k}} \delta^{-n / 2} J_{0}\right) \tag{A.14}
\end{equation*}
$$

We get, by choosing $\epsilon=\mu^{\left(1-s^{k}\right)(n+1) k / 2}$ in (A.14),

$$
|u(\tilde{x})| \leqslant C\left(\mu^{k / 2} M+\mu^{k / 2} \delta^{-n / 2} M+\mu^{-(n+1) k /\left(2 s^{k}\right)+k / 2} \delta^{-n / 2} J_{0}\right)
$$

Hence

$$
\begin{equation*}
|u(\tilde{x})| \leqslant C \delta^{-n / 2}\left(\mu^{k / 2} M+\mu^{-(n+1) k /\left(2 s^{k}\right)} J_{0}\right) \tag{A.15}
\end{equation*}
$$

by using $\delta \leqslant \operatorname{diam}(\Omega)$.

Let $t>0$ and $k$ be the integer so that $k \leqslant t<k+1$. It follows from (A.15)

$$
\begin{equation*}
|u(\tilde{x})| \leqslant C \delta^{-n / 2}\left(\mu^{t / 2} M+\mu^{-t(n+1) /\left(2 s^{t}\right)} J_{0}\right) \tag{A.16}
\end{equation*}
$$

Let $p=(n+1) / 2+|\ln s|$. Then (A.16) yields

$$
\begin{equation*}
|u(\tilde{x})| \leqslant C \delta^{-n / 2}\left(\mu^{t / 2} M+\mu^{-e^{p t}} J_{0}\right) \tag{A.17}
\end{equation*}
$$

Putting $e^{p t}=1 / \epsilon, 0<\epsilon<1$, we get from (A.17)

$$
\begin{equation*}
|u(\tilde{x})| \leqslant C \delta^{-n / 2}\left(\epsilon^{\beta} M+e^{|\ln \mu| / \epsilon} J_{0}\right) \tag{A.18}
\end{equation*}
$$

where $\beta=|\ln \mu| /(2 p)$.
Step 3. A combination of (A.7) and (A.18) entails, with $0<\epsilon<1$ and $\epsilon_{1}>0$,

$$
|u(\tilde{x})| \leqslant C \delta^{-n / 2}\left(\epsilon^{\beta} M+e^{|\ln \mu| / \epsilon}\left(\epsilon_{1}^{1 /(1-\psi(\delta))} M+\epsilon_{1}^{-1 / \psi(\delta)}\|u\|_{L^{2}\left(B\left(y_{0}, \delta\right)\right)}\right)\right)
$$

Hence, where $\ell=n / 2$ and $\rho=|\ln \mu|$,

$$
\|u\|_{L^{\infty}(\Gamma)} \leqslant C \delta^{-\ell}\left(\epsilon^{\beta} M+e^{\rho / \epsilon}\left(\epsilon_{1}^{1 /(1-\psi(\delta))} M+\epsilon_{1}^{-1 / \psi(\delta)}\|u\|_{L^{2}\left(B\left(y_{0}, \delta\right)\right)^{n}}\right)\right)
$$

In this inequality we take $\epsilon_{1}=\epsilon^{\beta(1-\psi(\delta))} e^{-\rho(1-\psi(\delta)) / \epsilon}$. Using that

$$
\epsilon_{1}^{-1 / \psi(\delta)} \leqslant e^{(\rho+\beta)(1-\psi(\delta)) /(\epsilon \psi(\delta))}
$$

we obtain in a straightforward manner

$$
\|u\|_{L^{\infty}(\Gamma)} \leqslant C \delta^{-\ell}\left(\epsilon^{\beta} M+e^{(\rho+\beta)(1-\psi(\delta)) /(\epsilon \psi(\delta))}\|u\|_{L^{2}\left(B\left(y_{0}, \delta\right)\right)^{n}}\right) .
$$

If $\phi(\delta)=(\rho+\beta)(1-\psi(\delta)) / \psi(\delta)$ then we can rewrite the previous estimate as follows

$$
\|u\|_{L^{\infty}(\Gamma)} \leqslant C \delta^{-\ell}\left(\epsilon^{\beta} M+e^{\phi(\delta) / \epsilon}\|u\|_{L^{2}\left(B\left(y_{0}, \delta\right)\right)^{n}}\right)
$$

or equivalently

$$
\begin{equation*}
\|u\|_{L^{\infty}(\Gamma)} \leqslant C \delta^{-\ell}\left(t^{-\beta} M+e^{t \phi(\delta)}\|u\|_{L^{2}\left(B\left(y_{0}, \delta\right)\right)}\right), \quad t>1 \tag{A.19}
\end{equation*}
$$

If $M /\|u\|_{L^{2}\left(B\left(y_{0}, \delta\right)\right)}>e^{\phi(\delta)}$, we find $t>1$ so that $M /\|u\|_{L^{2}\left(B\left(y_{0}, \delta\right)\right)}=t^{\beta} e^{t \phi(\delta)}$. The estimate (A.19) with that $t$ yields

$$
\|u\|_{L^{\infty}(\Gamma)} \leqslant C \delta^{-\ell} M\left(\frac{1}{(\beta+\phi(\delta)} \ln \left(\frac{M}{\|u\|_{L^{2}\left(B\left(y_{0}, \delta\right)\right)}}\right)\right)^{-\beta}
$$

In light of the inequality $\|u\|_{L^{\infty}(\Gamma)} \geqslant \eta$, this estimate implies

$$
\eta \leqslant C \delta^{-\ell} M\left(\frac{1}{\beta+\phi(\delta)} \ln \left(\frac{M}{\|u\|_{L^{2}\left(B\left(y_{0}, \delta\right)\right)}}\right)\right)^{-\beta}
$$

This inequality is equivalent to the following one

$$
\begin{equation*}
M e^{-C(\beta+\phi(\delta)) \delta^{-\ell / \beta}(M / \eta)^{1 / \beta}} \leqslant\|u\|_{L^{2}\left(B\left(y_{0}, \delta\right)\right)} \tag{A.20}
\end{equation*}
$$

Otherwise,

$$
\begin{equation*}
M e^{-\phi(\delta)} \leqslant\|u\|_{L^{2}\left(B\left(y_{0}, \delta\right)\right)} . \tag{A.21}
\end{equation*}
$$

We derive from (A.20) and (A.21) that, there exist $C>0$ and $\delta^{*}$ so that

$$
e^{-e^{c / \delta}} \leqslant\|u\|_{L^{2}\left(B\left(y_{0}, \delta\right)\right)^{n}}, 0<\delta \leqslant \delta^{*}
$$

Obviously, a similar estimate holds for $\delta \geqslant \delta^{*}$.
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