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Abstract. Human behavior learning plays an important role in ambient assisted 

living since it enables service personalization. Current work in human behavior 

learning do not consider the context under which a behavior occurs which hides 

some behaviors that are frequent only under certain conditions. In this work, we 

present the notion of a contextualized behavior pattern which describes a be-

havior pattern with the context on which it occurs (i.e. nap when raining) and 

propose an algorithm for finding these patterns in a data stream. This is our 

main contribution. These patterns help to better understand the routine of a user 

in a smart environment, as is evidenced when testing with a public dataset. This 

algorithm could be used to learn behaviors from users in an ambient assisted 

living environment in order to send alarms when behavior changes occur.  

 

Keywords: human behavior learning, sequential patterns, context analysis, per-

sonalization, data streams 

1 Introduction 

Human behavior learning plays an important role in ambient assisted living since it 

enables service personalization like sending alerts when changes in behavior are de-

tected. For example, if a user normally takes a walk after lunch but lately she has been 

napping instead of walking, an alert could be sent to her family to check if everything 

is fine.  

Behavior learning is widely studied and different behavior models have been pro-

posed [1–4]. One such model is sequential patterns in which a behavior is represented 

as an ordered set of activities. Thus, sequential pattern mining algorithms can be used 

to learn frequent behaviors of a user. However, most of these algorithms do not con-

sider the context on which a behavior occurs, which can make the applications that 

use them: (1) miss some behaviors that are frequent only under certain context (i.e. 

only on weekends) and (2) generate false alarms about behavior changes. To continue 

with the first example, if it has been raining lately and the user likes to nap when it is 

raining, then skipping the walk after lunch is normal and should not be notified. A 
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high false alarm rate can cause users to be reluctant to use these systems or to ignore 

all alarms, so they should be avoided.  

A behavior learning algorithm for ambient assisted living should consider context 

when learning frequent patterns to find those frequent only under certain conditions. It 

should also learn behaviors in an online fashion (as data arrives from sensors) and be 

adaptive, that is learn new behaviors as they appear. 

In this paper, our goal and main contribution is to find sequential patterns of activi-

ties that are frequent over a specific day, time or after a specific activity (section 2). 

We present the definition of a contextualized sequential pattern and propose an algo-

rithm for their extraction. We test the algorithm with a public database and show that 

considering context yields different patterns than just mining frequent patterns over 

the entire period of time (section 3). Finally we present related work (section 4) and 

conclusions and future work (section 5). 

2 Proposed Algorithm 

In this section we first introduce the notion of a contextualized sequential pattern 

and then present the data structure and proposed algorithm for mining them from a 

data stream. We consider day, hour and activity as part of the context but more varia-

bles will be included in future work.  

2.1 Definitions 

Given a data stream of activities 𝑆𝑎, each with a timestamp, a sequence is an or-

dered (by timestamp) set of activities 𝑎1, 𝑎2, … 𝑎𝑛 . A sequence 𝑠 occurs at the day 

of 𝑎1’s timestamp and starts at the hour indicated by it. In this work, a context 𝑐  is a 

specific day (i.e. Tuesday), a specific time (i.e. at 9:00am) or a specific activity (i.e. 

sleeping) or the combination of any of them. A sequence 𝑠 is said to support a context 

if it occurs at the day, hour or starts with the activity specified by 𝑐 . We denote 

𝑜𝑐𝑐𝑢𝑟𝑠(𝑠, 𝑐) to indicate that sequence 𝑠 occurs at context 𝑐. 

A contextualized sequential pattern is a sequence of activities that frequently ap-

pear together over a specific context. The pattern describes both the sequence and the 

context on which it occurs. A sequence is said to be frequent in a context if the num-

ber of times it occurs on the specific context over the total number of sequences that 

support the context is greater than a user-specified minimum threshold (𝜑). This is 

expressed by equation 1.  

 

|𝑜𝑐𝑐𝑢𝑟𝑠(𝑠,𝑐)|

∑ |𝑜𝑐𝑐𝑢𝑟𝑠(𝑠𝑗,𝑐)|𝑗
≥ 𝜑    (1) 

 



2.2 Contextualized prefix-tree 

  For mining the contextualized sequential patterns we use a contextualized prefix 

tree, which is an extension of the prefix-tree used for prefix span [5]. The root of the 

tree keeps the total count of sequences that have been seen and also the counts by day 

and time in a context count matrix (Fig. 1). In this work, we divide time in 15-minute 

slots (96 timeslots in total for each day), but this could be configured as a parameter 

for the algorithm. Each cell in the matrix indicates how many sequences have sup-

ported both the day and the time represented by the cell.  

Each node of the tree represents a sequence, which is the path from the root to the 

node. A node has a label (indicating an activity label), a total count of the times this 

sequence has been seen and a context count matrix, which counts how many times the 

sequence has been seen in each day and hour. 

 

Fig. 1. Context count matrix, a 7x96 int matrix that stores the number of times a sequence has 

been seen on each day and timeslot. 

 

Fig. 2. Contextualized prefix-tree 



2.3 Algorithm 

The algorithm for extracting frequent contextualized patterns consists of three 

steps: segmentation of the stream, insertion in the tree and extraction of frequent se-

quences. Each step is explained next considering the following stream of activities as 

example: 

𝑆𝑎 = {(2010 − 11 − 07 15: 40: 57.80  𝑀𝑒𝑎𝑙𝑃𝑟𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛), 

(2010 − 11 − 07 15: 42: 09.46  𝐸𝑎𝑡𝑖𝑛𝑔), 

(2010 − 11 − 07 17: 19: 51.47  𝑀𝑒𝑎𝑙𝑃𝑟𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛), 

(2010 − 11 − 07 17: 30: 26.96  𝐸𝑎𝑡𝑖𝑛𝑔), 
(2010 − 11 − 07 17: 40: 51.0  𝑊𝑎𝑠ℎ𝐷𝑖𝑠ℎ𝑒𝑠), 

(2010 − 11 − 07 17: 47: 05.0  𝑀𝑒𝑎𝑙𝑃𝑟𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛) 

(2010 − 11 − 07 19: 52: 24.28  𝑊𝑜𝑟𝑘), 
(2010 − 11 − 07 20: 37: 41.43  𝐸𝑎𝑡𝑖𝑛𝑔), 

(2010 − 11 − 07 20: 40: 41.5  𝑀𝑒𝑎𝑙𝑃𝑟𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛), 

(2010 − 11 − 07 23: 52: 03.47  𝑆𝑙𝑒𝑒𝑝𝑖𝑛𝑔)} 

Segmentation 

First, the stream of activities is segmented to form sequences of equal length (𝑛). 

From the timestamp of each activity in the sequence, the day of the week and the 

timeslot are extracted. Each time a sequence of length 𝑛 is formed (𝑛 activities have 

entered the stream), it is inserted in the tree. The length of the sequences 𝑛 can be 

configured as a parameter. Having a very small length results in uninteresting patterns 

and having a large length could result in many spurious patterns since randomness 

could make small sequences frequent. Statistical experts advise against large 

𝑛.Therefore, in this work we use a sequence length of 4.  

The stream of the example, would be segmented in the following sequences (the 

first integer represents the day of the week and the second integer represents the 

timeslot of the first activity in the sequence, for example the first sequence has time 

62 because meal preparation starts at 15:40 which corresponds to the timeslot 62):  

 

(2, 62, 𝑀𝑒𝑎𝑙𝑃𝑟𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛, 𝑒𝑎𝑡𝑖𝑛𝑔, 𝑚𝑒𝑎𝑙𝑃𝑟𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛, 𝑒𝑎𝑡𝑖𝑛𝑔) 
(2,62, 𝑒𝑎𝑡𝑖𝑛𝑔, 𝑚𝑒𝑎𝑙𝑃𝑟𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛, 𝑒𝑎𝑡𝑖𝑛𝑔, 𝑤𝑎𝑠ℎ𝐷𝑖𝑠ℎ𝑒𝑠) 
(2,69, 𝑚𝑒𝑎𝑙𝑃𝑟𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛, 𝑒𝑎𝑡𝑖𝑛𝑔, 𝑤𝑎𝑠ℎ𝐷𝑖𝑠ℎ𝑒𝑠, 𝑚𝑒𝑎𝑙𝑃𝑟𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛) 
(2,70, 𝑒𝑎𝑡𝑖𝑛𝑔, 𝑤𝑎𝑠ℎ𝐷𝑖𝑠ℎ𝑒𝑠, 𝑚𝑒𝑎𝑙𝑃𝑟𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛, 𝑤𝑜𝑟𝑘) 
(2,70, 𝑤𝑎𝑠ℎ𝐷𝑖𝑠ℎ𝑒𝑠, 𝑚𝑒𝑎𝑙𝑃𝑟𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛, 𝑤𝑜𝑟𝑘, 𝑒𝑎𝑡𝑖𝑛𝑔) 
(2,71, 𝑚𝑒𝑎𝑙𝑃𝑟𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛, 𝑤𝑜𝑟𝑘, 𝑒𝑎𝑡𝑖𝑛𝑔, 𝑚𝑒𝑎𝑙𝑃𝑟𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛) 
(2,79, 𝑤𝑜𝑟𝑘, 𝑒𝑎𝑡𝑖𝑛𝑔, 𝑚𝑒𝑎𝑙𝑃𝑟𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛, 𝑠𝑙𝑒𝑒𝑝𝑖𝑛𝑔) 

Insertion 

To insert a sequence in the tree, the root checks if it has the first activity of the se-

quence in its children. If it does, then the totalCount and context counts are updated 

for this node. If it doesn’t, then a new node is created with totalCount 1 and the corre-

sponding context count in 1 also. Recursion is used for each element in the sequence.  



Following our example, the first sequence is inserted as the first branch of the emp-

ty tree with total count = 1 and the corresponding context count = 1(Tuesday, 62) as 

shown in Fig. 3. Then, the second sequence is inserted as a second branch like in Fig. 

4, updating the root’s total counts. Finally, when all sequences have been inserted the 

tree looks like Fig. 5  

 

Fig. 3.  The prefix tree after the insertion of first sequence 



 

Fig. 4. Prefix tree after the insertion of second branch 



 

Fig. 5. Prefix tree after the insertion of all sequences 



Extraction of frequent sequences 

To extract frequent sequences by context, the total count of the context 𝑡𝑐is ob-

tained from the root node. If patterns are to be extracted by only day or time then the 

total count is obtained by summing the corresponding row or column of the root node 

count matrix. Then, each node checks if its context count is greater than the total 

count of the context times the minimum support (𝑡𝑐 ∗ 𝜑). If it is, then the sequence it 

represents is added to the frequent sequence set.  

In the tree of the example, with a minimum support of 0.45, the patterns extracted 

without considering context would only be meal preparation since it is the only se-

quence (length 1) that has a support greater than the threshold. Considering context 

we can obtain some of the following patterns: 

 At timeslot 62 (around 15:30), it is frequent to prepare meal and then eat. 

 At timeslot 70 (around 17:30), it is frequent to eat and then wash dishes.  

 It is frequent to eat after work.  

 

Although these toy example has too few data to be really interesting (many se-

quences have a total count of only 1), it shows that not considering context yields 

different patterns than considering it and that our algorithm can find patterns that are 

associated to a time and a day.  

3 Results 

We tested our algorithm with the Aruba CASAS Dataset,  made public by the 

CASAS project [6] through their repository
1
. The dataset consists of sensor data that 

was collected in the home of a volunteer adult with annotated activities. We used this 

dataset because it has data for a long period of time (193 days) and it is collected in 

real-life settings. The annotated activities in this dataset are: meal preparation, sleep-

ing, relax, wash dishes, work, bed to toilet, enter and leave home, housekeeping and 

resperate
2
. 

Each record in the dataset contains a timestamp, a sensor id and a sensor reading. If 

the event corresponds to the start or end of an activity, then the record also contains 

the activity label and the word start or end accordingly (see Fig. 6 (a)). Since we are 

concerned with finding sequential patterns of activities and not of sensor activations, 

we first transformed the dataset in order to have records that contain the start and end 

time of the activity, the location and the label (see Fig. 6 (b)). Also, because in the 

dataset it is common to have the same activity begin and end at very close times, we 

consider only an occurrence of the activity if no more than fifteen minutes have 

passed from the end of one occurrence to the beginning of the next. 

 

                                                           
1   http://ailab.wsu.edu/casas/datasets.html 
2  Resperate is a device used to lower blood pressure 

http://ailab.wsu.edu/casas/datasets.html


 
(a)                                                              (b)  

Fig. 6. (a) Original dataset and, (b). Transformation done for this paper. We used data that 

defines the start time and label for each activity.  

We first find sequential patterns without considering context using a minimum 

support of 0.4. On this dataset the patterns found are: relax, meal_preparation. Only 

these two sequences are found to be frequent because there are many more occurrenc-

es of these two activities than of the others in the dataset. We omit the patterns that 

only contain these two activities from the following results because of this.  

We then find time patterns and patterns based on each of the activities (i.e. what is 

usually done after eating?). These patterns allow a better understanding of the routine 

of the person that lived in the smart environment. Some of the patterns found are de-

scribed below. 

 From 21:30 to 1:00 the only frequent activity is Sleeping. This indicates the usual 

sleeping hour of the person.  

 From 1:00 to 4:45, Sleeping is a frequent activity as well as the sequence Sleeping 

– Bed to toilet – Sleeping. This indicates that the person wakes up at night fre-

quently. 

 At 6:00 am Meal Preparation and Relax are frequent activities, which could mean 

that around this time the user wakes up.  

 At 6:45 the sequence Meal_Preparation – Relax - Work is frequent. 

 At 20:45 the sequences Relax - Meal_Preparation – Relax - Work and Relax- 

Meal_Preparation – Relax - Wash_Dishes are frequent.  

Patterns by activity include the following: 

 Resperate – Relax - Meal_Preparation 

 Wash_Dishes -Relax – Sleeping. This sequence can be interpreted as the user usu-

ally washing dishes at night, before going to sleep.  

 Sleeping – Bed to Toilet – Sleeping. This is an indication of waking up frequently 

at night.   

 Sleeping - Meal_Preparation – Relax - Meal_Preparation – Eating. These sequenc-

es indicates that shortly after waking up, the person prepares meal and then eats 

(breakfast). 

These results are consistent with patterns found with prefixspan when data is parti-

tioned to use only activities that occurred in a specific day or time. 



3.1 Using the tree for activity prediction 

The contextualized prefix tree can be used for activity prediction by obtaining the 

most probable next activity according to the current context (day, hour and activity). 

Using the same dataset, we use the tree for activity prediction by predicting the most 

probable activity as the data arrives. Table 1 shows the precision and recall for all the 

activities in the dataset and Table 2 shows the confusion matrix obtained. 

Some activities show good results such as meal preparation, enter home, bed to toi-

let, sleeping and relax, but the others have very poor performance. We believe that if 

the patterns are adapted (removing old patterns) these results could be improved.  

Table 1.  Precision and Recall for each activity in the dataset using activity prediction 

 Precision Recall 

Meal_Preparation 0,54 0,48 

Sleeping 0,44 0,98 

Wash_Dishes 0,23 0,17 

Resperate 0,00 0,00 

Work 0,02 0,06 

Enter_home 0,96 0,79 

Leave_home 0,23 0,28 

Bed_to_Toilet 0,50 0,37 

Housekeeping 0,00 0,00 

Relax 0,69 0,64 

Eating 0,31 0,33 

 

Table 2. Confusion matrix for activity prediction 

 

Meal_

Preparation
Sleeping

Wash_

Dishes
Resperate Work

Enter_

home

Leave_

home

Bed_to_

Toilet

House

keeping
Relax Eating

Could not 

predict

Meal_Preparation 545 3 16 1 11 30 138 125 26 94 12 2

Sleeping 187 170 4 0 1 1 4 0 3 9 4 2

Wash_Dishes 19 0 15 0 0 0 4 0 0 25 0 1

Resperate 3 0 0 0 0 0 1 0 0 1 1 0

Work 60 0 3 0 2 7 14 0 9 32 6 0

Enter_home 1 0 0 0 1 317 6 0 0 3 0 1

Leave_home 160 0 12 1 5 21 99 1 8 110 12 2

Bed_to_Toilet 76 0 0 0 0 0 0 78 0 0 0 1

Housekeeping 14 0 1 0 1 0 3 0 0 7 5 2

Relax 67 1 35 1 11 22 75 8 8 742 102 4

Eating 13 0 0 0 3 1 4 0 5 129 70 1



3.2 Discussion and analysis of results 

Mining contextualized sequential patterns helps to better understand user behavior 

at home. Using a contextualized prefix tree with a sequence length of 4 we found 

sensible results, although the parameter could be better configured with further exper-

iments. The contextualized patterns can be used for activity prediction as was tested 

in this paper, even though the results must be further improved for use in application. 

The patterns can also be used for measuring behavior drifts which can be early signs 

of disease or could be due to new routines. Measuring these deviations and differenti-

ating between alerts and new habits that should be added to the patterns is one of the 

next steps in our research. 

4 Related Work 

Learning frequent behaviors of users has been recognized as a crucial aspect for 

realizing the ambient assisted living as well as the more general smart environments 

paradigms. Learning frequent behaviors enables service personalization, future behav-

ior prediction which can be used for the environment to act proactively and to detect 

abnormalities or behavior shifts which can be used to generate alerts. Different mod-

els have been used for describing and learning human behaviors such as context-free 

grammars [7, 8], Hidden Markov Models [9, 10], topic models [11, 12] and sequential 

patterns [13, 14]. Among these models, we select sequential patterns since they are 

easily understandable by end users and can be used to create readable alerts.  

Another key feature in ambient assisted living is context-awareness because it ena-

bles the adaptation of services to the circumstances in which they are used [15]. Typi-

cal context variables used in smart environments describe both the environment (hu-

midity, noise, lighting levels) and the user (location, physiological variables, posture, 

activity). In our work, we consider activity, time and weekday as context variables 

since we believe behavior can change according to these two features. In future work, 

we will add weather and other typical contextual variables.  

Our main objective in this paper is to learn frequent sequential patterns from data 

streams under different contexts, day and time of day in this work, to better under-

stand the behavior of users. Therefore, we focus on sequential pattern mining with 

contextual aspects for behavior learning. Surveys of sequential pattern mining can be 

found in [16, 17] and a survey of algorithms for incremental and progressive sequen-

tial pattern mining can be found in [18]. 

The algorithm Evolving Agent behavior Classification based on Distributions of 

Relevant events (EVABCD) [3] creates evolving user profiles that are represented by 

a sequence of events. To solve the problem of unbounded sequences, this algorithm 

first segments the sequence of events in subsequences of equal length and then stores 

them in a trie. Each node of the trie stores the number of the times an event (a linux 

command in the article) has been seen, so calculating support for each sequence is 

easy. Each user profile is represented with a probability distribution of the frequent 

sequences. When a sequence becomes less probable it is eliminated from the profile, 

thus making it an evolving profile. This method not only mines frequent sequences 



but it also is adaptive, one of the main features of our proposal. One difference with 

our problem is that we maintain frequent sequences for each user and that EVABCD 

only takes into account the events and not the context in which they appear, nor the 

temporal relations among them. 

The SPEDS (Sequential Patterns on Evolving data streams) algorithm [19] obtains 

the set of sequential patterns over a period of time at any moment. It uses a lexico-

graphic tree in which each node denotes an item and a sequence is represented by a 

path in the tree. Each node contains a tilted time table that counts the frequency of the 

item on the corresponding tilted-time window. The tree is incrementally updated after 

a batch of data is processed with prefixSpan [5] to extract frequent sequences from 

the batch, and update nodes and counters in the tree. This algorithm allows finding 

patterns at different time granularities which is an idea in which we base our proposal. 

We extend the tilted-time table to consider other contextual variables. 

The MobileMiner [14] service discovers personalized frequent co-ocurrence pat-

terns indicating which context events frequently occur together. Since the service runs 

on mobile phones it is efficient and could be used for mining streams. However, the 

service does not mine sequences, and thus, does not consider the order in which 

events occur. We believe that in some cases, the order of activities can be crucial for 

detecting emergency or must-watch situations. Another difference with our approach 

is that they use an apriori-based strategy for mining patterns, while we use the prefix-

growth strategy.    

Moshtaghi, Zukerman and Rusell’s model [20] combines the time of day with the 

region of the house to infer inactivity thresholds that are used to detect abnormal inac-

tivity periods to generate alerts. This approach is similar to ours in that it learns dif-

ferent behaviors according to context (location and time) but it differs from our re-

search in that they are considering inactivity as the only interesting behavior while we 

would like to learn sequential patterns to describe user behaviors. This is because 

although there could be activity at home, painting at night could be normal while 

going out or wandering around could not.   

We describe sequential patterns with the context in which they occur, i.e. if a se-

quence is frequent when it is raining. In this case, context can be seen as a constraint 

for the sequential patterns. Although some algorithms have been proposed for mining 

sequential patterns with constraints [21], these constraints must be defined a priori by 

the user. Our algorithm can discover the context on which the sequences are frequent, 

as it is done in some other work. For example, in [22], the time period over which a 

itemset is frequent is automatically discovered. This is done by pattern-growth and by 

maintaining for each candidate itemset, the period on which it might be frequent. This 

work has some differences with ours: (1) they are not mining sequential patterns and 

(2) their algorithm is not online, meaning it is not suitable for data stream processing 

as is the case in ambient assisted living (mining data coming from sensors). 



5 Conclusions 

In this work we propose the notion of contextualized sequential patterns, sequential 

patterns of activities that are associated to the context on which they are frequent, and 

an algorithm for mining them on data streams. These patterns can describe the behav-

ior of a user in a smart environment and help to better understand the routine of a 

user. These patterns can be used for service personalization. 

Although some algorithms for mining adaptive sequential patterns on streaming 

data have been proposed, they do not consider context and the algorithms that do 

consider context do not mine frequent sequences but itemsets. Our algorithm can find 

patterns that state that a behavior occurs on Mondays but not on other days or at 10 

am but not in the afternoon. This, to the best of our knowledge, has not been 

achieved, as is also stated in [17]. This is the main contribution of this work. 

5.1 Future work 

In future work we will add more context variables such as weather and physiologi-

cal variables to the patterns. Also, merging the context under which the same patterns 

occurs (i.e. sleeping is frequent from 23:00 to 06:00 on all days) and finding patterns 

that join different contexts (i.e. patterns occurring on Mondays at 7am) is an im-

portant research direction that we will explore. Finally, using these patterns to detect 

changes in behavior that could signal health deterioration or that an adaptation is 

needed in the patterns is a crucial step for the application of the patterns in ambient 

assisted living. 
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