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A logic of sights

CEDRIC DEGREMONT, SOUMYA PAUL and NICHOLAS ASHER,
IRIT, Université Paul Sabatier, Toulouse, France.
E-mail: cedric.uva@ gmail.com; soumya.paul @ gmail.com; nicholas.asher@irit.fr

Abstract

We study labeled transition systems where at each state an agent is aware of and hence reasons about only a part of the
entire system (called the ‘sight’). We develop a logic for such systems: the ‘logic of sights’. We explore its model theory,
give an axiomatization and prove its completeness. We show that the logic is a fragment of the loosely guarded fragment of
first-order logic. We show that the satisfiability problem of the logic is PSPACE-complete and the combined complexity of
its model-checking problem is in PTIME. Finally we discuss its relation to other logics as well as extensions.

Keywords: Bounded rationality, modal logic, temporal logics, dynamic logics, sights, labeled transition systems.

1 Introduction

Chess, under the usual restrictions, is a finite extensive form game. Thus, at least in theory, it is
possible to do a backward induction on the finite game tree so as to decide if one of the players has a
winning strategy and to compute such a strategy if it exists. However, applying backward induction
on the full game tree is intractable, and human and artificial players alike have to reason differently
to make decisions. The extensive form game tree is simply too large for any algorithm to process. In
such a situation, other types of analyses are called for. Can we look at the game from the perspective
of the agents playing it? In chess, for instance, a player usually looks a few steps into the future of
the current position, and then tries to play the optimal move, hoping that such a move will lead to a
global optimization, and eventually to victory. In the process, there might be certain moves or paths
along the game tree that the player is not aware of or does not consider possible. In other words, the
player has a particular ‘view’ of the current game and of what can happen.

More formally, given a labeled transition system, an agent might be able to foresee only some,
but not all, of the possible evolutions of the system. Things can get even more subtle if the agent has
to take into account what she might be able to foresee once certain actions have been taken and the
state of the system has changed. In the context of extensive games, Régo and Halpern [27] develop
a semantic approach for such a notion of awareness (to be distinguished from an approach in which
awareness depends on the syntactic resources of the language, such as, e.g. [15, 16, 22]). The main
idea is that an agent is assigned a subtree out of the current subgames at every stage in the extensive
games where she plays. This approach is further explored in [13].

In this article, we explore the modal logic of this concept, which [13] call ‘sight’. Our semantics
is as general as possible: expanding labeled transition systems with a sight function at every state
consisting in an arbitrary subset of states containing the current state. Syntactically, we add an operator
['N]p, meaning that, at the current state, from the perspective of the agent, ¢ is true or, paraphrasing
the semantics more closely, that, at the current state, in the sight of the agent at the current state, ¢ is
true. The modal logic of these types of models is very natural; [!N] results in a restriction of the current
model. The dynamic and restricting nature of [!N] makes our logic a cousin of a recent family of
dynamic and/or temporal epistemic logics: Future Event Logic (FEL) [34, 35], to PAL [2, 11, 26] and
to TPAL [32], PAL with protocols [7, 25]. But there are important differences, and in many respects



our system is more general. For instance, we extend temporal logics with horizons, while (T)PAL
and FEL treat modally-definable restrictions or quantification over all such restrictions, respectively.
We assume a given unique restriction in each state, generalizing away from any process of describing
the structure of that restriction, via e.g. quantification as in FEL. Furthermore, the restrictions we
are considering are in general not syntactically-definable (unlike those in (T)PAL). Hence, there is
no decompositional analysis from the logic of sights back into the basic modal language. Finally, we
note that while Liu et al. [21] proposes a logic of extensive games with short sights, where v = (0 )¢
holds whenever the visibly terminal state—that is terminal in the sight s(v)—that players would
reach by playing according to the strategy profile o is a ¢-state. While the motivation behind the
development of [21] and our work is similar, formally the two systems are very different. In [21],
the action modalities, as well, as the sight modality receive the standard relational semantics of basic
modal logic. We show below that the expressive power of such a static sight operator is incomparable
with our dynamic sight operator.

We give an axiomatization for our logic, which uses induction rules corresponding to the well-
known fact that universal formulas are preserved under restrictions. It follows a simple idea: every
transition that can be done in the current sight can be done in general, and hence is simulated in the
full model. We prove the completeness of our axiom system. We compare the expressive power of
the logic with some other known logics. We also show that the satisfiability problem for the logic is
PSPACE-complete. Finally, we consider some interesting extensions, and discuss the definability
problem of sight-based subgame perfection.

Structure of the article: The rest of the article is organized as follows. Section 2 has notation and
technical background, that might be skipped at first reading. Section 3 introduces the language of
our logic of sights, L(15 4), and its semantics. We discuss its translation into decidable fragments of
FO. Section 4 discusses the expressive power of L(1, 4). In Section 5, we provide an axiomatization
of L(15,4) and prove its completeness in Section 6. Section 7 shows that the satisfiability problem
for L(15,4) is PSPACE-complete and the combined complexity of its model-checking problem is in
PTIME. Section 8 discusses the relation of L, 4) to other logics, as well as extensions. Section 9
discusses the modal definability of sight-based subgame perfection. We conclude in Section 10.

2 Preliminaries

In this section, we give the necessary background and define the notation used in the article.

2.1 Basic notation

Let € denote the empty sequence. Given a set X we let X ™ be the set of finite sequences over X
and let X T=X *\ {€}. Given a relation RCX x X, R* will be the reflexive transitive closure of
R. It will always be clear from the context whether we mean the reflexive transitive closure of a
relation or the set of finite sequences over a set. And we define R[x]={y e X|(x,y)eR}—for ACX,
R[A]={yeX|(x,y)€R for some x€A}. We use R(x) as a notational variant of R[x] and R(A) as a
notational variant of R[A]. Given a sequence (s;), s, is the n-th member of (s;). Given a sequence
X, |X| denotes the set of elements in X, X[k] its k-th-element and X| its initial prefix of length k and
len(x) denotes the length of x. Given a non-empty finite sequence X, we let last(x) =x[len(x)]. We
use o for the set of natural numbers. Given a relational structure M, we refer to its domain by |M],
but sometimes also by M. In Section 7, on complexity, we use |X | to refer to the cardinality of X.
We make sure that it is clear from the context we which one we intend. Finally, given a function f
we let dom(f) be its domain and ran(f’) be its range.



2.2 LTS and the basic modal language

DEFINITION 2.1
Given a finite non-empty set A, an A-labeled transition system (henceforth LTS(A)) is a tuple

(W,(—a>)aeA, V) where W is a non-empty set, A is a set of labels, for each a €A, —a>§(W x W),
and for some non-empty countable set of propositional letters PROP, V :PROP— (W) is a valuation
function.

When the underlying set of labels A is unimportant or is clear from the context, we simply write LTS

for LTS(A). Given an LTS M= (W, (5)aea, V), the elements of W are called the states of M. We
also use the notation | M| to denote the set of states W of the LTS M.

Intuitive interpretation. We would like to be as comprehensive as possible as how to interpret these
models, as we believe that the concepts of sights we will discuss are interesting in many contexts or
situations that can be modeled as labeled transition systems. An intuitive, yet generic, interpretation
is to think of W as states of a system and A as possible events or actions that can change those states.
In general, more than one action could be executable in a given state.

DEFINITION 2.2
Given an LTS M and a state w € |[M|, the pair (M, w) is called a pointed model or a pointed LTS.

Atree-like LTS (now TLTS) is such that for any a, b € A with a # b we have AN —b> =) and moreover

—>= UaeA £ is such that (W,—) is a tree.
The basic modal language L4 over A is recursively defined as follows:

pu=pl-eleAg|{a)e,

where p ranges over PROP and a over A. Given an LTS M and a state w € | M|, we define the satisfaction
of a formula ¢ € L4 at w inductively:

M,wEp iff weV(p)

MywE—-p iff Mwke

M,wEp Ay iff M,wEeand M,w =y

M,w k= (a)p iff for some v with w-> v we have M,vEg@

Given a modal language L, a formula ¢ €L and a model M, we let ||¢||M:={we M| | M,w ¢},
be the truth set of ¢ in Ml. We simply write ||¢|| when M is clear from context.

2.3 Invariance and expressivity

Let M= (W, () e4, V) and M/ = (W’,(i;)aeA, V') be two LTS(A)s.

DEFINITION 2.3 (Simulation)
A non-empty binary relation ZC W x W’ is a simulation from M to M iff Z is such that:

1. X’ € V/(p) whenever (x,x")€Z and x€ V(p)
/
2. If x>y and (x,x) € Z, then there exists y' € W' such that (y,y)€Z and x' > y’



DEFINITION 2.4 (Bisimulation)
A non-empty binary relation Z C W x W' is a bisimulation between M and M iff Z is such that:

1. xeV(p)iff X' € V/(p), whenever (x,x")€Z
/
2. If x>y and (x,x’) €Z, then there exists y/ € W’ such that (y,y’)€Z and x’ —>
/
3. If ¥’ > y and (x,x’) € Z, then there exists y € W such that (y,y")€Z and x>y
DEFINITION 2.5 (Bounded p-morphisms)
A function f : W — W' is a bounded p-morphism from M to M iff f is such that
1. xeV(p)ifff(x)eV'(p)
/
2. f(x)=> f(v) whenever x>y
/
3. If f(x) 5 y/, then there exists y such that x> yand f(y)=y'
DEFINITION 2.6 (Submodel)
Let M= (W,(—a>)aeA, V) be an LTS. Given a non-empty subset X CW, we let M|y :=
(X,(—a>|X)a€A,V|X) where —a>|X is the restriction of = to X and V|x is the restriction of V to

X. If M'=M]y for some non-empty subset X C W, we say that M is a submodel of M.

DEFINITION 2.7 (Generated submodel)
If M is a submodel of M and y € W’ whenever xe W’ and x> y for some x€ W’ and some a €A,
we say that M is an A-generated submodel of M. We drop A whenever it is clear from context.

DEFINITION 2.8

We say that two pointed models M, w and M, w” are L-equivalent iff for every ¢ € L we have M, w = ¢
iff M, w' = ¢. We write M, w «~ M, w’. We drop L whenever it is clear from context. We also drop
M and M’ whenever Ml=M'.

DEFINITION 2.9 (Expressivity)

We say that a language L’ is at least as expressive as a language L over a class of pointed models C
(denoted L <¢ L) if for every pair of pointed models (M, w),(M’,w’) €C if there is a formula ¢ € L
with M, w =9 but M, w’ = ¢, we also have a formula ¢’ € L’ such that M, w =¢’ but M, w' & ¢’.
When the intended class of pointed models C is clear from context we drop the subscript.

2.4 Guarded and bounded fragments of FO
Given an FO-formula ¢, Free(y) is the set of free variables occurring in ¢.

DEFINITION 2.10
The guarded fragment GF of FO is defined by induction as follows:

1. Every relational atomic formula belongs to GF.

2. GF is closed under propositional connectives =, A, V,—>, <>.

3. IfX,y are tuples of variables, a(X,y) is atomic and ¢ (X, y) is a formula in GF, such that Free(¢) C
Free(a)={x,y}, then the formulas

(.Y Ap(,) and Vy(a(x,y) = ¢(X, 7))

are in GF.



DEerFINITION 2.11 ([29])
The loosely guarded fragment LGF of FO is defined similarly to the GF, by relaxing clause (3)
as follows:

3. If ¢ e LGF, y is a conjunction of relational atomic formulas, Free(y) CFree(y), y is a tuple
of free variables of ¥ and moreover

— if xeFree(y), y€|y| and x #y, then there is a conjunct of ¥ in which x,y both occur,
then Iy(y A ) e LGF.

Van Benthem [29] calls the LGF of FO, the pair-wise guarded fragment. The clause (3') relaxes
(3) in that the guard that relativizes the quantifier does not have to be an atomic formula, but can be a
conjunction of atomic formulas, provided that for every quantified variable y and every free variable
x from the guard there is an atom of the guard in which both x and y occur. Two examples taken from
[12], will illustrate this condition.

First, an example of a formula that is loosely guarded, but not guarded, is the first-order translation
of (Yuntilp):

Iy x=yANe(W)AVZ (x<zAZ=Yy)— ¥(2))

By contrast the first-order translation of the transitivity axiom:
Vxyz ((Rxy A Ryz) — Rxz)

is not loosely guarded.

DEFINITION 2.12
Given arelational signature, the bounded fragment BF of FO is defined by induction as follows:

1. Every relational atomic formula belongs to BF.

2. BF is closed under propositional connectives =, A, V,—, <>.

3. If y is a (n—1)-tuple of variables, ¢ is a term with 7 ¢|y| and ¢ € BF, then for every n-ary
relational symbol R in the relational signature, the formulas

J1(Rxy A @) and Vi(Rxy — ¢)

are also in BF.

THEOREM 2.13 ([8, 9])
Given a relational signature t, a formula ¢ of FO(7) is equivalent to a formula in BF(7) iff ¢ is
invariant under t-generated submodels.

2.5 Extensions of basic modal logic

In this article, we refer to two well-understood extensions of basic modal logic. The first one
La.n allows for operators that exploit the intersection of relations in the similarity type. The
second one adds nominals, names for states, to the language, and is the basic hybrid logic Hy
over A.



2.5.1 Modal logic with intersection

The modal language L4 n over A is recursively defined as follows:

ar=alaNa;, @:=p|-plpAe|{a)p,

where p ranges over PROP and a over A. Ry, the interpretation of « is defined recursively as
follows:

R, =3

Rung = RaNRg

Given an LTS M and a state w € |M|, the only new clause in definition of the satisfaction of a formula
@ €la n atw is the following:

M,wE=(a)p iff for some v with wRyv we have M, v =¢

2.5.2 Basic hybrid logic

The basic hybrid language Hy over A, has another parameter, the set of nominals NoMm, disjoint from
the set of propositional letters PROP. It is interpreted over LTSs for which the valuation V has domain
PROPWNOM and such that for every p; e Nowm, |V (p;)|=1. When we need to be clear about NOM; we
write Ha(NoM). The modal language H4 (Nom) is recursively defined as follows:

pu=plpil—eloAnp|{a)p,

where p ranges over PROP, p; over NOM and a over A. Its semantics is defined on LTSs. The satisfaction
definition contains nothing new except for a clause for nominals:

M,w=p; iff V(p;)={w}

2.6 Computational complexity

We assume familiarity with basic computational complexity theory (for an introduction, see, e.g.
[24]). We refer to a set of (encoding of) inputs as a language. Given a function f : @ — w, DSPACE(f)
is the class of languages which can be recognized by a deterministic Turing machine M which uses
at most f(|x|) cells of the working tape for inputs x of size |x| > ng for some constant ng € w, on all
branches in the computation tree of M on x.

Alternation is a generalization of non-determinism. For a precise definition of an alternating Turing
machine and corresponding notions, see [4]. Here is an informal definition:

DEFINITION 2.14 (Alternating Turing machine, see, e.g. [18])

An alternating Turing machine is a Turing machine whose states are divided into existential and
universal states. The notion of acceptance is defined recursively as for non-deterministic Turing
machines, except that an alternating Turing machine in a universal state accepts if there is at least
one next configuration and all next configurations are accepting.



Given a function f : w — w, let ATIME(f) be the class of languages which can be recognized by an
alternating Turing machine M whose computation tree depth for inputs x of size |x| > ng, for some
constant ng € w, is bounded by f(|x|). We write: APTIME = UkewATIME(nk) and we make use of
the following result:

THEOREM 2.15 ([4])
PSPACE =APTIME

3 Dynamic logic of sights

We extend labeled transition systems with sights, which are functions associating to each state a set
of states, which contains that state.

DEFINITION 3.1
A Labeled Transition System with Sights (henceforth oLTS) M is an LTS expanded with a
function: N: W — (W) such that w e N(w) for every we W.

Given a non-empty subset X C W, we write

My := (X, (=>[xX)aca. VIx)

where > |x is the appropriate restriction to X . Let €, be the set of all labeled transition system with
sights. A o TLTS is a o LTS such that its N-free reduct is a TLTS.

The language of L, 4) over A extends the basic modal language Ly over A with an unary
operator [!N]:

pu=pl=eleAe|{a)e|[!N]e,

where p ranges over PROP and a over A. The semantics of the Boolean and of the basic modal operators
is the usual one. The semantics of [!N]¢ is defined as follows:

M,w E[!N]p iff Mlng),wEe

Informally speaking, [!N]¢ means that from the perspective of the agent at the current state ¢ holds.

As we said earlier, we would like to be as minimal as possible as how to A should be interpreted
as we believe the concept of sight is relevant in different contexts that call for different interpretation
of the meaning of A. If the reader would like to have some concrete intuition to rely on, she or he can
think of A as possible actions or events that can change the state that the system is in. (a)¢ would
then mean that action a can be executed in the current state and in one of the possible execution of
a, ¢ will hold afterwards. To take an example involving both the sight and the action modality, the
intuitive interpretation of:

([IN]J({a)p A —(a)=p)) A {a)—p

is that ‘in the sight of the agent, the action a is executable and executing a will necessary lead to the
system being in a p-state, while in fact there is a possible execution of a that leads to a —p-state’.
But again, we believe that the approach is more general and interesting in contexts where other
interpretations of A are evoked.



3.1 Notions of complexity and modal depth for L 4)

Depending on the context two notions of complexity will be useful, the first one depends on the
negation normal form of a formula. We write it as CpX: L5 4) — @ and define it as follows:

cpX(p) = cpx(—p) = 1
CpX(p AYr) = max{cpx(¢),cpx(¥)}+1
cpX(e v ¥r) = max{cpx(¢),cpx(¥)}+1
cpx({a)e) = cpx(p)+1

cpx([ale) = cpx(p)+1

cpx([!N]g) = cpx(p)+1

Alternatively, we will use com: L, 4)— @ with the following modified clause for negation:
com(—¢) = com(p)+1

Later, we will also need a notion of A-modal depth dep, :L(1, 4) — w, defined as follows:

dep,(p) = 0

depy(—¢) = depy(p)

depy (e A ) = max{depy(p),dep,(¥)}
depy (¢ Vv ¥) = max{depy(p),deps(¥)}
dep,({a)p) = depy(p)+1

dep,([ale) = depy(p)+1

dep, ([!N]gp) = depy(p)

as well as a notion of o-modal depth odepy : L, 4)— @, which differs in only one clause from
A-modal depth:

odeps(INlp) = odepy(¢)+1

3.2 Standard translation of Ly )
We show how to translate L, 4 into the loosely guarded fragment of FO.

DEFINITION 3.2

Let FO(N,A) be the first-order language with unary relation symbols (R,)peprop corresponding to
propositional letters in p € PROP, binary relations (R;),ca for each label a €A and finally a binary
relation N with Nxy to mean y € N(x).

We let VAR be our set of first-order variables. An assignment in M is a function g: VAR — |M|. We
let g[x;/w;] be defined as follows:

guﬂmuwz{“” ifx 7, (1)

wi if x=x;.

We also let g[xi/Wi,Xj/Wj] =(g[xi/Wi])[xj/Wj]-



Let x € VAR be a first-order variable, o € VAR* be a finite sequence of first-order variables and
consider the following translation, the standard translation of L, 4):

STx . (L(!a,A) X VAR*) —> FO(N,A)

which is recursively defined as follows:

ST (p©) = Ry

STx(p?) = STu(p)

STx((=¢)7) = ST(¢?)

STo((p AY)7) = STu(@?) AST(¥?)

STo((a)9)”) = 3y (N\zejoNG@Y) ARa(x,y) ASTy(97))
[where y is fresh]

ST:(([!Nlp)”) = STx(p”")

STX(‘PGXX) = STx(‘PGX)

For every L, 4) formula and every finite sequence of variables o € VAR* we have:

Facr 3.3
ST (%) <f (|9 |) where f is a polynomial function on w.

PrOOF. By induction on the structure of ¢. The atomic cases and the negation case are immediate.
For ST, ((¢ Ar)?), we have by induction hypothesis (IH) that |[STy(¢?)| and |STy (/)| are bounded
by polynomials in |¢? | and |7 |, respectively, and hence |STy((¢ A 1)) < |STx(0?)|+|STx (¥ )]
is bounded by a polynomial in [STx((@ AY)?)|. [STx({a)@®)| <|STx(¢?)|+c1|o|4+c2 where c1 and
¢y are constants and since |[STy(¢?)]| is bounded by a polynomial in |¢? |, |STx({a)¢?)| is bounded
by a polynomial in |{a)¢? | as well. The cases for ([!N]p)? and ¢°** are straightforward. [ |

To prove that the above translation is correct, we need the following lemma, which intuitively shows
that STy(¢?) correctly captures the idea of ¢ being true in the restriction to /\ ., N(x). We will use
the following piece of notation. Let Z C |M]|, we write N(Z) := ﬂwez N(w). We often abuse notation
and write w for [w|. For example, given w € [MI|*, we write N(w) for N(|w|), and M| N3 for MI|N(ji3)-
In particular, given w=(wy, ..., wy), with w;11 € [IM|NN(wp)N...NAN(w;), for all i with 0 <i <n, we
have M|Neiy = (.- (MIN@wo)I - ) INGw,)-

LEmMA 3.4

Let M be a pointed o LTS. For every w € [M[|*, every x € VAR*, every w’ € N(w) and every assignment
g: VAR — |M]|, we have:

MINGiy. w' E @ iff M, g[x0/wo, ... %n/Wn, /W TE STy ()%

PrOOF. The proof is by induction on the complexity of ¢. The base case is immediate from the
definition of the standard translation. So is the induction step for negation and conjunction. Now
assume that ¢ = (a)y. Assume that M|N), w' = (a) . It follows that there is a € M| such that:

(a) for all w;ew, teN(w;)
b) w5t
(¢) MiNgiy. 1 =¥



By the IH, we have (c) iff (d) M, g[x/w,z/t] |=STZ((1p)}). From (a), (b) and (d) it follows that:

ML, g[&/,y/w',2/tlk= [\ Nxiz A Rayz ASTL((¥)) 2)

xiEJ_é

By semantics of first-order logic we have thus:

ML gl%/i,y/w'l=3z /\ Nxiz ARayz A ST((¥)) (3)

Xi ex

But this is equivalent to 3
M, g[X/w,y/w'T = STy(((a)¥)") “4)
The other direction is similar, which concludes the proof for this case.

Assume that M|z, w' = [!IN]y. It follows by semantics of [!N] that: Ml|N;uyw). W’ = . But then
by the TH it follows that ML, g[%/w,y/w] = STy (¥)*?). Hence, M, g[%/w,y/w] =STy(([IN]y)Y).
The argument works in both directions, concluding this case and the induction step. |
We can now prove that the above translation is correct:

PROPOSITION 3.5
For each ¢ € L(15 4), each pointed o LTS (M, s), and an assignment g : VAR — | M| the following holds:

M, s =g iff M, g[g(x):=s] =STx(¢)
PrOOF. The proof is by induction on the complexity of ¢.

Base case: Assume that ¢ =p for some propositional letter p € PrROP. We simply note that M, w =p
iff we V(p) iff ML, g[x/w]E=Ry(x) iff M, g[x/s] = STx(p).

Induction step: Assume that the claim holds for formulas of complexity at most n. We have to prove
that it holds for formulas of complexity at most n+ 1. If the main operator is a conjunction and or a
negation, the claim is immediate from the definition of ST.

Assume that ¢ = (a)y” and that M[,w = (a)v. By semantics there is some state w’ with

Roww' and M, w' =y (5
Hence, by inductive hypothesis (henceforth IH), M, g[y/w’'] = STy (). By definition

STx((@)¥)=ST(((@)¥)°)
=3y ( /\ NG.Y) ARa(x,) A STy(¥))

z€|€|

=3y (Ra(x,y) ASTy(¥))

But then we can set g(x):=w and g(y) :=w’ and have by (5) and the IH that M[, g =R, (x,y) A STy (¥ €).
The argument is symmetric for the other direction.

Now assume that ¢ =[!N]¢s and assume M, w |=[!N]y/. Note that this holds iff M|y, w =Y.
But by Lemma 3.4 this holds iff M, g[x/w]E=ST:((¢)"). But this is equivalent to M, g[x/w]}=
STx((['N]¢)), which concludes the argument for this case and the proof. [ |



Observe that the translation may not belong to the guarded fragment of FO:

Fact 3.6
ST ([!N]{a)[!N](b)p) is not guarded.

PROOF. We show that the guards in ST, ([!N](a)[!N](b)p) are not atomic.

ST([!NI{a)[!NI(b)p)

=STx((a)[!N](b)p")
=3y(Nx, ) AR4(x,y) ASTy([!IN](b)p™))

=3y(NCx, ) ARG (x, ) ASTy((b)p™))

=3y(N(x, Y) AR (x, ) A@FZ(N(y, 2) ARp(y,2) ASTy(p™))))
=3Jy(NCx, y) ARq(x,y) A(FzZ(N(Y, 2) ARy (¥, 2) ARp(Y))))

But the guard of the main formula N(x,y) AR,(x,y) is not atomic, and neither is the guard of
2N, 2) ARp(y,2) ARp(Y))-
—

non atomic

Hence, ST, ([!N]{a)[!N](b)p) is not guarded. |

However, the standard translation of L, 4)-formula is in the loosely guarded fragment of FO. To
see this, first observe that

LEmMMA 3.7
For every o € VAR*, ¢ €L(15.4) and x € VAR, Free(STx(¢?)) C {x}U]o|.

PROOF. The proof is by induction on the complexity of ¢. Base case: Note that for any o € VAR* and
xe VAR, Free(STx(p?))=Free(R,(x))={x}. Induction hypothesis; Assume that the claim holds
for formulas of complexity at most n. Induction Step; Now assume that ¢ is of complexity n+1.
The proof is now by case. Case ¢ =—1. Simply observe that Free(STy(—y?))=Free(STx(¥?)).
The claim follows from IH. Case ¢ = A x. Observe that Free(ST((¥ A x)?))=Free(STx (¥ ) A
ST (x?))=Free(ST(y¥?))UFree(STy(x?)). The claim follows from IH. Case ¢ = (a)yr. Now,

Free(STx(((a)¥)?))=
Free@y ( /\ N(z.y) ARa(x.y) ASTy (1)), for some y

z€|o|

That is, Free(STy(((a)¥)?))=|o|U{x}UFree(STy(¥?))\{y}. But from IH we have
Free(STy(v°)\{y} Slo|. Case ¢@=[!N]yy. First observe that Free(STy([!N]y?))=
Free(STx(¥°¥)). But by IH it follows that Free(ST,(y°*)) C |ox|U{x} =|o|U{x}. [ |

We can now prove that:

PROPOSITION 3.8
For every formula ¢ € L(15 4), x € VAR and o € VAR, STy(¢?) is loosely guarded.

PROOF. Take an arbitrary o € VAR* and some x € VAR. For the base case, simply note STy (p?) is
an atomic formula, hence loosely guarded. Negation and conjunctions are straightforward from the



closure of LGF under Booleans. Now for the (a)-case. First note, that by Lemma 3.7, we have

ST (((a)¥)7) =
By ( A\NGYAR(e A STy(¥)
> €lo]|
=2 Free(y?)S{y}Ulo|
Free(y)=|o|U{x.y}
(where y is fresh)

And observe that all conditions of the loosely guarded quantification are respected:

— y is a conjunction of atomic formulas
— ByIH, v° eLGF
— Free(STy(y?)) S Free(y)

— {y}SFree(y)
— for every z€ o and for x we have a conjunct in y in which both x and it are occurring.

The [!N]-case is immediate since ST, (([!N]p)?)=STy(¢%%). [ |

Since the loosely guarded fragment of FO is decidable Hodkinson [17], as an immediate corollary
we have:

COROLLARY 3.9
L(15,4) is decidable.

In Section 7, we show the exact complexity of the satisfiability problem for L, ). Finally, note that
it also follows that

COROLLARY 3.10
L(15,4) is compact.

4 Model theory and expressive power

4.1 Logic of sights and basic modal logic

In this section, we investigate the expressive power of our modal logics. We start with a simple
question: how does the basic modal language LN 4) with the relation N as a binary relation compare
with L, 4) in terms of expressive power? The expressive powers of these two languages are
incomparable, as we now show.

Formally, the language of Ly 4y over A extends the basic modal language L4 over A with a unary
operator (N):

pu=pl-eloArgl{a)p|(N)g,

where p ranges over PROP and a over A. The semantics of (N)¢ is given as follows:
M,w = (N)g iff for some v with veN(w) we have M,v =¢

We show that the expressive power of L1, 4) and LN 4) are incomparable.
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FIGURE 2. L1, 4) is not as expressive as Ly 4).

PROPOSITION 4.1

1. Loo,a) ZL(N4)
2. Lin.a) ZL(6,4)

ProoF. (1) For any model, define N_ {(w,w")|w" € N(w)}. LN 4) is clearly invariant under &S —N>)-
bisimulations. We show that L, 4) is not invariant under such bisimulations. Consider the two
models given in Figure 1 where in Mj, N(wg)={wg,wz},N(w1)={w1},N(w2)={w,} and in My,
N(w() = {wg.w}},N(w})={w]}. Note that (M1, wp) and (M, ) are &S —N>)—bisimilar. Finally, note
that My, wg = [IN](a)p while My, w; =[!N]{(a)p.

(2) Consider the two models in Figure 2 where in M| we have N(wo) = {wo, w1}, N(w1) ={w, w2},
N(wz)={w>} and in M we have N(w;) = {w,,w}}, N(w})={w]}. Clearly the formula (a)(N)—p is
satisfied at (M, wp), while, M, w;, b= (a) (N)—p.

Now we show inductively that

for every formula ¢ € L1, 4) we have My, wq = iff My, w6 Eo (6)

To do so, we first start by showing that for every formula ¢ € L5 4),

My, wi =g iff Mo, w] =g (7)
Mll{wl,wz}7wlIzwiffMll{Wl}7W1|=§0 (8)
Mll{wl},WII=§01ffM2|{W/]},W€ |=§0 (9)

We first show (8). To see that simply note that M |y, w,}, w1 and M |}, w; are A-bisimilar and that
N(w1)={w1,w2}. Now to see that (9), simply note that M |(,,,}, w1 and M2|{W; b w/1 are A-bisimilar,



and that N(wi)N{w;}={w;} and similarly for w’l. To verify that (7), first note that M;,w; and
I\/le,w/1 are A-bisimilar and that N(w;)={w,w»} and N(w’l) ={w1}. The claim follows from these
observations together with (8) and (9).

We observe:

Since R;(w1)=# and w; € N(w(), we have

M NGy w1 E @ iff MiINGw), w1 E¢. (1)

And similarly
Mb|N))» w1 E @ iff Malngy ) wi E e (12)

Let us now show inductively that for every formula ¢ €L 15 a)
M INGwg)» Wo = ¢ 1 Ma Iy ) wo FE @ (13)

For the base case, Mj|Ngy),wo Ep iff M2|N(w6)v w6 E=p, is immediate from the definition of
V(p). The conjunction and negation cases follow the usual argument. Now assume M [N(y,), Wo =
(a)p. Since R,(wo)NN(wp)={w1}, it follows that M [Ny, W1 E=¢. From (11) it follows that
M1 INGw,)» W1 =@, and hence by (9) that le{w/l},w'l E=¢. By (12), we have MZ'{W@}’W; = @. Since
w} € Ra(w() NN(wy) the claim follows. Finally, note that M [Ny, wo = [!N]g iff M [NGwy). wo =@
and that M2|N(W6)’ w6 E=[!N]g iff M2|N(W6)’ w6 = ¢. This concludes the induction step.

We are now ready to prove our main claim (6).

For the base case, note that M, wq =p iff My, w6 E=p, is immediate from the definition of V(p).
Conjunction and negation follows the usual argument. Now assume M|, wq = (a)¢. Since R, (wg) =
{w1}, we have M, w =@, and thus by (7) we have M, w] =¢. Now since R, (w()) 2 {w}}, we have
M, wa = (a)p. Now assume that My, wg =[!N]gp, we have thus M [Ny, wo = @. By (13), it follows
that M2|N(w6)’ w6 =¢. By (10), it follows that Mz,W6 = ¢. This concludes the main induction and
the proof. |

A more direct proof of this result uses the proper notion of bisimulation for L5 4). To enable us to
define this notion, we first prove a few facts.

4.2 Invariance non-invariance properties

From the first direction of the proof of Fact 4.1, we can also show that the dynamic logic of sights is
not invariant under bounded p-morphisms.

Fact 4.2
L(5,4) is not invariant under bounded p-morphisms.

We can also show that L1, 4) is not invariant under N-bisimulations. Conversely, L, 4) is not as
expressive as LN 4)n either. However, the logic is invariant under taking generated submodels.

Fact 4.3
L(5,4) is not invariant under (A, N, N)-bisimulations.



COROLLARY 4.4
L(N.A).n ZLo,4)-

Factr 4.5
Let M’ be an A-generated submodel of M. For every ¢, every {wy,...,w,} C|M’'| and for every
weN(w)N...AN(w,) M| we have Mi|Nuo)n... NG, W E @ T M INGuo)n... AN/, W E @

PROOF. By induction on ¢. The base case follows from the fact that V’/(p)=V (p)N|M'|. Induction
steps for booleans are straightforward. We now prove the (a) and [!N] induction steps.

For the left to right direction of the (a)-induction step, assume M|N(o)n...ANw,)» W E (@) ¥ Tt
follows that there is a state v e N(wp)N...NN(wy) (0) with wR,v (1) and MINGwe)n...AN(w,)- Y E ¥
(2). From (1), the fact that M is an A-generated submodel of M, and the fact that w € |M|, it follows
that v € |M'| (3) and wR),v (4). From (0), the fact that {wy, ..., w,} € |M'| and construction of M we
have v e N'(wp)N...NAN'(wy,) (5). From (2), (3), (5) and IH, it follows that M|y (o). AN/(w,) V E ¥
(6). From (4) and (6), it follows that M’ IN'(wo)...AN"(w,)» W = (@) . The other direction is trivial.

For the left ro right direction of the [!N]-induction step, assume that M| Ny,)n...ANQw, ) W E [IN].
It follows that M|N¢uo)n...ANGw,)ANGw)>» W =¥ (7). By definition of M it follows that w e N'(wg)N
..0ON'(w) AN’ (w) (8). From (7), (8) and IH it follows that M'|N/¢ue)n... AN (w,) N/ (w)» W E ¥ (9).
From (9), (8) and semantics, the claim follows. The other direction is similar. [ |

The following is immediate from the previous fact.

COROLLARY 4.6
L(15,4) is invariant under A-generated submodels.

From Feferman and Kreisel’s Theorem 2.13, Corollary 4.6 and Proposition 3.8 it follows that:

COROLLARY 4.7
For every formula ¢ € L(15 4), X € VAR and o € VAR*, STy(¢?) is equivalent to a formula in BF(N,A) N
LGF(N,A).

In words, every formula of the logic of sights is equivalent to a first-order formula that is both
bounded and loosely guarded.

4.3 o-bisimulations
As expected, the notion of bisimulation matching L, 4)-modal invariance, is particularly natural.

DEFINITION 4.8 ,

A (IN, A)-bisimulation between two o LTS S= (W, (- )uea, N, V) and S’ = (W, (<> )gea, N, V')
is a relation ZZ (p(W)x W)x (p(W')x W’) such that for some weW and w' € W' we have
(W,w, W’ .w")eZ, and such that the following conditions hold:

1. (Atomic Harmony) if (X ,x,X’,x") € Z then for every p € PROP, we have x € V(p) iff x' € V/(p)

2. (Forth) if (X,x,X’,x')€Z and xR,y for some y € X, then there exists some y’ €X' such that
X'Rgy" and (X, y)Z(X',y")

3. (Back) if (X,x,X’,x")€Z and x'R.y’ for some y’ € X', then there exists some y € X such that
xRqy and (X, y)Z(X',y")

4. (N-Forth) if (X,x,X’,x")€Z and xR,y for some y € X NN(x), then there exists some y’ € X'N
N(x") such that x'R},y" and (X "N(x),»)Z(X'NN(x'),y")



5. (N-Back) if (X,x,X’,x’)€Z and x'R)y for some y' € X'NN(x"), then there exists some y €
X NN(x) such that xR,y and (X NN(x), )Z(X'NN('),y")

We say that two pointed oLTS (S,wp)=((W,(~>)aea.N,V),wp) and (S, wy)=(W’, (5)pen,
N’,V’),w{)) are (IN,A)-bisimilar (notation: S,Woﬁ!N’AS/,WE)) whenever there is bisimulation Z
between S and S’ such that (W, wq, W/, w6) €Z. When A is clear from context, we write o -bisimilar
for (!N, A)-bisimilar.

PROPOSITION 4.9 (Hennessy—Milner Theorem)
Let S=((W,(->)aea.N,V)) and ' = (W', (<> )aea,N', V') be two image-finite oLTS. For every
weWandw' e W', wevws, - wiff w <> NAy

PrOOF. The proof is standard. We just indicate the N-Forth direction of the left to right direction.
Assume for contradiction that there are two pointed image-finite LTS S,wq and §’, wé, such that
S,wo e S, w(, woRaw1 and w1 € N[wo], but there is no state v’ GS/|N(W6) such that wyR,v" and
S/|N(w6)’ W e~ S/|N(w())’ v/ (1). It is easy to see that R, [w,]NN(w) #¥. Since S’ is image-finite, we
can enumerate R, [wy]NN(wg)={v],...,v,} (for some n € w). Now by (1), for each v/ there is some
formula ¢; such that S|y, V' = ¢; and S/|N(W6), v B ;. Itfollows that that S, wq = [IN1(a) ;11 9i

but ', wy, F= [!N1(a) A\ ;cq-1 9i- Contradicting (0). [ |

Now that we have the right notion of bisimulation, a shorter alternative proof for the second part
of Proposition 4.1 boils down to showing that M|, wy < IN.AML,, wé.

5 A complete axiomatization

In this section, we give an axiom system for the logic L, 4) and prove its completeness.

5.1 Existential and universal formulas
In what follows, let a universal formula be defined recursively as follows:

1. if p e PrOP, then p, —p are universal
2. if ¢ and ¢ are universal, then ¢ A Y and ¢ Vv ¥ are universal.
3. if ¢ is universal, then [a]g and [!N]g are universal.

Existential formulas are defined symmetrically, using (a)¢ instead of [a]g. Clearly, the negation
of a universal formula is an existential formula and conversely.

5.2 Preliminary observations
We start with some simple observations.

Fact 5.1
If E¢ — ¢ then = (a)p — (a)y

We recall the following standard preservation result:

THEOREM 5.2 (Los$-Tarski)
A first-order formula is preserved under embeddings if, and only if, it is logically equivalent to an
existential formula.



TaBLE 1. !N axiom system

PL g if @ is a substitution instance of
a tautology of propositional logic

Nec if ¢, then F[alp

K Flallp — ¢)— (lalp — [aly)

Dual Flal—p < —{a)p

['N]-Nec if F¢, then F[!N]g

[!N]-K  F[!NI(¢ = v¥)— ([!Nlp — [!N]y)

[INl-p  Fp<I[INJp

[!N]-—  F[!N]=¢ <>—[!N]p

[IN]-A  F[!INI(e Ay) < ([IN]p A [IN]Y)

[IN]-v F[INI(g Vv ¥)< ([!Nlp Vv [IN]¥)

['N){a) if ¢ is existential, then F[!N]o — ¢

[INI[!N] F[!N]['N]e <> [!N]e

MP if Fo— Y and F¢, then -y

COROLLARY 5.3
If ¢ is existential, then =[!N]g — ¢.

PROOF. Let ¢ €L,. By Proposition 3.5 there is an equivalent FO-formula ST, (¢). An easy induction
shows that if ¢ is existential then so is S7x(¢). The claim follows from the right to left direction of
Theorem 5.2 |

5.3 Axiom system

Consider the axiom system !N given in Table 1. In the rest of this section, we drop reference to !N
and simply use F ¢ to mean that ¢ is derivable using the axiom system !N and the term consistency
to mean !N-consistency.

Interpretation of the axioms: [!N] axioms over Booleans follow from determinacy of the [!N]
operator. The [!N][!N] axiom indicates that there is no non-trivial immediate nesting of [!N]. This
form of introspection for sights, can be interpreted as saying that agents are aware of the continuations
they are aware of. The [!N](a) axiom is saying that agents never consider as possible, evolutions of
the system that are in fact impossible. Or looking, at the converse, those agents are always aware of
the necessary evolutions of the system.

Facr 5.4
F[!NI(¢ — ¥) < ([!N]o — [!N]y)

Fact 5.5
If ¢ is universal, then ¢ — [!N]g

5.4 Soundness and completeness

LEMMA (Soundness)
If ¢ then =o.



PrOOF. The only non-trivial case is that of axiom ([!N]{a)). Its soundness is immediate from
Corollary 5.3. |

In the next section, we prove the following:
LEMMA (Weak completeness)
Every finite !N-consistent sets of L1, 4)-formulas is satisfiable.
THEOREM (Strong completeness)

Every !N-consistent sets of L, 4)-formulas is satisfiable.

6 Completeness

The structure of the proof is as follows. We first show how to inductively construct a finite witness
model from a finite set of formulas. This model will not be a o LTS, but rather what we call a pseudo-
o LTS (see Section 6.1). We then show that these pseudo-o LTSs are in some sense good, allowing
us to gather them back in a truth-preserving way into o LTSs. A witness pointed pseudo-oLTS is
constructed from finite maximal consistent sets (‘atoms’). A truth lemma shows that membership in
the set of formulas labeling a state of the witness pseudo-o LTS is equivalent to satisfaction at that
state. Putting this all together gives us weak completeness, and strong completeness follows from
compactness (Corollary 3.10).

All of this is fairly abstract at the moment but we need some concepts before we can give the
details in Section 6.6. To be able to guarantee that we construct good, yet finite pseudo-o LTSs, we
will use a function associating a subset of our language with each word in a finite tree on A*, the set
of finite words on our set of labels. Section 6.3 is dedicated to this. The reader uninterested in the
details of the construction might want to skip this section, looking only at Example 6.4.2 to see how
this function is defined in a concrete case, and simply refer to it as needed.

Omitted proofs are given in Appendix B, while Appendix A contains an important numbers of
intermediate facts that a play a role in some of these proofs. The proofs of these facts are also given
in Appendix B.

6.1 Pseudo-ocLTS

A pseudo-o LTS (henceforth often PoLTS) is a structure of the form:

(W.C.(Ruen-N  Val) where, (14)

— W is anon-empty set and C S (W x p(W))

— foreachaeA, R, CC x C and i\l>§C><C
— Val: C — gp(PROP).

The finitary witness Po LTS will be generated inductively from a consistent set of L, -formulas, as
we will explain below.



Since PoLTSs are not o LTSs, the semantics of L1,y on PoLTSs is different:

M,w,X =p iff peVal(w,X)
M,w,X =(a)p iff thereisse W with (s,X)e C,(w,X)R,(s,X)
and Ml,s,X =¢

M, w,X =[INJg iff there is (v,Y)eC with (w,X)-> (v, Y)
and M,v,Y =¢

The semantics of Booleans is as usual. In words, this is a basic modal semantics with C being the
state space.

Later in the proof, we will restrict ourselves to a class of well-behaved Po LTSs that are more like
o LTSs. As we will explain, our construction ensures that our witness Po LT Ss are in this well-behaved
class. This will allow us to work with a semantics more like our original semantics, but nevertheless
equivalent to the one above on the class of proper PoLTSs. We return to this in Section 6.7.

6.2 Notation and terminology

Henceforth, in this section, we refer to L,-formulas simply as formulas, unless stated otherwise.
Given a set A of forn}\umas, let exist(A)={p € A|yp is existential.}. Given a finite set of formulas
A={p1,...,pn} weletA= NA=¢| A... Ag,. Given a formula ¢, let sub(¢) be the set of subformulas
of ¢. In particular ¢ € sub(¢p). Given a set of formulas A, let Sub(A) = J{sub(p)|p €A}.

6.3 Linguistic closure: trees and kappas

We build up the witness model by inductively selecting appropriate atoms. We construct atoms from
particular finite subsets of the language, which we describe in this section. As will become clear, we
associate with each finite subset A of L, based on A, a subtree Tree(A) of A*. To each word a in
A* we will associate a finite set x(a) C L, . Atoms labeling the states in our witness models will be
maximal consistent subsets of k(a) for some a € Tree(A).

6.3.1 Properties of CN-closure

Let A be finite a set of formulas, we define CN(A) as the smallest set of formulas such that:

— Sub(A)CCN(A)
— If ¢ € CN(A) and ¢ is neither of the form —, nor of the form [!N]yr then —¢p € CN(A)
— If p € CN(A) and ¢ is neither of the form [!N]v/, nor of the form —[!N]+ then [!N]p € CN(A)

We sometimes abuse notation and write CN(¢) for CN({¢}). Note, that we do not allow arbitrary
iteration of negation and [!N]. This is necessary to keep the sets we are working with finite. However,
we have the following:

FacT 6.1
Let A be a finite set. If ¢ €CN(A), then there is a formula Norm(—¢)e CN(A) such that
FNorm(—¢) < —g.

FAcT 6.2
Let A be a finite set. If ¢ € CN(A), then there is a formula Norm([!N]¢) € CN(A) such that -~
Norm([!N]g) <> [!N]ep.



COROLLARY 6.3
Let A be a finite set. If ¢ € CN(A) then there is a formula Norm([!N]¢) e CN(A) such that +
Norm([!N]—¢) <> [IN]—¢.

Facr 6.4
If A is finite, then CN(A) is finite as well.

6.3.2 aimages, E(A,a) and I'(a)

Given a finite set A of formulas, let E(A,a)={¢|{a)p € A or —~{(a)p € A}.
Given a set of formulas I", we also write:

I'(a)=CN(E(T, a)). (15)

That is, I'(a) =CN({¢|(a)p €T or =(a)p €T'}). Hence, in particular:

COROLLARY 6.5
Let A be a finite set. CN(A)(a)=CN({g|{a)p € CN(A)}).

6.4 Initial downward cn-labeling and the Tree(A) tree

Again, throughout this section, A is assumed to be finite. Definitions and results are stated under this
proviso.

Now we define the following notation, for finite sequences a € A*:

CN(A) i

) f
on(a)a)= cn(A)b)(e) if

(16)

a=e¢
G=b-c.
FAcT 6.6

For every a € A*, cn(A)(a) is finite.

FacT 6.7
For every a € A*, we have cn(A)(a)=CN(cn(A)(a)).

We call a finite sequence a € A* A-maximal if for every b€ A, cn(A)(a-b)=@ but cn(A)(a) #?. We
also call such sequences A-leaves. Let tree(A) = {acA*| gn(A)(ﬁ) #()}. Let C be the subsequence
relation on A*. We also write SubTree(A,a)={bcA*|a-bctree(A)}.

Define a function rankx :tree(A) — w be defined as follows:

. 0 if a is a A-leaf
ranka (@)= . IR
n+1 if max({rank(a-b)|a-betree(A)})=n
6.4.1 The linguistic function k
DEFINITION 6.8 (cj and da)
Let I be finite a set of formulas. Let cj(I") be defined as follows:

ci(M=CN({S|S<T}) (17)



and let da(I", ) be defined as follows:
da(l",a)={(a)glp € cj(I")} (18)

DEFINITION 6.9
We define a function kp :A* — o (L) recursively:

1. If cn(A)(@) =9, then ka(a)=9.
2. If ais a A-leaf, then kA (a)=cn(A)a).
3. If a is not a A-leaf, then kA (a) =CN(|,cdalka(a-b),b)ucn(A)(a))

The maximum A-modal depth of ka(a) is the same as that of cn(A)(a).

LEMMA 6.10
For every a ctree(A), max(dep(ka(a))) =max(dep(cn(A)(a))) =ranka (a).

We observe two facts: sets of the form kA (a) are finite and closed under CN.

Fact 6.11
For each a € A*, kA (a) is finite.

FAcT 6.12
For each a € A*, ka(a)=CN(ka(a)).

The following fact states that there is a maximal rank at which a formula ¢ can occur.

LEMMA 6.13 (Maximal g-children) . _
If ¢ €xa(a) then there is some, possibly empty, b€ A* such that for every prefix ¢ of b we have
peka(a-c)and for every d € A* such that d # € we have ¢ €ka(a-b-d).

The following facts illustrate the exact relation between the content « A (@) and the x content of a’s
children in the syntactic tree Tree(A).

Facrt 6.14 R
If v e CN({S|S Cka(a-b)}), then (b)Y cka(a) .

FacTt 6.15 .
If (¢)p €xala), then o € CN({S|S Cka(a-c)}).

COROLLARY 6.16
If (c)¢ €k a(a), then we are in one the following cases:

— gekala-c)

— =1 A...AYy) and  Yq,...,¥n€ka(@-c), with n>2
— o=[NIW A... AV and  Yp,....Un€ka(@-c), with n>2
— o==(Y1A...AYy) and  Yq,...,¥n€ka(a-c), with n>2
— @=[IN]=(¥1 A...AY) and  Vq,...,. ¥ €xa(a-c), with n>2

6.4.2 Anexample

In Appendix C, we illustrate these syntactic concepts, by computing them for A={{a)({(b)p A
(b)=p), [IN(a)[!N](c)q. ['NI{a)—=(b)=p}.



6.5 Atoms and their existence

Atoms are the building blocks of our models. They are finitary maximal consistent sets. Given a finite
set A, ka associates to each a etree(A) a non-empty finite subset of L. (a)-atoms are maximal
consistent subsets of kA (@). In this section, we show that we can find enough of these building blocks
and that they can be associated to build a canonical pseudoo LTS. The actual construction will be
discussed in Section 6.9.

6.5.1 (a)-Atoms and their properties

DEFINITION 6.17 ((A,a)-Atoms)
Foreacha € A*, let At(A , a) be the set of maximally consistent subsets of ko (). We refer to elements
of At(A,a) as (A, a)-atoms.

First we prove a few properties about the semantic richness our set of atoms.

FAcT 6.18
Let a € A* be such that ka(a)#¢. For each ¢ cka(a) there is a formula Norm(—¢) such that —
Norm(—=¢) <> —=¢ and Norm(—¢) € k o ().

FacT 6.19
Let a € A* be such that xa(a)#@. For each ¢ € ka(a) there is a formula Norm([!N]¢) such that
FNorm([!N]g) <> =¢ and Norm([!N]g) €k a ().

Fact 6.20
Let a € A* be such that kA (a) #%. For each ¢ € ka(a) there is a formula Norm([!N]—¢) such that
FNorm([!N]—¢) <> =¢ and Norm([!N]—¢) €k a ().

Fact 6.21
Let a € A* be such that ka (a) # 0. Now let D € At(A,a). For each ¢ € kA (a) we have either ¢ €D or
else there is some formula Norm(—¢) such that = Norm(—¢) <> —¢ and Norm(—¢) € D.

6.5.2 Existence and uniqueness properties of (a)-atoms

In this section, we show that we have enough atoms, or building blocks, to construct our pointed
PoLTS of A. As usual for such finitary constructions, we will need a finite form of the Lindenbaum
lemma.

FacT 6.22 (Existence of atoms)
If A is a finite consistent set, then there exists an atom A € At(A,¢€), such that A CA.

Next we show that if we an d-atom containing a formula of the form (b)g, then we have an

- b
a-b-atom that can play the role of —-successor.

LEmMMA 6.23 (Existence Lemma)

Let I' be a finite consistent setand a, (a - b) € A*. Moreover, assume that k- (a) £ @ and k- (a - b) # . Let
D AT, a).1f (b)g € D, then there is an atom E € At(T", a - b) such that there are formulas 1, ..., x, €E
such that =(x1 A... A xn) — @, and DA (b)g is consistent.

ProOOF. By Corollary 6.16 we are in one of the following cases:

1. pcka(a-b)



0= A ... AUp) and  Vy,...,Uneka(@-b), with n>2
o=[INI(Y1 A...AVn) and  ¥i,...,¥neka(@-b), with n>2
o=—(Y1A...AVn)  and  Yp,...,Yncka(@b), with n>2
@=[IN]=(¥1 A...AY) and  Y,...,YmekA(@-b), with n>2

kW

We only prove Case 5 as all other cases are similar.

Case 5: By axioms it follows that for some v; € {i1,..., ¥} we have [IN]—y; € D. But since
Y €k A(Zz b) it follows by Fact 6.20 that we have a formula Norm([!N]—=v;) €k a(a-b) such that -
Norm([IN]—=v;) <> [IN]— —i. We d define Eg = {Norm([!N]—v;)}. Assume for contradiction that there
1s no such Y; such that DA (b)E() is con51stent It follows that for all ;€ {1//1 ..., U} we have

D — —=Norm([!N]—1;), hence by axioms, FD— NOFm(['N]l//,) But then D — -, contradicting
the fact that D is consistent. By reduction it follows that DA (b)Eo is consistent (a).

Now enumerate the formulas in kA (a-b) as oy, ...,a;,. By Fact 6.18, we can define E,, inductively
as follows:

~ Eg={Norm(INly)},
— Ep1=E,U{ay41}, if DA (D)(E, A1) 1S consistent,
— Epp1=E,U{Norm(—oay,41)}, otherwise.

Finally, define E=E,. We claim that for every k with 0<k <m we have that 5/\(1))752 is
consistent. The proof is by induction on k. The base case follows from (a). For the induction
step, assume that it Eyy has been deﬁned and D A (b)fn is consistent. We have bX basic modal lo/gic:
F(b)E, <> (b )((E /\ozn+1)\/(E /\Norm(—wx,H_l))) and thus = (b)Ey, <> ((D)(Ep A ap1) V (D) Ep A
Norm(—e;,+1)). Hence either D/\( )(E A@y,41) 1s consistent or D/\( )(El ANorm(—a,, 1)) is
consistent. It also follows that D A (b)E is consistent and moreover by construction that E is a
maximally consistent subset of kA (a-b). [ |

Now, we show an existence lemma for [!N].

PROPOSITION 6.24 (Existence Lemma for [!N])
Let A be a finite set g{ld leta 641‘ be such that kA (@) #%. Let D be a (A, a)-atoms. There exists some
(A,a), E, such that D A[IN] /\ E is consistent.

PrROOF. By hypothesis ka(a)# . Hence there is some formula ¢g€ D (0). Either D/\ ['N]gg is
consistent, and we set Eg = {¢g}, or (D /\ Nlgp) — L.Butthen we have by axioms D— ['N]=¢p.
But since D is an atom it follows that D A [IN]—¢q is consistent. Moreover, by Fact 6.20 there is
some formula Norm([!N]—g¢g) € k o (@) such that =Norm([!N]—¢) <> [!N]=¢y. Moreover by (0) and
Fact 6.18 we have some formula Norm(—¢g) €k a(a) such that =Norm(—¢) < =gy, and we set
Eo:={Norm(—¢o)}. Either way we can define some set Eq such that DA [!N]EI) is consistent (1).

Now enumerate the formulas in kA (d) as «f,...,a;;. By (1) and Fact 6.18, we can define E,
inductively as follows:

— Ej, defined as indicated above.
— Ep1=E,U{op41}, it DA[INI(E, A aj41) is consistent,
— E 11 =E,U{Norm(—q,,41)}, otherwise.

Finally, define E=E,,. We claim that of for every k with 0 <k <m we have that DA ['N]E; 18
consistent. The proof is by induction on k. Base case follows from (1). For the induction step, assume
that E, has been defined and D A ['N]E is consistent. Now we are El\one of two cases. Either
DA [!N](En Aau41) is consistent, and by construction so is DA [IN]E,+1, or it is not consistent,
that is I—(ﬁ/\ [!N](I/E;l Adps1)) — L. But in this case, we have by axioms [!IN]— and [!N]A that



D — ([!N]E; — [!N]=0o,+1). But then by IH, Fact 6.18 and construction we have that D A [!N]I:{n:
is consistent. Hence either way D A [IN]E,, | is consistent. It also follows that D A [!N]E is consistent
and moreover by construction that E is a maximally consistent subset of kA (a). |

. . N . .
The following shows that the canonical — relation is deterministic.

PROPOSITION 6.25 (Uniqueness)
Let a€A* be such that ka(a)#%. Let D,E,F be (A,a)-atoms. If DA ['N]/\E is consistent and
DA ['N]/\F is consistent as well, then E=F.

PROOF. Assume for contradiction that E # F. Since E and F are (A, a)-atoms, it follows that there
is some formula ¢ € kA (a) such that either ¢ €E and ¢ € F, or ¢ ¢ E and ¢ € F. But in the first case
it follows Fact 6.21 that there is some formula Norm(—¢) € E such that =Norm(—¢) <> —¢, but
then by consistency of atoms it follows that Norm(—¢) € B and clearly we have ¢ <> =Norm(—¢)
(1). (And symmetrically in the other case). Hence we can assume that that there are two formulas
@,Norm(—¢) ek a(a) such that ¢ € E and Norm(—¢) € F. But since DA [!N]/\E is consistent and
DA [!N]/\F is consistent as well, it follows that DA ['N]e is consistent and DA [!NINorm(—¢) is
consistent.

Hence by maximality of D and Corollary A.32 we have some formula Norm([!N]g) € D with
FNorm([!N]g) <> [!N]e and similarly Norm([!N]JNorm(—¢)) € D with =Norm([!N]Norm(—¢)) <>
['NINorm(—¢), and thus by (1) and axioms FNorm([!N]JNorm(—¢))<>[!N]—¢. But then +
D— (['NJp A['N]—¢), hence by [IN]A, we have FD— ['N](¢ A —¢). But then by axioms D is
inconsistent. A contradiction. |

. 'N . L. .
We show that the canonical — reaches a reflexive sink immediately.

FACT 6.26
Let acA* ‘be such that ka(a)#9. Let D,E be (A,a)-atoms. If D/\['N]/\E is consistent, then
E A[INJAE is consistent.

PROOF. Assume that D A ['N] /\E (1) is con51stent and assume for contradiction that E A ['N] /LA
is inconsistent. It follows that FE — —-['N]E by axioms it follows that ['N](E — =E).
Contradicting (1). |

6.5.3 Key lemmas

Before we can sketch the structure of the completeness proof in full detail, we need a few more
lemmas that will play a key role in the proof. To do so, it will be handy to have the following piece
of notation.

Assume that T is a finite consistent set and a, (a-b) € A*. Moreover, assume that x(a)# @ and

K (@-b) £ 9.
— Let DeAt(T,a) and let E € At(T",a-b). We write D L EittDA (b)E is consistent.
| o~ o~
— Let D,E € At(I",a). We write Di\i E iff D A[!N]E is consistent.

— Let D,E € At(T",a). We write DS E iff for every ¢ with ¢ € E such that ¢ is equivalent to an
existential formula, we have ¢ € D.

The first two items are self-explanatory. They are the equivalent of the relation between contexts
corresponding to the (b) and [!N] operators in a PoLTS. The last relation corresponds to the relation



between two contexts based on the same state but within the sight of a richer collection of states. LS

. N . . . . .
generalizes —. Lemma 6.28 will make this relation precise. But we first prove the following:

LEMMA 6.27 (Existence of witnesses)

Let I' be a finite consistent set and a-b e A*. Let D € At(I",a) and let (b)p € k- (a). We have (a)p € D
iff there is some E € A#(I",a - b) such that D % E and such that there are formulas X1,---» Xn €E such
that =(x1 A ... A xn) — @.

PRrROOF. The left to right direction follows from Lemma 6.23. For the other direction simply observe

that if D—b> E, then DA (b)g is consistent. But since (b)¢ €k (a) and D is a maximally consistent
subset of k- (a) we have (b)p €D. [ |

LEMMA 6.28
Let I be a finite consistent set and a € A*. Moreover, assume that x(a) #@. Let D,E € At(T,a) we
have

'N T
IfD>E, thenD—E (19)

PrROOF. Assume D l\i E, it follows that DA (a)E is consistent. Now assume we have some ¢ € E such
that ¢ <> (0) and v is existential. We have that =D A [IN]g is consistent (1). By Corollary A.32
we also have some formula Norm([!N]) € kr(a) (2) such that =Norm([!N]g) <> [!N]¢ (3). By (1),
(2) and maximality of atoms it follows that Norm([!N]¢) € D (4). But by (0) and (3) and axioms we
have -Norm([!N]g) <> [IN]y (5). Since ¥ is existential, we have by axioms, that - [!N]y» — ¢ (6).
From (5) and (6) we have - Norm([!N]¢) — ¢ (7). From (7), (4) and maximality of D it follows that
¢ € D. Concluding the proof. |

We are now ready to prove a key commutation lemma.

LEMMA 6.29 (Simulation Image)
Let I' be a finite consistent set and a, (a-b) € A*. Moreover assume that k- (a) # % and «r(a-b) # 0.

Let D,E€At(T",a) and F € Ax(T",a-b). If D E and E—b>F. Then there exists G € A#(I",a-b) such
that G5 F and D3 G.

PROOF. Define Go={¢ € F|¢ is equivalent to an existential formula.} (0). Clearly, 56 is equivalent
to an existential formula and so is (a)Ggy. Now by Fact A.33 we have (b)G(e«r(a). Hence, by
maximality of £ we have (b)é\o € E. Now since D= E it follows that (b)(/}\o €D. Hence D A (b)é\o
is consistent. (1)

Now since F is atom, Gy is consistent. Moreover, since F c€A#(I',a-b) it follows, that
Go Ckr(a-b) (2).

By Fact 6.11, kr(a-b) is finite. Hence we can enumerate it, and let kr(a-b)={yr,...,¥y}. By
Fact 6.18 we have for each y; €kr(a-b) a corresponding formula Norm(—;) €k (a-b) such that



F&r(a-b)<>—y; (3). Hence, we can define a sequence (H;)o<j<p, as follows:

Go ifi=0
HjU{Yns1) ifi=j+1
H;= and D A (b)(Hj A j11) is consistent

H;U{Norm(=vy; 1)} ifi=j+1
and (D A (b)(Hj AYrj11) — L

We claim that D A (b)H is consistent for every i with 0 <k <n. The proof is by induction on k. The
base case is 1mmed1ate from (1). Now assume that D A (b)Hk is consistent k (4) By proposmonal
logic we have I—Hk <~ (Hk AYrs1) V (Hk A=Yr4+1). By (3) we have thus I—Hk <~ (Hk AYrs1) V
(Hy ANorm(—vy¢41)). It follows that

=D A (b)Hg) <> (D A (b)(Hy A1) v (He ANOrM(=541))) (20)
By basic modal logic we have thus

= (D A (bYHp) <> (D A ((b)(Hy A Wi 41) v (b)(Hy ANOrmM(— 1 1)) 1)

By IH DA (b)ﬁk is consistent (5). Hence we have either that DA ((b)(ﬁk A Y1) 1s consistent, but
then D A (b)H/k; is consisti:nt, or D A ((b)(ltl'z A VY1) (6) is inconsistent, but in this case it follows
from (5), (21) and (6) that D A ((b)(H; ANorm(—1)) is consistent (7). But by (6), construction
of Hy 41 and 1(7) it follows that D A (b)FTk; is consistent. Concluding the induction step. It follows
that D A (b)H,, (8).

Now it is easy to see that by construction H, is a maximally consistent subset of x(a-b), hence
Hyy1 €At(T,a-b) (9). We can set G=H,,. By (0) and Go=Hy < H,,=G we have GLF (10). By
(8) we have D—b> G (11). (9), (10) and (11) is what we had to prove. |

We have now our main ingredients and can now present the structure of the proof in details (in
Section 6.6). Appendix D analyzes the structure of the set of atoms for the specific finite set of
formulas considered in Appendix C.

6.6 Structure of the proof: details

To construct our finitary canonical Po LTS from a finite consistent set I' we proceed as follows. (A
formal version of this procedure will be given in Section 6.9.)

First we generate the «r function. Intuitively x(€) is a finite subset of L, that has nice closure
properties. The sets of the form «(a), for a € tree(T"), will be the sublanguages our witness axioms
will be constructed from. Intuitively, these sublanguages allow for less and less modal depth as a
becomes longer.

Next, we start generating our finitary canonical Po LTS from our set I'. Recall that such structures
have the following form

'N
<W’ Cv(Ra)aEA7_)aval> (22)



where W is a non-empty set, C C (W x g(W)) —C can be thought of as a set of contexts—and for

cachacA, R, CCxC, D CxC, Val:C— p(PROP).

By Fact 6.22 we can construct an atom A € A#(I", €), such that I' C A. We will use a labeling function
8 :C — kr(e)—we will be more formal about this later—and we set 6(wg,€) =I". The procedure will
add two types of witness children: a-children and !N-children. Let b € A. b-witnesses of an atom in
At(T",a) will be selected from A#(I",a-b) for some a € A*. IN-witnesses are atoms of the same types
as their !N-parent.

Selecting !N-witnesses is easy. Assume that we have a context of the form (w,S) where w €S and
S(w,8)=DeAu(T, a). From Fact 6.25, we know that there will be a unique atom E € A#(I",a) such
that D A ['N]E We take it as our witness and will define §(w,SU{w})=E.

For a-children, we need to be more careful. First of all, we will need to make sure that we start
providing a-children to the right-most context first! Intuitively, if S C S/, then (w, S”) will be said to be
to the right of (w’, S”). The reason is that for each child a-child (wq, S”) of (w, ") we need to make sure
that we have a corresponding ‘related’ or ‘similar’ child (wg,S) of (w,S). In what sense should they
be related or similar? They should be related or similar, in the sense that for each existential formula
@ €8(wy,S’) we have ¢ €8(w,,S). Lemma 6.27 guarantees that we can find suitable children (for
our right-most contexts). Lemma 6.29 and Lemma 6.28 guarantee that we can find suitable related
children for all (non right-most) parents.

This procedure will end after a finite number of steps and the resulting structure will be our finitary
canonical PoLTS. From here we will proceed as follows:

1. Give a simpler semantics for L1, on proper PoLTS (Section 6.7).

2. Define good PoLTSs as a subclass of proper PoLTSs (Section 6.8).

3. Give a procedure to construct canonical PoLTSs, v , from a finite consistent set I"
(Section 6.9).

4. Show that canonical PoLTSs are good PoLTSs (Section 6.9)

Prove a Truth Lemma with respect to finitary canonical Po LTSs.

6. Give a truth-preserving transformation of good PoLTSs into o LTSs

W

6.7 Interpreting L, on PoLTSs

In this section, we show that on a restricted class of PoLTSs we can use a semantics that is closer
to the original semantics of [!N] on o LTSs.

We restrict ourselves to a class of well-behaved Po LTSs. Call a PoLTSs proper if for all x,y e W
and (w,X),(y,Y) e C we have that:

1. w,¥)eC
2. whenever (w,X)e C then (w,XU{w}H)eC

3. w.X) N (0, Y)iff w=vand ¥ =X U{w).

Our construction will make sure that our canonical PoLTSs are in this class.
Recall that the syntax of the language of L) over A is:

pu=pl=eleAe|{a)e|[!N]e,



where p ranges over PROP and a over A. On a proper PoLTS we interpret L, 4) as follows:

M,w,X =p iff peVal(w,X)

M,w,X ={(a)p iff thereisse W with (s,X)e C,(w,X)R;(s,X)
and Ml,s,X =¢

M,w,X E[!N]p iff M,w,XU{w}Ee

The semantics of Booleans is defined as usual. This simplifies the semantics for PoLTSs in Section
6.1. By restricting ourselves to proper PoLTSs the clause for [!N]g is really nothing but that of a
basic modal formula. Let us record this fact:

FacTt 6.30
Let M be a proper PoLTSs. The following are equivalent:

1. Mw, XU{w}Ee
2. there is some (v, Y) € C with (x.X)-> (v, ¥) and M., v, Y [=¢

6.8 Good PoLTSs

There are good and bad PoLTSs. A PoLTS is bad iff it is not good. Intuitively a bad PoLTS is
one that does not behave like a cLTS. Given a PoLTS

M= (W,C,(Ra)aca. 3. Val)

we say that:

1. C is reflexive if for every w e W we have (w, {w})eC.

2. CC(Wxp(W)) is locally closed if for every weW and Si,5,€p(W) we have
w,S1),(w,82) € C then for every T CS1 US>, (w,T)eC.

3. ais vertical if for every (w,S),(v,T) € C such that (w,S)R,(v,T) we have S=T.

4. a is grounded if for every w,v € W whenever (w,S)R,(v,S) for some S € p(W) then for all
S e p(W) such that (w, T),(v,T)€ C we have (w, T)R,(v,T).

5. Val is W-based if for every p € PROP whenever p € Val(w,X ) for some we W and (w,X)eC,
then for all (w,Y)e C, peVal(w,Y).

DEFINITION 6.31 (Good PoLTSs)
APoLTS

M= (W.C.(Ra)aca .~ Val)
is good iff it satisfies the following properties:

— M is proper;

— C is reflexive and locally closed;

— forall a€A, a is vertical and grounded; and
— Val is W-based.

Since a good Po LTS is proper, we can take it to be a structure of the form (W, C,(Ry)qca, Val),
taking '—N> as a defined notion. Namely, E‘) ={w,X,v,Y)eCxClw=vand Y =X U{w}}.



6.9 Canonical PoLTSs over T" are good

We now give the formal definition of the procedure generating our finitary canonical PoLTSs from
finite consistent sets. We then show that the resulting Po LTSs are good in the sense just defined in
the previous section.

Let I be a finite consistent set of L(, 4) formulas. During the procedure we will use a number of
functions.

— Linguistic function. n: W — A*. It associates to each state a sequence from the Tree.

— Labeling function. § : C — (L5 4)) and §(w,X) € At(T", n(w)). It associates to each context in
C an atom.

— Marking functions.

- mgy:C—{0,1}. If mp(C)=1, we say that C is mg-marked. Otherwise we say that C is
mp-unmarked.

— my:C—{0,1}. If m(C)=1, we say that C is m-marked. Otherwise we say that C is
mj-unmarked.

Structures and functions will be indexed with natural numbers. The index will be incremented
after each run of the procedure until a fixed point is reached. Since I is a finite consistent set of L5 4)
formulas, it follows by Fact 6.22 that there is an atom Ay € A#(I", €) such that I' C Ay. We initiate our
procedure by setting Ml := (W, Cp) and 1, 8, mg and m as follows:

— Wo={wo}; Co={(wo, D)}

— foreacha€A, set R, =

— n(wp) =€

— d(wo,P)=A¢

— mg and m are the constant functions with value 0.

In the procedures below, unless stated otherwise, structures and functions remain stable from & to
k+1. Sets and relations are expanded unless stated otherwise. We often simply say that we ‘add’ an
element, to indicate that we define the corresponding set indexed by its immediate successor as the
union of that set and of the singleton containing this element. When it is clear we sometimes also
drop the subscript k.

The sequence of procedures:
Execute the following procedure until MA+! =K,
Procedure 1(!N saturation): check if it is necessary to add a !N-witness to any context, that is check
if there is some w such that (w,S) e C, w ¢S and (w,SU{w}).
— If there is such a (w,S), then define Cy 1 :=C; U{(w,SU{w})}. By Proposition 6.25, there is a

. N
unique (I', ng (w))-atom By 1 € such that 63 (w,S) — By41. Set S 1(w,S) :=Bj41.
Increment index of everything else. Repeat the sequence of procedures with procedure 1.
— If there is no such context, move to procedure 2.

Procedure 2: find all the right-most mg-unmarked contexts.

— If there is no such context, move to procedure 3.
— Ifthere is such a context, pick one. Say (w, X ). Enumerate A as ay, ..., a,. Foreach a; € A, check
if there is a formula of the form (a;)p € §(w, X).



— if there is no such formula, do nothing.

— if'there is such a formula, enumerate {B € At(T", (nk(w)-ai))|5(w,X)ﬁ> B}asBjy,...,B,. For
each B; add a state w-(a;,j) to Wiy and add (w-(a;,j),X) to C. Add ((w-(a;,j),X),(w-
(ai,j), X)) to Ry. Define 6((w-(a;,j), X)) =B;

mo-Mark (w, X ). Restart the sequence with procedure 1.

Procedure 3: find all the right-most m1-unmarked contexts.

— If there is no such context, move to procedure 4.

— If there is such a context, pick one. Say (w,X). Enumerate {S € o(W)\ {X}| there is some v €
W such that S=X U{v}} as §,...,S;;, and enumerate A as ay,...,a,. For each each S; and each
aj, check if Rg;[w,Si1=0.

- If Raj [w,S;]1=0, do nothing.
— Else enumerate Ry [w, Si] as (w-(aj,1),S:),...,(w-(aj,q),S;). By Lemma 6.28, Lemma 6.29
and an inductive argument, for each (w-(aj,h),S;) there is an atom G € A«(I", n(w-(a;, h)))
such that G5 d(w-(aj,h),S;) and 8(w,X)ﬁ> G. We add (w-(aj,h),X) to C, (w,X),(w-
(aj,h),X)) to Rq; and define (w-(a;,h),X)=G.
m1-Mark (w, X). Restart the sequence with procedure 1.
Procedure 4: For each (w,X) € C, define Val(w,X)={ pePror | ped(w,X)}.

FAcT 6.32
The procedure is well defined.

Fact 6.33
The procedure terminates.

We call the structure output by the procedure M!" with

r
IN
M =wl, cl (R ) yea, =, Val")

We also let n' and 8" be our output labeling functions.

Fact 6.34
Let I" be a consistent set. M! is proper.

PrROOF. (1) Similar argument as in the proof of Fact 6.35.

(2) Assume that (w,X)eC, either weS§ and thus (w,X U{w})eC, or else, Procedure 1 has
introduced a context (w,X U{w}) in C. Either way we have (w,X U{w})eC.

(3) This fact is hard-wired in the fact that we are not using a !N-relation and will be using instead an
alternative semantics. But it is easy to see that Procedure 1 can be adapted by letting it add elements

. N .. . . .
to a relation — under the same conditions, hence if by construction ((w,X),(v,Y)) is added only
whenever x=v and Y =X U{w}. |

FacT 6.35
Let I be a consistent set. C is reflexive.

PrOOF. Let we W. w is either our starting state, but then {(wg,?)} € C and by Procedure 1 we have
{(wo, {wo})} € C, or w has been introduced by Procedure 2 or Procedure 3. In this case, w has been



introduced with a context (w,S) € C as a R;-successor to some state v with (v,5) € C for some a €A,
with w actually with a name of the form (v - (a, index(w)).

Either we S or else Procedure 1 has introduced a context (w,SU{w}) in C. Hence we have a
context of the form (w, {wy...,w,}U{w}) € C. By recursive application of Procedure 3, Lemma 6.28
and Lemma 6.29 we see that Procedure 3 will add a chain of contexts

(w,{wq...,wtU{wD), w, {wy...,w,_1}1U{w}),...
s w U], (w, {w}))

such that
8w, (W1 oo, W YU WD) > 8(w, Wy W JUw]) > .
5 8w, w1 YU iw)) S 8w, {w}))
It follows in particular that (w, {w})e C I |
FAcT 6.36

Let I' be a consistent set. C! is locally closed.

ProOF. Eitherw is the starting state, but then by constructionif (w,S),(w,T)e C I then s , T e{D,{w}}.
Local closure at w follows.

Assume instead that w is not the starting state; w was introduced with a context (w,S)e C as a
R,-successor to some state v with (v, §) € C for some a € A. We have in particular a chain of contexts

(w, {wq...,w U, w, {wy...,wy—_11U{w}),...
s w U, (w, {w}))

such that

S((W, (W1 ey W) UWD) S 8((W, (W oy Wy LU > ...

8w, (w1 YU {w}) S 8w, {w}))

where {w1...,wy,} is the context of introduction of w. Now we have (w,X)e C ift X C{wq...,wy,w}.
Local closure follows. |

Fact 6.37
Let I" be a consistent set. Rg 1s vertical.

PrOOF. Simply observe that the last clauses of Procedure 2 and 3 only add to R, pairs of contexts
such that their second components are equal. |

FacTt 6.38
Let I be a consistent set. Rg is grounded.

PROOF. A state v different from the initial state, is such that v is introduced by procedure 2 in context
(v,X) such that there is no Y € p(w) with X U{v} C Y and (v,Y) e C" with (w,X)R,(v,X). Now for
each context (v, T') introduced by procedure 3 we have 7 C X and §(w, T) = (w,X) and procedure 3
will (w, T)R,(v,T), hence R, is grounded for these contexts. Further contexts introduced will be of
the form 7'U{v} but then (w, TU{v}) €C I' hence R, is trivially grounded for these contexts. |



Fact 6.39
Let I be a consistent set. Val' is W-based.

PROOF. By selection of atoms in procedures 3 and 1 it is easy to see that if p € §(w, X ) then for every
Y such that (w,Y)e C' then pes(w, Y). |

LEMMA 6.40
Let I" be finite consistent set. M! is good.

PrOOF. Follows from the previous sequence of facts. ]

6.9.1 An example

Appendix E shows the procedure at work with a concrete example. For, A=
{—(a)—p, (a)q,[!N]{(a)—q}, the procedure outputs the Po LTS MA in Figure 3.

6.10 Truth Lemma for the canonical PoLTSs over T’

r
LetM'=wT ¢l (Rg)aeA, l\i ,Val'). Let n' and 8" be our output labeling functions.
For each (w,X)e CT, AT'(w,X)={g eciter m(w))| 8T (w,X) — g}.

LEMMA 6.41 (Truth Lemma)
For every (w,X) e Cc' and ¢ €Cj(kr(n(w))), we have

M w, X Egiff e Al (w,X)

PrOOF. The proof is by induction of the complexity of ¢.

Base case: From left to right. Assume that M, w, X = p. By semantics, it follows that p € Val r w,X).
Hence by construction p € 5F(W,X) (1). By construction we have §(w,X) e At(T, nr(w)) and thus
p €Cj(kr (n(w)) (2). The claim follows from (1) and (2).

Fﬁniight to left. Assume that p € Ar(w, X). It follows by definition of A, that p e kr(n(w)) (1) and

61 (w,X)— p (2). From (1), (2) and maximality of atoms we have p € sT (w,X). By construction it
follows that p € Val r (w,X). The claim follows from semantics.

Induction step:
Case —: From left foright. Assume v ,w,X E—¢. Itfollows from semantics that M w,X =y, By
IH we have ¥ €5 (w,X) (0). But by hypothesis = € Cj(kr(n(w))) (1), hence ¥ € Cj(kr (n(w))) (2).
By definition of ¢j and CN there is a finite subset {1, ..., xn} Skr(n(w)) such that Y = x; A... A xn
(3). By (0) and (3) it follows that there is some x; €{x1,..., xn} such that x; €5(w,X). But then
I—S(/w,\X)—> — (4). From (1) and (4) we have thus by definition of A, =y € )\,F(W,X).

From right to left.;l‘ﬁume that =y € AF (w,X). From definition of A, it follows that — €

—

Cj(kr(n(w))) and 681 (w, X ) — —. By consistency of atoms it follows that 8 (w,X ) — ¥, hence
W §ZAF(W,X). But then by IH, we have M, w, X = 1. Hence by semantics M, w, X =y

Case A: From left fo right. Assume M w, X =1 A Y. It follows from semantics that M, w, X =
Y1 and MU, w, X =v». By IH we have i, ¥ €Al (w,X) (1). But by hypothesis /; A €
Cj(kr (n(w))) (2). The claim follows from (1) and (2).

From left fo right. o1 Ay € ALY (w, X). It follows that @1, @2 € 8(w, X ), hence by definition of A and
IHM",w,X =1 and MY, w, X =1,. The claim follows from semantics.



p,7q,.

FIGURE 3. The PoLTS M2 for A ={—(a)—p, (a)q,[!N]{a)—g}.



Case (a): From left to right. Assume M, w,X = (a)y. It follows from semantics that there is
some s€ WL, (5,X)e Cl such that (w,X)R,(s,X) (1) and M',5,X = (2). By (1) it follows from
construction th@ IA (a)@ is consistent (3). From (2) by IH we have erl(s,X), it
follows that 81 (s,X)— v (4). But by hypothesis (a)y € Cj(kr(7(w))), hence, (a)y € kr(n(w)) (5).
From (5), (4), (3) and maximality of atoms it follows that (a)yr € §(w, X ) and hence (a)y € Al (w, X).

Fromright to left. Assume that (a){r € AN (w, X). By hypothesis we have (a){ € Cj(kr(n(w))), hence
by definition of Cj we have (a)y € kr(n(w)) (a). By definition of A, construction and maximality of
atoms that (a)y € 8" (w,X) (b).

It follows by Lemma 6.27 that there is an atom Ee€A#(T, nr(w)-a) (6) such that there are

—

X1,---» Xn€E (7) such that SF(W,X)/\(a)E is consistent (8) and F(xq,...,xn)— ¥ (9). But
then by construction there is a state w-(a,index(E))e WI' and (w-(a,index(E)),X)eC" with
w,X)R,(w-(a,index(E)),X) (10) and §(w-(a,index(E)),X)=E (11).

From (a) and Corollary 6.16 we are in one of the following cases:

L. Y exalnw)-a)

2. vr=(a1 A...ANap) and of,...,a,€xA(n(W)-a), with n>2
3. v=[INl(¢1 A...Aty) and of,...,ap€xa(n(w)-a), with n>2
4, fr==(x1 A...Ntty) and of,...,0p€xA(M(W)-a), with n>2

5. v=[IN]=(xjA...Aay) and «f,...,an€ca(n(w)-a), with n>2

In either case, ¥ € Cj(kr(n(w)-a)) (12). From (7), (9), (12) and (11) it follows that ekr(w-
(a,index(E)),X). But then by TH M, w-(a,index(E)),X =1 (13). From (13), (10) and semantics
we have thus MU', w, X = (a) .

Case [IN]: From left fo right. Assume M, w,X E=[IN]y. It follows from semantics that
M, w,X U{w}=v. But then by IH, we have ¥ €Al (w,X U{w}) (1). It follows by definition
of A that A" (w,XU{w}))— . By axioms we have F[IN]JAS" (w,X U{w})— ['N]y and +
A{[INIx [ x €87 (w. X U{wh} — [IN]y (2).

By (Eliruction ST (w,X U{w}) is an atom in A#(I',n" (w)) (3). From construction it follows
that 5F(W,X)/\[!N]/\5F(W,XU{W}) is consistent (a). But then by Fact 6.26 we have that
AT (w, X U{wH) A[IN]AST (w,X U{w}) is consistent (4). Moreover by (1), (3) and Fact 6.19, it
follows that for every yx €8V (w,X U{w)), there is a formula Norm([!N]x)€xkr(n' (w)) such that
FNorm([!IN]x) <> [IN]x (5). From (a), (5) and maximality of atoms we have that {Norm([!N]y)|x €
8T (w, X U{w}} €8 (w,X) (6). By hypothesis we have [IN]y € Cj(kr(n(w))) (7). But from (7), (2),
(5) and (6) it follows that [IN]y e AT (w, X). -

From right to left. Assume that [IN]y € A" (w, X). By definition OMC have SF(W&) [!NJyr

(7) and [Ny ecj(kr(n(w))) (8). By construction we have that 81" (w,X) A[IN]ST (w, X U{w}) is
consistent (9).
By definition of ¢j and Fact 6.11 it follows that there is a finite subset {x1,..., x»} S «kr(n(w)) such

that = x1 A ... A xn, (10). From (7), (10) and axioms we have for each x; € {x1,..., xn}, 8 (w,X)—
[!N]yx; (11), and from (10), Fact 6.12 and Fact 6.19 we have a formula Norm([!N] ;) € kr(n(w)) such
that = Norm([!N]x;) <> [!N]x; (12). But from (11), (12), construction and maximality of atoms we
have Norm([!N]Xl-)e(SF(w,X) (13). By (10), (8) and Fact 6.12 we have x; exr(n(w)) (14). From
(9), (13), (12), construction and maximality of atoms it follows that y; € SF(W,X U{w}). But by IH it
follows that M, w, X U{w} = x;. Since this holds for every x; €{x1,..., xn} it follows from semantics



that MU, w, X U{w} = x1 A ... A xn, that is by (10), M, w,X U{w} =1 . But from semantics we have
then MU, w, X =[IN]v. [ |

6.11 Truth-preserving gathering of good PoLTSs into o LTS

Given a good PoLTSs M= (W, C,(Ry)aea, i\i, Val) we construct a o LTS

gather(M)= (S, (->)aea, N, V), as follows:

e S=W

e foreachacA and w,ve W, (w,v) e~ iff (w, )Ry (v, )
e foreachweS, Nw)={veS|(v,{w})eC}

e for each pepProp, V(p)={weS|peVal(w,?)}

Fact 6.42
If M is a good Po LTS, then gather(M) is a well-defined o LTS.

PrROOF. S =W is non-empty. Assume that w,ve W, since C is reflexive it follows that (w,{w})e C
and (v,{v})eC. Since C is locally closed it follows that we have (w,#)e C and (v,#)eC (1). It
follows by definition of —a>, that it is well defined. By construction N(w) is well defined for each
w e S. Finally by (1) it follows that V(p) is well defined for every p € PROP. [ |

FAcT 6.43
Let M=(W,C,(Ra)a€A,£\l>,Val) be a good PoLTS. And let gather(M):(S,(i)aGA,N,V). For
every wi,...,wp,veS we have ve N(wp)N...NAN(wy,) iff (v,{wy,...,w,}H)eC

PRrOOF. For the left to right direction. Assume that ve N(w{)N...NN(w;,). It follows by construction
that for every w; € {wy,...,w,} we have (v,{w;}) € C. Now since C is locally closed it follows that
W, {wq,...,wp}ecC.

For the right to left direction. Assume that (v,{wi,...,w,})€C. Since C is locally closed it
follows that for every w; € {wq,...,w,} we have (v,{w;})€ C. But then by construction we have
veNwy),...,veNwy,). Hence ve N(w)N...NAN(wy,). [ |

Fact 6.44

Let M=(W,C,(Ra)aca,->, Val) be a good PolTS. And let gather(M)=(S,(-%)ueq,N, V).
For every wi,...,wy,v,t€S and a€A we have v,reNw;)N...NN(w,) and (v,t)e—a>, iff
W Wi, oo, W DR (2, {w, ..., Wi )).

PrOOF. For the left to right direction. Assume that v,z € N(w)N...NN(wy,) (1) and (v,7) e (2).
From (1) and Fact 6.43 it follows that (v, {wy,...,w,}) € C and (¢, {wq,...,w,}) € C (3). From (2) and
construction, it follows that (w,#)R,(v,?) (4). But since a is grounded, it follows from (3) and (4)
that (v, {wq,...,wn, DRy (t,{w1,...,wn}) (5).

For the right to left direction. Assume that (v, {wy,...,wy DR (¢, {w1,...,wy}) (1). It follows that
v, Wi, ..o, wn D), (8, {w1,...,wy}) € C (2). Hence by Fact 6.43 v,teN(w;)N...NN(w,) (a). Since C
is locally closed, it follows from (2), that (v,%),(¢,¥) e C (3). From (1), (3) and the fact that a is

grounded, it follows that (v,#)R,(t,?). But then by construction (v, 1) e (4). The claim follows
from (4) and (a). |



LEMMA 6.45 (Truth Preservation Lemma)
Let M be a good PoLTS. For every ¢ € L, and v,wy,...w, € W we have:

gather(VD)Now,)n... AN, ) Y E @ M v (wi,.owa) e

PrOOF.

Base case: From left to right. Assume that gather(M)|ng, ). AN(w,)» v EP (1) and veN(w)N...N
N(w;,) (2). By semantics it follows from (1) that v € V(p). Hence by construction p € Val(v,?) (3).
From (2) and Fact 6.43 it follows that (v, {wy,...,w,}) € C (4). Since Val is W -based, it follows from
(3) and (4), that p e Val(v,{w1,...,w,}). Hence by semantics MU, v, {wi,...,wn} E=p.

From right to left. Assume that M, v, {wi,...,ws} =p. Tt follows by the semantics that pe
Val(v,{w1,...,wn}) (1) and (v,{wr,...,wy})€C (2). Since C is locally closed it follows from (2)
that (v,) € C, hence since Val is W-based we have from (1) p € Val(v,?) (3). But from (2) we have
by Fact 6.43 that ve N(w1)N...NAN(w,) (4). From (3) and construction we have v € V(p), hence by
(4) and semantics we have gather(IM)|ny,)n...ANow,)» V E=P-

Induction Step:
Case — and case A: Immediate from IH and semantics.

Case (a): From left to right. Assume that gather(M)|ng, )n...AN(w,)» v E (@)@ (0). It follows from

semantics that there is v,z € N(w;)N...NN(w;,) (2) with v Lt (3) and gather(M)|Nw,)n...AN(w,)» L =
¢ (4). From (2) and Fact 6.43 it follows that (v, {w,...,w,})€C (5) and (¢,{wy,...,wy}) € C (6).
From (3) and construction it follows that (v, #)R,(z,?) (7). Since it follows from (5), (6), (7) and the
fact that a is grounded we have (v, {w1,...,w, DRy (t,{w1,...,wn}) (8). From (4) and IH it follows that
M, 2, {wi,...,wn) E¢ (9). From (8), (9) and semantics it follows that M, v, {wy,...,wa} E (@)¢.
From right to left. Assume that MY v, {wr,...,wal E (a)p, since a is vertical, it follows that
v, {wy,...,w,} €C and by semantics it follows that there is some ¢ with z,{w(,...,w,}€C (0),
W, Wi WaDRa(t, fwr, ... owy ) (1) and MU 2, {w1,...,w,} =@ (2). Since C is locally closed we
have (v,¥) e C and (¢,¥) € C, hence since a is grounded it follows from (1) that (v, #)R,(z, ). Hence
by construction we have v St (3). From (0) and Fact 6.43 it follows that r € N(w1)N...NN(wy,) (4).
From (2) and TH it follows that gather(M)|Nqy,)n...AN(w,)- = ¢- Hence by (4), (3) and semantics we

have gather(M) [Ny, )n...AN(w,)» V = (@) @.

Case [IN]: From left to right. Assume that gather(M)|ng)n..ANw,). Y E[!NI¢ (0). It follows
that veN(w)N...NN(wy) (1) and from semantics that gather(M)|New,)n...ANGw,)NN@): Y EE@ (2).
Since v € N(v) it follows from construction that (v, {v}) € C (3). By (1) and Fact 6.43 it follows that
v,{w1,...,wy})€C. Hence since C is locally closed we have from (3) that (v, {wq,...,w,,v})eC
(4). From (4), (2) and IH it follows that M, v, {wy,...,wy,,v} E¢. Hence from semantics we have
ML, v, {wi,...,wn} E[!N]g.

From right to left. Assume that Mr,v, {wi,...,wy} E['N]p it follows from semantics
that (v,{wq,...,wy,v})eC (0)—hence since C 1is locally closed that (v,{v})eC (1)—
and that I\\/JIF,v, {wi,...,wp,v}E@ (2). From (1) and construction it follows that ve
N®) (3) and from (0), by Fact 6.43, that veN(w;)N...NN(w,) (4). From (3), (4),
(2) and IH it follows that gather(M)|Nge,)n...ANw,)NNw) v E¢®. Hence, by semantics,
gather(MDINgwp)n...ANGw,)» V E[IN]e. n



FIGURE 4. Po LTS from the example in Section 6.9.1.
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FIGURE 5. oLTS obtained by gathering the PoLTS from Figure 4.

6.11.1 Example, continued

Gathering our model from the example in Section 6.9.1 (see Figure 4), we get the o LTS displayed
in Figure 5.

6.12 Completeness theorem

LEMMA 6.46 (Weak completeness)
Every finite !N-consistent sets of L, 4)-formulas is satisfiable.

PROOF. Assume that I is a finite !N-consistent sets of L(1, 4)-formulas. By Lemma 6.40 and Truth

Lemma (Lemma6.41) it follows that there is some good pointed pseudoo LTS, M, wg, ¥ such that
for every g € I" we have M, wq, % |=¢. But then by Fact 6.42 and Lemma 6.45 it follows that we
have a pointed o LTS gather(M!), wg such that for every ¢ €I, we have gatherMM! ), wo=¢. W

Our main result follows:

THEOREM 6.47 (Strong Completeness)
Every !N-consistent sets of L, 4)-formulas is satisfiable.

This follows immediately from Lemmas 3.10 and 6.46.



7 Decidability and complexity

We have already indicated that there exists a polynomial translation from L, 4) into the loosely
guarded fragment of first-order logic (Fact 3.3, Proposition 3.8 and Proposition 3.5). It follows that
the satisfiability problem of L5 4) is decidable, and in DEXPTIME. But this is certainly not a tight
upper bound. In this section, we show that the satisfiability problem of L1, 4) is PSPACE-complete.
We give an alternating algorithm for checking satisfiability of a formula ¢ in L5 4y and prove that
our algorithm runs in time polynomial in the size of the input formula ¢. This results in a proof of
the fact that the decidability of the logic L5 4y is PSPACE-complete.

7.1 Algorithm for SAT

We give an alternating algorithm for deciding the satisfiability of a formula ¢ in the logic L4 4).
Recall that Alternating Turing machines (Definition 2.14, see, e.g. [18]) generalize non-deterministic
Turing machines. An ATM is a Turing machine with both universal states and existential states. An
alternating Turing machine in a universal state accepts if there is at least one next configuration and
all next configurations are accepting, while an ATM in an existential state accepts if there is at least
one next configuration that is accepting. Algorithm 1 is alternating: it has both existential states (step
16) and universal states (step 27). At step 27, ‘Universally choose (a)¢’ € A’ means that the algorithm
should accept the input if it accepts no matter which formula of the form (a)¢’ (for some a €A and ¢’)
is chosen from A’. At step 16, ‘Existentially guess A’ € {A1, A}’ means that the algorithm should
accept the input if it accepts for at least one of A or A,.

Throughout this section we assume that formulas are in negation normal form. It is easy to see that
we can always put a formula ¢ in negation normal form in time polynomial in |¢|. Moreover, recall
from Section 3.2, that given Z C [M]|, we write N(Z):=("),,czN(Z). The main procedure is called
SAT and it takes three arguments as input:

1. A finite multiset of formulas A in L4 4).

2. A state w of the potential model M of A.

3. Afunction v which associates to every formula ¢ € A, a set of state X C |M]| such that ¢ has to
be satisfied at Ml|n(x), w.

Initially the procedure is called with {¢}, wo and vo where vo(p)=€. SAT({¢},wq, vo) returns 1 if
and only if ¢ is satisfiable.

The subprocedures do as their names say. More specifically, is_not_normalized(A) returns
1 if there is a formula in A with the main operator being either A,V or [IN] and returns
0 otherwise. contains_only_literals(A) checks if A consists of only atomic literals.
is_atomically_inconsistent(A,ProP) returns 1 if there exist both p and —p in A for
some propositional letter p € PROP and returns 0 otherwise. contains_no_diamond(A) returns 1
if there is no formula of the form (a)¢’ in A and 0 otherwise. Note that is_not_normalized(A),
contains_only_literals(A) and contains_no_diamond(A) runs in time linear in the
size of the set A while is_atomically_inconsistent(A,PROP) takes time at most quadratic
in the size of A.

The procedure States(v) takes as argument the current function v and returns its range which is a
set of states of the model constructed so far. Note that it runs in time linear in the size of v.

LeEmMmA 7.1
For any finite set A CL(15 4), w and v, we have SAT(A,w, v)=1 iff there is a pointed o LTS, M, w
with ran(v)U{w} C |[M]| such that for each ¢ € A, M|N(y(y)), W E¢.



Algorithm 1 SAT(A,w,v)

1: if is_not_normalized(A) then
2. forpi ApreAdo
3 Let A <~ A\{g1 A2} Ufor, @2}
4 v(p1) < v(p1 Ag2)
5: v(p2) < V(91 A@2)
6
7
8
9

return SAT(A,w,v)
end for
for [!N]¢’ € A do
: Let A= A\{[!N]p'}U{¢'}
10: Let v(¢")=v([!N]¢")U{w}
11: return SAT(A,w,v)
12:  end for
13:  for ¢ vereAdo

14: Let Aj=A\{p1 Vg2 }U{p1}

15: Let Ay =A\{p1 V@2 } U{p2}

16: Let v(p1)=v(p2)=v(p1 V¢2)

17: Existentially guess A’ €{A, A}
18: return SAT(A’,w,v)

19:  end for

20: elseif is_atomically_inconsistent(A,PrRopP) then
21:  return 0

22: else if contains_only literals(A) then

23:  return 1

24: else if contains_no_diamond(A) then

25:  return1

26: else

27:  Universally choose (a)¢’ € A

28:  Let A'={¢"}U{¢" | [alp” € A & v([alg”) Sv((a)¢")}
29:  Letv'(¢)=v({a)¢")

30 LetVv(¢”)=v([lale”)

31:  Letw'¢ states(v)

32:  return SAT(A’,w',V)

33: end if

PrOOF. The proof is by induction on the maximum complexity of formulas in A.

For the base case, assume that A is a set of literals. Itis easy to see that for any w and v, SAT(A,w, v)
returns 1 iff it is a consistent set of literals, hence a satisfiable one. The claim follows from the fact
that we can simply put w € N(w;) for the relevant w;’s.

We prove the induction step sequentially.

A-step. Let A=TU(¢p1 Agpy) with cpx(I')<n and cpx(¢; Agy)=n-+1. Now assume that
SAT(I'U{p; A2}, w,v)=1. By steps (2-6) of the procedure, it follows that SAT(T", 91, ¢2),w,v)=1
but by IH and the semantics of A, the claim follows. The claim holds for any number of conjunctions
of complexity at most n+1.

Vv-step. Let A=T1UINMU(p1 Vey) with cpX(I'j)<n and I'ry={Y¥1 A x1,...,¥n A xn}, with
maxCpX({¥1, X1,---»¥n, xn})=n. Now assume that cpX(p;V¢r)=n+1 and assume that



SAT(I'1UTh U{er V@a},w,v)=1. By steps (12-18) of the procedure, we have either SAT(I"| U
U (1), w,v)=1 or SAT(I'{ U U(¢1 V ¢2),w,v)=1. The claim follows front the previous step
and semantics of V. The claim holds for any number of disjunctions of complexity at most n+ 1.

[!N]-step. Let A=T U UT3U{[!N]e} with cpxX(T'1)<n, To={Y1 A X1,...x ¥n A xn}, T3=
{1V BL,...,an VvV By} with maxcpX({V¥r1, x1,1,B1-+>¥ns Xn-%, Bn})=n. Now assume that
SAT(I' U UT3U{[!N]Jp},w,v)=1. Let v'=v[p/v([IN]p)U{w}] be the expansion of v, with
domain dom(v)U{g} and v/'(¢):=v([N]p)U{w}. By steps (7-11) we have SAT(I'; UL UT'3U
{¢},w,v")=1.Butthen by previous step we have a model M such that forevery v € '} Ul UT'3U{¢},
we have M|N(y/(y)), wo = . In particular, we have M|N,(¢)), wo F=¢. Hence by semantics of [!N]
and definition of v we have M| N(v(g))» W0 = [!N]g. The claim holds for any number of [!N]-formulas
of complexity at most n+1.

(a),la]-step. When the (a),[a]-step is reached we have A=I1UI, with T'i=

{a)p1,....(a)en, [al¥, ..., lal¥n} and T ={p1,....pk.—q1,..-,—qr}, With p1,....pr,—q1,...,—qr
being literals. Now assume that SAT(A,w,v)=1. By steps (27-33), we have for every i=1,...,n,

SAT(A;,w!,v")=1 where
Aj={pi}U{Yjllaly; € A and v([al¥j) Sv({a)pi)}

and v'(¢;) =v(¢;) (0) and for every j with v([aly;) Sv({a)g;) we have v/(wj)z v([alyy) (1).

By IH, (0) and (1) there is a pointed model M;, w’ with ran(v) U {w’} C [M;| and M [Ny (g,))» W} = @i
and for every j with v([a]¥;) Cv({a)g;) we have Mj; |N(v(¢j))’W, Evi(2).

Now let Rename;(M;) be identical to M; except that we rename all states occurring in M; with
names not occurring in M. Let newname; be the natural isomorphism from M into Rename(M;).
From steps (31) of the procedure, newname;(w;)=w;. Now take the {w’}, A-generated submodel
of Rename;(M;). Call it N;. By Corollary 4.6 and (2) we have Ni|N(newname,-(v(<p,»)))7W,/~ Eo; (3) and
for every j with v([al;) Cv({a)g;) we have N; |N(newname,«(v(x//j)))7W; E=v; (4). And let P(l4);N;) be
the smallest elementary extension of (4);N; such that:

L. |P(N)| =14, N;|U{States(v)}

2. R =R Ul fow.w))

3. For every v € States(v), NPND () = (N(newname; (v)) U witvev((a)p)}U{w)
4. weVPMI(p)iff pe A

From (3) and construction we have P(N),’INP(NL»)(V(%)),wlf = ¢;. From construction and semantics of

(a) we have P(N)i|Npai g W F (@) i
Moreover from (4) and construction we have for every j with v([a]y;) Sv({a)g;)
that P(N)iINmNi)(v(wj)),wlf|=1ﬂj. From construction and semantics of [a] we have

P(N)iINP(N,-)(U(%)),wM[a]lﬁj. Truth of literals is guaranteed by the last part of the preceding
construction. The claim follows. |

COROLLARY 7.2
For any finite set A CL5 4, A is satisfiable in a o LTS iff SAT(A,wg,Ng) =1, for No(A) =e.

PrOOF. Immediate from the previous lemma. |

The observation that given an initial formula ¢ € L(15 4), an initial state wq of the pointed model
to be constructed and an initial context fucntion Ny where No(¢) =€, SAT({¢}, wg, Ng) runs in time
polynomial in |¢| is also quite straightforward.



LEMMA 7.3
SAT({¢},wg,Ng) is in APTIME(|¢)).

PRrROOF. The If-condition at the beginning checks if the set of formulas A is in the required ‘normal’
form. That is, if the main operator of every formulas is none among A,V or [!N]. If not, then it
manipulates A to convert it to the required form. Note that given an initial formula ¢, |¢| recursive
calls of the SAT() procedure is sufficient to achieve this normal form.

In each such recursive call, one of the following happens.

— Either the set A is not in the normal form and the procedure SAT is called again. This is done
after updating the set A and/or after updating the context function N. The function N may grow
in the process. However, note that for every formula ¢’ in the current target set A, at most one
new state is added to N(¢’). Now since there can be at most |¢| recursive calls to SAT, the size
of the function N does not exceed |<p|2.

— Or A is in the required normal form. In that case the call bypasses the initial If-condition. The
second, third and the fourth If-conditions, respectively, check whether A is consistent, has only
literals or has a formula of the form (a)¢’. As we already observed, each of these procedures is
polynomial in the size of |¢|. The final Else-condition updates A to a new set A’. Note that as
the size of A was polynomial in |¢|, and the constructed A’ is at most as large as A, A’ is also
polynomial in |¢|. The function N changes but does not grow in size. Finally to initialize the
fresh state w’ the procedure States is called which as we observed is linear in the size of N.

Thus, in each recursive call of SAT, the algorithm does only polynomially many operations in
the size of the initial formula ¢. Hence, the overall algorithm runs in time polynomial in |¢| which
means it is in APTIME(|p|). |

THEOREM 7.4
The satisfiability problem for the logic L1, 4) is PSPACE-complete.

PrOOF. Corollary 7.2 and Lemma 7.3 shows that the satisfiability problem is in APTIME. Since
by [4] we know that APTIME = PSPACE we have that the problem is in PSPACE. PSPACE-
hardness follows from the fact that L5 4y properly embeds the modal system K which is known to
be PSPACE-complete [20]. [ |

7.2 Model-checking

In this section, we give an algorithm for model-checking a formula ¢ € L5 o) and show that the
complexity of the model-checking problem is in time polynomial in the size of the input (the size
of the o LTS and the length of ¢). Formally, the model-checking problem is the following: given a
oLTS M, a state w e M and a formula ¢ € L5 4) decide if M, w [=¢.

7.2.1 Why the bottom-up algorithm will not do

Given a pointed LTS M, wq, with M= (W, (—a>)aeA, V), and wy € W and a basic modal formula ¢, a
standard bottom-up algorithm (see, for instance, [5] or [3]) can decide whether M, w = ¢ recursively
as follows. Enumerate the set of subformulas of ¢, and for each v € sub(¢), define ||| M recursively
as follows:

L TIM=w
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If wo € ¢ then M, w |=¢, otherwise M, w = ¢.

This bottom-up algorithm for model-checking a formula ¢ in the basic modal language in an LTS
(see, for instance Boolos et al. [3]) does not work for the logic L1, 4). To see this consider the oLTS
My shown in Figure 6 and the L(1, 4) formula ¢ :=[!N](a)(a) T. We have My, w( = ¢. However, the
bottom-up algorithm would work as follows. Enumerate, the subformula closure of ¢, as follows
{T,(a)T,{a){a)T,[!N]{a){a) T}. The algorithm computes as follows:

LTI = (wo, wi, wa)
2. @) TIM={weW|S [w] £0) = {wo,wi)
3. |l {a) (@) Tl ={weW|( [wlN{wo, w1}) #8) = {wo)

However, in the next round the algorithm has to decide whether wq e IIINT@) (@) T1I™ but it
cannot decide correctly simply by looking at whether w € ||| |M for each w € N(wg) and each strict
subformula v of [IN]{a)(a) T, that is for each v € (SUb([!N]{a){a) T)\{[!N]{a)(a)T}).

7.2.2 Model-checking in the logic of sights

We see that a model-checking procedure for the logic L5 4) should, at every iteration, also keep
track of the restricted model as dictated by the function N. Algorithm 2 is a recursive algorithm for
this purpose. Note that in our recursive algorithm we are making use of the Boolean functions =, A
and V, defined as usual. We also make use of the switch statement, standard in most programming
languages, allowing to declare case by case, depending on the main operator of the current formula,
what the algorithm has to do.

To prove that the above algorithm is correct, we show the following invariant:

PROPOSITION 7.5
Algorithm 2, in every recursive step ModelCheck(Mcyr, Weur, @cur) returns 1 iff Meyr, Weur = @cur-

PrOOF. The proof is by induction on the structure of ¢¢yr. The base case follows from the definition
and the Boolean cases are straightforward. Now suppose ¢cur =[!N]g. By semantics,

Meur, Weur = [!N]g iff MeurIN(weyr)» Weur E @



Algorithm 2 ModelCheck(Mcyr, Weur, @cur)

2: M <« M| N(Weur)
3:  ModelCheck(M, weyr, @)
4: else
5: M <« Meur, W <= Weur, @ < @cur
6:  switch ¢:
7: case ¢ =p
8: if pe V(w) then
9: return 1
10: else
11: return 0
12: end if
13: case g =—p
14: if p¢ V(w) then
15: return 1
16: else
17: return 0
18: end if
19: case o =—¢’
20: return =ModelCheck(M, w, ¢")
21: case g =@ AN@2
22: return ModelCheck(M, w, ) A ModelCheck(M,w, ¢;)
23: case p =1 V@2
24: return ModelCheck(M, w, ¢1) vV ModelCheck(M, w, ¢;)
25: case ¢ = (a)¢’
26: if 3w €M, w-> v’ then
27: return \/w/:w—am/ ModelCheck(M, w’, ¢")
28: else
29: return 0
30: end if
31: case ¢ =[al¢’
32: if Aw’ e M, w-5w' then
33: return 1
34: else
35: return /\W/:W_a)w, ModelCheck(M, w’, ¢")
36: end if
37:  end switch
38: end if

Lines 1-2 of the algorithm performs the model restriction Mecyr|Ngy,,)- By IH
ModelCheck(Meur [N(wey)» Weur» @) teturns 1 iff  Meur|Nqw,)»Weur E@  and  hence
ModelCheck(Mcyr, Weurs @cur) returns 1 iff My, weur = [!N]e.

Now, let gcur = (a)@. By semantics

Meur, Weur = (a) g iff ' Weur 5 W/» Meur, w' =7



By IH, ModelCheck(Myr, w', @) returns 1 iff My, w’ = ¢. Hence in line 27,

\/ ModelCheck(M,w',¢")is 1 iff 3w :weur > W', Meur, w' = ¢

oy &
ww—-w

The argument for ¢y =[algp is similar. [ |

We thus have the correctness of Algorithm 2

COROLLARY 7.6
Given a pointed o LTS (M, w) and a formula ¢ € L (5 4), ModelCheck(M, w, ¢) returns 1 if and only
if MlwE=g.

From the above algorithm, we also have that the model-checking problem for L1, 4) is polynomial-
time solvable in the size of the input model and formula. More precisely, let |M| denote the size of
the o LTS M and |¢| denote the length of a formula ¢ € L(15 4). We have

PROPOSITION 7.7
ModelCheck(M, w, ¢) runs in time O(|M]-|¢|).

PrROOF. The proof is rather straightforward. First note that ¢ can have at most |¢| subformulas. Every
recursive step of ModelCheck(M,w, ¢) is on a subformula of ¢ which is strictly smaller than the
current subformula. Hence there are at most |¢| recursive steps. In a recursive step, the current model
can be of size at most as large as the original model, that is [M]|. The steps other than the recursive
calls run in time linear in the size of the current model. |

8 Extensions and relations to other logics

We now turn to some extensions and comparisons to other logics. We discuss multi-agent
generalizations of the logic of sights, as well as temporal and epistemic extensions. We discuss
how the logic of sights relates to the logic of relativization, and to what extent it can be generalized
as a multi-dimensional modal logic.

8.1 Minimal multi-agent versions

The simplest extension is a multi-agent logic of sights, which consists in having sights defined for all
agents in some finite set \V" at every state of an LTS. To axiomatize this extension, the only important
axiom is the commutativity axiom [!1][!2]¢ <> [!12][!1]¢, for every 1,2 € N. Checking the soundness
of this axiom is straightforward from the semantics and the fact that restriction is associative. We
believe that the main change in the completeness proof, will be in the statement of Proposition 6.25,
that should be generalized as follows:

CONJECTURE 8.1 (Commutativity)

Let A be a finite set and leta EA* be suchthatka(d) #@. Let D, E, F be (A, a)-atoms. IfD A ['N{] /\E
1s con51stent and E A ['N>] /\F is cons1stent as well, then there is some (A,a)-atom, G, such that
DA ['Nz]/\G is consistent and G A ['N{] /\F is consistent.

We will check the details in future work.



8.2 Temporal extensions

So far we have considered the logic of sights as an extension of the basic modal language. This is
a natural starting point. However extending temporal logics such as Linear-Time Temporal Logic
(LTL), Computation Tree Logic (CTL), dynamic logics such as Propositional Dynamic Logic (PDL,
[36]), or multi-agent temporal logics such as Alternating-Time Temporal Logic (ATL) or STIT, is a
next step with natural applications.

We first discuss the question of the extension of PDL with a sight operator and then discuss the
question of the extension of ATL with a sight operator.

8.2.1 PDL with sights

If we extend our language with formulas such as (a*)¢ with the usual semantics, we believe that the
traditional axiomatization of PDL using a least fixed-point axiom and an induction axiom on top of
the axiomatization given in Section 5.3 will be complete for PDL with sights on the class o LTS.
Proving this would require an adaption of our proof. We believe, this can be done as follows.
Instead of our CN-closure and of the usual Fisher-Ladner closure used in completeness proofs of
PDL, we would need to use a notion of closure that satisfies the richness properties of both, while
remaining finite. Next, we need to construct a Po LTS as we have done here. The idea is then to
define the interpretation of complex programs semantically from the atomic programs. To recover
the truth lemma for the (@*)¢@ case, we need to extend our proof. Precisely, we need to show if there

are atoms D, E such that, then D %, E then there is a sequence of atoms A = Al 5.5 Ay = Apt
with Ag=D and A, +1 =E. This should follow from the richness of the set of atoms and axioms. But,
we need to check the details in a separate paper.

8.2.2 ATL with sights

Our initial discussion of sights was motivated by examples of strategic interaction. Section 9 says a
bit more about the relation between the logic of sights and games. But let us look briefly at a possible
extension of ATL [1] with sights. The following definitions are variations on that of [1].

DEFINITION 8.2 (Alternating Transition Systems (ATS), [1])

An ATS is a tuple S=(W,Z,A,Ag,p,a,8,V) where W is a non-empty set, ZCW,A={ay,...,an}
is a finite set of actions, Ag=1{1,...,n} is a finite set of agents, p: W — p(Ag), with p(Z)={0},
a:(AgxW)— pA)\ {0}, V:PROP— (W) and §: (W xAg xA) — p(W).

Let a limitation on « be a function o’ : (Ag x W) — g(A)\ {#} such that for every (i,w) edom(a’),
a'(i,w) Ca(i,w). An S-choice function ¢ is a function c¢: (W x Ag) — A such that for every (w,i) €
dom(c) we have c(w,i) € a(i,w).

DEFINITION 8.3 (Safety)
We say that an ATS S=(W,Z,A,Ag, p,«,8,V) is safe whenever

— for every we W\Z, i€ p(w) and a ca(i,w) we have §(w,i,a)=gp(W) (only agents in p(w)
have non-trivial power at w)

— forevery weZ, i and a € «(i,w) we have 6(w,i,a)={w} (terminal nodes are safe sink states)

— For every we W and every S-choice function ¢ we have: ﬂie A gé(w,i ,c(i)) # (safety, the
transition function is non-blocking)

DEFINITION 8.4 (Coalitions)
Given an ATS, a coalition is a non-empty subset of Ag.



DEFINITION 8.5 (Strategies)
Given a coalition C CAg, a strategy for C is a function Sc: (W™ x C)— A such that for every
(w,i)edom(S¢) we have Sc(w, i) € a(i,last(w)).

DEFINITION 8.6 (Positional Strategies)
Given a coalition C CAg, a positional strategy for C is a function S¢: (W x C) — A such that for
every (w,i)edom(Sc) we have Sc(w,i) €a(i,w).

Fact 8.7
Every positional strategy for C induces a strategy for C.

Given a limitation o’ on «, we say that S¢ is an «'-strategy iff for every i € C and w e dom(S¢)
we have Sc(i, i) € (i, last(i)).

DEFINITION 8.8 (Compatible runs)
Leta run be a sequence w € (W*UW®). We say that a run w is compatible with a profile of strategies
Sag at a state wo—rfor short compatible with (wq, S ¢ )—iff w[1]=wyg and for every k,k+1 <len(w)
we have wlk+1] ¢ ﬂieAgé(ﬁ/[k], i,S4g(Wl)). We say that v e W is an eventuality at wy iff there is
a run w that is compatible with (wo, Sag) and some k <len(w) such that w[k]=v.

We say that a run w is compatible with the limitation o’ at wy iff there is some o'-strategy S, for
Ag such that w is compatible with (wg,S4,). We say that ve W is an o’-eventuality at wy iff there
is a run w that is compatible with the limitation «’ at wy and some k <len(w) such that w[k]=v.

DEFINITION 8.9 (Immediately C-achievable sets)

LetS=(W,Z,A,Ag,p,a,8,V) bean ATS, let C be a non-empty subset of Ag and let wo € W. We say
that X C W is an immediately C-achievable next set at wg whenever there is a positional strategy
for C, S¢ such that for every positional strategy S_c for Ag\ C we have §(wg,ScUS_¢c)CX.

DEFINITION 8.10 (Locking)

LetS=(W,Z,A,Ag,p,a,8,V) be an ATS, let C be a non-empty subset of Ag and let wo € W. We say

that a strategy S¢ for C locks S in X €W at wy iff for every strategy S_¢ for Ag\ C, and for every

run w € W*UW® which is compatible with (wg,Sc US_¢) and every n <len(w) we have w[n] € X.
We say that C can lock S in X €W at wy whenever there is a strategy S¢ for C that locks S in

X CW at wg.

DEFINITION 8.11 (C-visitable sets)

Let S=(W,Z,A,Ag,p,a,8,V) be an ATS, let C be a non-empty subset of Ag and let woe W. We
say that X C W is a C-visitable set at wy whenever there is a strategy Sc for C such that for every
strategy S_ ¢ for Ag\ C, and for every run w € W*UW® which is compatible with (wg,ScUS_c¢),
we have some n <len(w) such that w[n]€X.

In such a system, we have operators of the form ((C))O¢ and ({(C))G¢ and ((C))F¢, with the
intuitive meaning C can enforce that the system moves into a ¢-state, C can make sure that ¢ holds
permanently from now on and C can make sure that ¢ will eventually hold, respectively. These
operators have the following semantics:

S,wE{(C)Oe iff ||¢l|| is an immediately C-achievable next set at w
S,wE{((C))Ge iff Ccanlock Sin||¢|| atw
S,wE{C)Fe iff ||¢]| is a C-visitable set at w



How should safe ATS be expanded with sights? We could simply add sight functions on top of
ATS. But in general, the restriction of a safe ATS will not be a safe ATS, since the transition function
might fail to be non-blocking (an existential property). Whether or not this form of safety should be
preserved under taking sights. We could of course simply add either way.

Consider a safe pointed ATS (S,wq) with S=(W,Z,A,Ag, p,«,8,V) and let &’ be a limitation on
a. We let Ny (wg) be the smallest subset of W containing all «’-eventualities and wy. This subset
need not be a proper subset of W. We refer to N,/ (wg) as the (wg,a’)-induced sight. We show the
following:

PrROPOSITION 8.12
Given a safe pointed ATS (S,wgy) with S=(W,Z,A,Ag,p,a,8,V) and a limitation «’ on «
(S,wo)la/alIN,, () is a safe pointed ATS.

PrOOF. We only give the idea of the proof. Safety requires three properties to be satisfied: that agents
not in p(w) have trivial power at w, that terminal nodes are safe sink states, and that the transition
function is non-blocking. Satisfaction of the first condition follows from the fact that p and § are
defined as restrictions. For the second condition, observe that a limitation &’ of @ can never map
a pair (i,w) in the original model to the empty set and that it has map (i,w) to a subset of «(i,w).
Hence, terminal safe sink states that survive the restriction will still be safe sinks. Moreover, by the
same conditions and the fact that N,/ (wq) contains all &’ eventualities (from wy), the resulting set
Z' (after restriction) will be a non-empty subset of Z. Finally, the third condition follows from the
definition for N, (wg) just mentioned, and the fact that the new transition function § is defined as a
restriction and that the original § was non-blocking. |

We can now define a safe o ATS as follows:

DEFINITION 8.13 (Safe 0 ATS)

A safe o ATS is a structure S=(W,Z,A,Ag,p,a,8,V,(07)ieaq) such that S\ (07);ea, is a safe ATS
and for each we W and i € Ag, o;(w) is a restriction on «. Given a state wy and an agent i, we let
o (wo.i,8)= (S, wo)lat/'TIN,,w0)-

We can now expand our language with operators of the form [!N;]¢ with semantics:
S,wk[!Nilg iff o(w,i,S),wke

We will study o ATS and its logic in another paper. We simply observe that due to the fact that
the semantics of the operator ((C))(O¢ contains a non-decomposable quantifier alternation 3V, the
axiomatization of [!N]+ ((C))O will not follow trivially from the axiomatization of L, over oLTS.

8.3 Epistemic extensions

We think that sight operators have interesting interactions with epistemic operators. But, before we
discuss any extensions of our logic with epistemic operators, we first discuss whether we can give a
natural epistemic or doxastic interpretation to [!N] itself.

First note that =[!N]p <> p. As an epistemic/doxastic operator, it would mean that the agent is
never mistaken about basic facts. Moreover the agent is never mistaken about existential modal facts
(e.g., =[!N]{a)p <> (a)p, but might be wrong about non-existential formulas. Conversely, the agent
is fully knowledgeable of universal facts (e.g. =[alp <> [!N][a]p).

We believe these properties are not intuitively plausible as properties of a reasonable epistemic
or doxastic operator. They are, however, relatively natural as describing the awareness an agent has
of the possible evolution of a system. If I am aware that a could happen, then a could happen. If



FIGURE 7. Interaction between epistemic uncertainty and sights.

executing a can only lead to p-states, then I cannot be aware of an a-execution that would lead to
non-p state. Of course, agents can be wrong, but this is why it is interesting to expand the logic of
sights with epistemic operators, or, as most will think of it, expand an epistemic or doxastic signature
with sight operators.

Many interesting questions arise when concerned with the interaction of information uncertainty
and sights. While we reserve a systematic analysis of these interactions to a follow-up paper, consider,
nevertheless, the following example. Is a model, where w1 is in the sight of wg, while w» is not, but
w1 ~wj an acceptable model? (Figure 7 is partial representation of such a situation.)

Note that this is different from a situation in which perfect recall—see [38] for a formal discussion
of alternative mathematical definitions of the concept and their relation—is violated. The question
is essentially whether past sights (or past awareness, or past expectations) should be preserved after
actions are executed. Whether we consider the above model as acceptable or not depends on whether
an agent can be aware of certain transitions in the system, but yet, when continuations she was
considering possible do happen, is not able to distinguish whether one of the unexpected actions has
taken place.

We discussed the possibility of treating [!N] as an epistemic operator. But we could also treat our
underlying transition systems as an epistemic model. Doing so, however, requires a slightly different
approach to the semantics of sights. Consider the following example:

EXAMPLE 8.14

Naive car buyer Georg; takes a shiny, clean car (p) to be well kept (¢) by its owner and a dusty, dirty
(—p) car to be not so well kept (—g); skeptical buyer David, does not make such an assumption, but
is not a car expert and cannot decide whether the car has been well kept or not.

Intuitively, we expect that in the state of the world where the car is not so well kept but shiny and clean,
it is common knowledge that the car is well kept in the sight of Georg (i). But this is incompatible
with both the assumption that for every w we have w e N(w) and the standard assumption that the
epistemic relation is an equivalence relation.

Another intuitive requirement is an uniformity one: whenever w~{ v then N{(w)=Ny(w) (ii). If
we relax the assumption that for every w we have w eN(w) to the fact that for every w we have
N(w) #£0, we could hope to accommodate (i) and (ii) with the model in Figure 8.

Butif we leave the semantics of [!N] unchanged, it will not be well defined any longer. For example,
whether [N ]y is satisfied in the model of Figure 8 at w, would be an ill-defined question. At best
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we could try to patch the semantics to have:

wa E=[IN1]L

But, clearly, this is not something we would like to have either. Let K;[w]={v|w~;v}. We also
write (i) :=—K;—¢. In addition to our previous assumptions, we require that for every w we have
(N;(w)NK;[w]) #0@. Together with uniform sights and the assumption that ~; is an equivalence
relation, we can use the following semantics:

M, w k= [!N;]g iff for every v € K;[w]NN;(w) we have Ml|n;,(,),v = ¢

Now the meaning of [!N;]g is that from agent i’s perspective, i knows that ¢. This is different
from a belief operator. For example, we would not have M, wy =B;C 2¢ with a reasonable belief
operator. Moreover, with uniform sights and epistemic equivalence relations we have, with the above
semantics, not only =[!N;]¢ — K;[!N;]¢p, but also E=[!N;]¢ — [!N;]1K;¢. While the first assumption
is generally unproblematic for most standard semantics of belief, the second one—usually referred
to as positive certainty—is easily shown to be incompatible with having a non-trivial KD45-belief
operator, an S5-knowledge operator and the assumption that knowledge implies belief. The reader
can consult e.g. Halpern [14] for details.

Our remarks indicate that the details of the relation between knowledge, beliefs, sights and their
dynamics will be interesting but complex. We plan to discuss these in a separate paper.

8.4 Changes in sights

Sights need not be stable over time. Some events might make agents consider options they did not
consider before (sight extension) or it might make them stop considering what they considered before
(sight restriction). In either case, we might have:

— either have a semantically driven change and ask what happens if this or that subset of the
model is added to the sight of the agent, or,

— a syntactically driven change and ask what happens if someone makes the agent consider
the possibility that ¢ and if someone makes that agent only focused on possibilities that are
compatible with ¢.

We only look at the second case. Assume that we are in the left-hand side model in Figure 9 at state
wo. Now the agent is being convinced to consider the possibility that (a) (b) T. For example, a chess
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FIGURE 9. The agent starts to consider that (a)(b) T.

player is being suggested to look at a certain sequence of moves she or he was not paying attention
to. Let [+(a)(b) T] be the syntactic counterpart to this yet-to-be-defined operation. What should
we expect about the resulting model? We should probably expect that [+{a){(b) T][!N](a)(b) T. Of
course, if only the sight of our agent is changing, we either need a precondition to the execution of
+(a)(b) T or we need to restrict its success to cases where it is possible to succeed. So what we really
would like is something like

(@ (D)T = [+(a) (D) TII!NKa) () T.

The right-hand side model in Figure 9 represents one of the satisfying extension of N(wg). The two
other being N(wq) = {wg, wo3,wo1,wo1} and N(wg) =M |. The first two are in some sense minimal,
but it is hard to argue for either one, without having some form underlying notion of plausibility
(or preferences) on either states or subsets of the model. Instead, we could simply require truth in
all models M’ which are isomorphic to M except for NM/(W()) and in which NM,(W()) is a minimal
extension of NM (wp) such that M/ IN(wo)» W0 = (@) (b) T. We would then have

M, wo = [+(a) (b) TI[!N)(a) (b)q
but the same would not be true for {a)(b)p or {(a)(b)—p
M, wo B [+(a) () T1[!N(a) (b)p
Finally in the preceding model for an unsatisfiable condition we would have
M, wo b= [+(c) T]L

A similar semantics can be given for the other operation, using minimal restrictions instead of minimal
extensions.

In an epistemic context with sights, we need to restrict the acceptable extensions of N(w) to be in
some sense compatible with K[wg]: if K[wq] encodes the agent’s information and a reasonable agent
will only expand her sight to ‘accommodate suggestions’ that are compatible with her information.
By contrast, this would not need to be the case with respect to belief sets, but we will not get into that
in this article. In epistemic temporal models, we have to be careful about the exact meaning of the



previous restrictions. One possible formalization could be that the acceptable extensions of N(wq)
k
should be subsets of —> (K[woD).

8.5 Logic of sights and relativization

There is a natural relation between the logic of sights and relativization. Relativization is the syntactic
counterpart to restricting models to the truth set of a formula. Let ¢, 1y be formulas of the basic modal
language. The relativization of ¢ to ¥, written (¢)¥, is a modal formula defined recursively as
follows:

pV = pAY
(—p)” = Y
@A)’ = ol ne!
({a)p)V = (@WArp)

Consider a finite o LTS M with domain {wy, ..., w,_1}. For each, w;, expand the basic modal language
with a surjective set of fresh nominals NoM™., that is with a set of fresh propositional letters such that
for every p; eNoM™, |V(pi)|=1 and V(NoM™)={wy,...,w,_1}, call the resulting model MM,
For every w;, define a formula 7; := \/Wj eNw)Pi- Note that for basic modal formulas ¢, we have:

M, w; =[N iff MTNOM ;= i

Thus, given a finite o LTS M, we can recursively define a function fy : L15,4)(PROP) = H(4)(PROPU

NomM) giving us for every state w € Ml and every formula ¢ €L, 4)(PROP), a formula fyy ,,, (@) as
follows:

Ft i, (9) = fuw@")
fMWi(pT) = p for both propostional letters and nominals.
frw @) = (pAfuw ()
i (@r 0" = frw @) Afrw ()
fw @V = furw @) VAL (V)
S (CoY) = i e?)
frw@e)?’) = (@) \/ fuw @ re?)
Wi€R,[wi]
fmw(INIQ)Y) = fag (@™

We now have to show that this translation can simulate the sight operator over finite models. First
let us make a few observations:

Facr 8.15
For any finite pointed LTS M, w and any formula ¢ € L(15 4, fivi,w;(¢) € H(A)(PROPUNOMM).

PrOOF. Note that ultimately only propositional letters will be exponentiated at which stage it is
transformed in a simple conjunction. Moreover, at every stage the exponent ¢ is a conjunction of



clauses of nominals. Finiteness of the translation of (a)g formulas follows from finiteness of the
model. u

Fact 8.16
For every formula ¢ € L(1, 4)(PROP) and every finite pointed model M, w;, we have

MTNOM [y = iff M, w; =g

PROOF. Trivial. n

Fact 8.17
For every ¢ € L(15, 4)(PROPUNOM), every finite pointed model M, w; and finite subset Wy C | M|, such
that w; € ﬂweWON(w) we have:

+NOM ) . +NOM )
MR e Nowo Wi E@IEMETRN Ay m o wi b=
PrOOF. Immediate from the definition of 7. |
LeEmMA 8.18

For every formula ¢ € L5 4)(PROPUNOM), and every finite pointed model M, w; and finite subset
W CNoMUPROP with w; € || A\ ||, we have:

MM A i g MMy = fig g, (0\Y)

PrROOF. Proof is by induction on the complexity of ¢. If ¢ is a propositional letter p, since W C
NoMUPROP and VW is finite, we have fiy (p/\‘l’) =p A /\ V. The argument is the same for nominals.
Now for the induction step. Booleans are straightforward from definition.

Now assume that M+NOM|||/\\I,||,W1' E=[!N]g (0). First note that we have [|7; A AV||=
[l;[IN]] A\W]| (1). Note that, by definition of m;, ||7;||=N(w;) (2). Hence we have
MFNOMY, Awlll Nwp =M o Aw||- Also note that 7; A AW is equivalent to some formula
of the form A W', where W CNomUPrROP and W' is finite. Hence M+NOM|||7T1.A/\\I,H,W,'|=(/),
and thus by IH we have MM w; =fi . (@™ AAY) (3). But by definition of SfuLw,» We have
P, (IN1@) ) =fi (@™ AY) (4). The claim follows.

Now assume that M+N0M||| AW Wi = (a)e (5). It follows that there is some state w; € Ry (w;)
(6) such that wj€|| A\ W|| (7) and M+N°M|||/\q,||,w,- ¢ (8). By IH we have thus MM ;=
firw, (@\¥). By (6) and (7) we have thus M*NM yw; k= (a)fir,, (0/\¥), hence MM w; =
(a) \/wj R, [wi] fM,Wi(go/\‘p), that is, MITNOM . = fMﬂwi(((a)go)/\‘l’. The converse direction is similar.

|

LEMMA 8.19
For every ¢ € L1, 4)(PROP), and every finite pointed model M, w; and finite subset W C [M|, such
that w; € ﬂweWON(w) we have:

ﬂwj‘eWo N(Wj)’ Wi '= % iff M+NOM’ Wi '=fM,W,' ((p/\je{k‘wk <%ol nj)

PrOOF. Immediate from Lemma 8.18 and the two previous facts. |



Our main claim follows directly:

PRrROPOSITION 8.20
For every formula ¢ € L(1; 4)(PROP), and every finite pointed model M, w; we have

M, w; =@ iff MM w; = ()

PrOOF. The proof is by induction on the complexity of ¢. The base case is immediate. Booleans
are immediate from IH. Now assume that, M, w; =[!N]g, that is, M]|y,,),w; =¢. By Lemma
8.19, we have MY yw; = fir 1, (@), But i, (IN1@) =i, (IN]@) ) =i, (™). Finally
assume that M, w; = (a)g, it follows that there is some w; € Ry[w;] (0) and M, w; =¢. Hence by IH,
MMy, =/t w; () (1). But from (0) and (1) we have: MM s = \/wjeR(, [w:/MLw; () and thus

MM Wi = (@) Vs ey Ly (9)- BUt fiv i (@)9) =it (@) 0) D = (@) Ve, i vty (T A
0 =) Ve, i (0 =) Ve, o iy (9). u

The notion of bisimilarity corresponding to the basic hybrid language with nominals only is the
following:

DEerINITION 8.21 (H4-Bisimulation, see, e.g. [28], ch. 4) ,
An Hy-bisimulation between M= (W, (~>)4e4, V) and M/ = (W', (=> )aea, V') is a bisimulation
satisfying:

1. xeV(p;) iff x' € V'(p;), whenever (x,x") € Z, for every p; € NOM

H4-bisimilarity does not imply o -bisimilarity as such. However, consider the basic hybrid language
enriched with the (N) operator discussed at the beginning of Section 4.1. We refer to it as Hq x (NOM).
Consider two finite pointed LTSs M, w; and M, wl/. . We first claim the following:

CLam 8.22
Whenever M, w; and M’ ,wl/. are Hy y-bisimilar, then for any ¢ €Ly 4), fi,w; (@) is logically
equivalent to fiyp /().

ProOF. First, observe that at every stage of the translation we have an exponentiated formula of
the form @Y, where ¢ is a conjunction of the form 7;, A ... A7; , where each ;= \/Wj eNw)Pj-
Moreover, it is easy to see that such conjunctions of clauses of nominals are invariant under Hu x-
bisimulations.

The proof is by induction on the complexity of ¢ in ¢¥. Base case is for formulas of the form
p? where ¢ is a Boolean formula over NoM and PROP, where p € PROP. Hence by definition of the
translation, its translation in the same in both models.

Now for the induction step. First note, that the translation is only model-dependent for [!N] and
(a) clauses. Hence induction steps for Booleans are trivial.

Now consider an exponentiated formula of the form ((a)@)¥. By definition of the translation
fM,wi((<a)§0)'/’) = (a)\/wjeRa[Wi]fMWj(xp A go‘”). Now by definition of a bisimulation, for each w; €
R, [w;] there is a state wJ’. € R4[w}] such that w; and wj/. are themselves Hy y-bisimilar. But then by IH
I (Y A ¢¥) is logically equivalent to v (U A ¢¥). And conversely using the other direction in

*

the definition of a bisimulation. By finiteness, it follows that fMﬂwi(((a)q))‘”) and fM,Wl((((a)go)W) are
of the form (a)\/ xey ¥ and (a)\/ X,eq,/lll/ , such that W and W' are finite collections of formulas,
such that for each formula in one collection, there is a logically equivalent one in the other. Hence
the two formulas are logically equivalent.



The [!N]-case is immediate from the definition of the translation fMywi(([!N](p)w) = fvL,w, (@™ A,
It is sufficient to note that if ¥ was a Boolean combination of nominals, then so is m; A ¥, and that
if 7; and nl./ must be logically equivalent, for otherwise there would be a state in either N(w;) or
N (w;) satisfying a nominal, that is not satisfied by any state in the N (w;) or, respectively, in N (w;),
contradicting the hypothesis that w; and wl/. are Hy y-bisimilar. Concluding the proof for this case
and the proof of the claim. |

Now, let C be a class of pointed finite LTSs. We say that NOM is surjective with respect to C,
provided that for every Mle C, Vyg(Nom)=|M|. As a Corollary to Proposition 8.20 we now can
observe that:

COROLLARY 8.23
Let C be a class of finite pointed LTSs and let NOM be a set of nominals, surjective with respect to
C. We have L(go’A) <c HA,N(NOM).

PrOOF. Assume for contradiction that we have two finite pointed LTSs, M, w; and M’ ,wl’. that
are Hy y-bisimilar and such that we have a formula ¢ €L, 4) wWith M,w;l=¢ and M',w; [~
¢. By Claim 8.22 it follows that fi,,,(¢) is logically equivalent to fyp ,/(¢). Since NOM is
surjective with respect to C, we have by Fact 8.15, that the translation is into H4(Nom),
hence certainly in Hy y(Nom). Take F(¢):=fyw, () A fM’,w;(ﬁl’)’ which is still in Hy y(Nom). By
Proposition 8.20 it follows, that M, w; =F(¢) and M, w; = F(¢), contradicting the assumption
that M,w; and M',w/ are Hy y-bisimilar. By reduction, it follows that M,w; and M',w/ are
not Hu y-bisimilar, but since both are finite, they are also Hj y-distinguishable. Concluding
our proof. |

8.6 Logic of sights as a multi-dimensional modal logic

If we look back at our SAT-algorithm, we can see that we have implicitly treated our logic as a
multi-dimensional modal logic. But the logic itself is really unidimensional; when we move to a
restriction the semantics does not require that we keep track of the original model to interpret the
rest of the formula. If we would like, however, to be able to switch back and forth between different
perspectives, we would require a truly multi-dimensional modal logic. Consider e.g. the addition of
an ‘abstract away’ unary operator that we call [(IN)~!]¢. To accommodate it, we change our original
semantics. Our models are still oLTS of the form:

M:= (W, (>)4ea.N,V)

where N : W — (W) where w e N(w), for every we W.
The syntax of the language of Ly, (1,)-1 4) OVer A is:

pu=pl-¢loAe|{@¢|[!Nlp|[(N)" g,

where p ranges over PROP and a over A. Given a model

M:=(W,(>)gea,N, V),
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a state w € W and a finite, possibly empty, set X € W, our semantics is given as follows:

M,w,X = (a)p iff there is s € ([");ex N(1))NR4[w]
with M, s, X E=¢

M,w,X =[!N]¢ iff M,w,XU{w}kE=ogp

M,w, X E[(IN)" g iff M,w,X\{w}Ee

Note that our two operations are still very restrictive: they only allow us to add or remove the
current state from the last part of the context. However, a logic with these operations is strictly more
expressive than our logic. First, consider the two models given in Figure 10. Note that M, wq,? =
[INJ(a)[(IN)~11(5) T but Ms, wg, & S [IN1(a)[(!N)~1](h) T. But the two are o -bisimilar. (Showing
that Ly, (15)-1 4 18 at least as expressive as L5 4) is straightforward.)

There are of course other multi-dimensional modal logics along those lines. L5 4), the logic
of sight we have discussed in this paper, can be said to be internal: [!N]¢ means that ¢ is true
in the restriction to N(w), where further [!N] operators are recursively interpreted in the relevant
submodels. If instead we would like an operator, call it [ N], setting the perspective to be that of
the agent at the current state—hence a logic of sight from an external perspective— we can draw on
multi-dimensional semantics as explained below.

Our models are still oLTS of the form:

M:=(W,(>)gea.N, V)

where N : W — (W) where w € N(w), for every we W.
The syntax of the language of L, 4) over A is:

pu=pl-gloApl{a)¢l[INly,
where p ranges over PROP and a over A. Given a model
M:: (W9(_a>)a€A,N, V),
a pair in (w,v) € W x W U{e}, and defining N (¢):= W, our semantics is given as follows:

M,w,vi={(a)p iff thereis se N(v)NR,[w]
with M, s,vi=¢
M,w,vE[Nlp iff M,w,wlke
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M, the left-hand side model in Figure 11 illustrates the difference between the [!N] and the [| N]
operator. Indeed, we have M5, wqg =[{ N]{a)[| N](a) T but M5, wo =[!N]{a)[!N]—(a) T. Moreover,
we can see from Figure 12 that L\, 4) is not as expressive as L(, 4). Indeed the two wy-pointed
models are o -bisimilar, but My, wo = Nl{a)[{ N1(b) T while My, wq = [ Nl{a)[{ N](b) T.

The model-theoretic notion of invariance corresponding to modal invariance for L4 4) is based
on the following notion of bisimulation. (The proof of this correspondence is the usual one.)

DEFINITION 8.24 ,
A (IN,A)-bisimulation between two oLTS S=(W,(->)sea,N,V)) and S =W’ (>
Jaca, N, V') is a relation Z (W x (W U{e})) x (W' x (W'U{e})) such that for some we W and
w' € W we have (w,e,w’,€) € Z, and such that the following conditions hold:

1. (Atomic Harmony) if (x,y,x’,y") € Z then for every p € PROP, we have x € V(p) iff x' € V'(p)

2. (Forth)if (x,y,x’,y’") € Z and xR,z for some z € N(y), then there exists some z’ € N'(y") such that
x'R),7 and (z,y)Z(Z',y")

3. (Back) if (x,y,x,y")€Z and xR}z’ for some 7' € N'(y’), then there exists some z € N(y) such
that xR,z and (z,)Z(',y")



4. (I N-Forth) if (x,y,x’,y") € Z and xR,z for some z € N(y), then there exists some z' € N'(y) such
that x'R,,z’ and (z,2)Z(z',7')

5. ({N-Back) if (x,y,x",y")€Z and x'R,,7' for some z’ € N'(y’), then there exists some z € N(y)
such that xR,z and (z,2)Z(z’,7))

We say that two pointed oLTS (S,wo)=((W,(~>)zea.N, V), wp) and (S/,wé)):((W’,(—a;)aeA,
N’,V’),w) are (N,A)-bisimilar (notation S, Wo)ﬁu\l’A(S/,W{)) whenever there is bisimulation Z
between S and S’ such that (wy, €, w/o, €)€Z. When A is clear from context, we write (| N)-bisimilar
for ({N,A)-bisimilar.

Note the difference with o-bisimulations. While specific back and forth conditions for o-
bisimulations are cumulative, the ones for (| N,A)-bisimulations are reseting the sight to that of
the successor. Figure 11 gives an example of two models that are (| N)-bisimilar, but not o -bisimilar.
Hence, L( 5 4) is not as expressive as L5 ). The expressive power of the two languages are thus
incomparable.

9 Definability of sight-based subgame perfection

We can finally come back to what was one of our original motivations: game-theoretical analysis
of strategic situations involving limited sights. We started the article with the example of a chess
game, claiming that both human and artificial players will only take into account a limited part of
the (sub)game tree into account before deciding which move to take.

Magnus Carlsen, 2013 world No. 1 chess player, claims to read up to 15-20 moves ahead (Spiegel,
19 March 2010). This limit in the depth of his sight, has to be paired not only with a limit in the
number of moves considered at each stage, but with the selection of only a small subset of relevant
sequences, even assuming an ability to go through positions at blazing speed. In general, both players
will have some form of limited sight. In particular a player, say black, might expect another (white)
to make decisions within a shorter sight than she (black) is, and try to use that to her advantage. The
converse is of course not very helpful, even if white knows that black is able to read deeper, she still
has to rely on her own reading ability, that is her own depth of reading.

9.1 Sequential game models

We follow the logical analysis of sequential games of perfect information developed in van Benthem
and Gheerbrant [31] and take our models to be finite o -treeLTSs extended with a turn function p and
a preference orderings for each player. Concretely we consider structures of the following form:

DEFINITION 9.1 (model of a sequential game with sights (o SG))

a a . .
M=(W,Z,Ag,(=)aca Niicag, p,(Zi)icag, V) where (W, (=)aeca,(Niicag, V) is a o TLTS, Z is
the set of leafs, p:(W\Z)— Ag and for each i €Zg, <; is a total pre-order on W. We refer to a
structure of the previous type as a model of a sequential game with sights, o SG for short.

Unlike models of sequential games without sights, it is necessary to require agents’ preferences
to be defined on the whole tree and not only on leaves. To go back to the chess analogy, Carlsen
states that he believes the important part (when reading ahead in a chess game) ‘is to correctly assess
the position at the end of the calculation’. In other words, being able to see ahead is pointless for
the purpose of decision-making if you are not able to assess intermediate positions. In general, for
arbitrary games, the task is more delicate than for chess, because a player must be able to assess



such intermediate stages of the games for other players as well. We let for each i€ Ag, turn; be a
propositional letter with semantics:

M, w =turn; iff w€Z and p(w)=i

We also write end for [—]L, that is w e ||end|| iff we Z.
A strategy for i, is a function f; : p 1 (i) — W with f;(w) € — [w]. A sight-compatible strategy for i
is a strategy f; such that fj(w) € N;(w).

9.2 Backward induction with sights

A subgame perfect equilibrium (see e.g. [23]) is a profile of strategies such that the restriction of
the profile to any subgame is still a Nash-equilibrium for that subgame. This is the usual solution
concept for extensive games of perfect information. We refer to it as an SPE. On generic games,
that is games such that there is no indifference for any player between end-nodes, there exists a
unique SPE. On the class of generic games, backward induction (henceforth Bl) can be seen as a
deterministic procedure selecting a unique action at each non-terminal node (or history) in the game.
When we allow for indifference, there exists generally more than one SPE and the set of pure SPE
is generally not closed under union. In other words, subgame perfection or equivalently backward
induction cannot be defined inductively as a relation on arbitrary games. However, this can be done
for generic games and this can also be done for some generalizations of backward induction, allowing
for FO with fixed points definability, as well as modal definability. The reader is referred to [31] for
details on such definability results. We say that a 0 SG is generic iff the preference ordering of each
agent is a strict total order. For the sake of simplicity, we will henceforth speak of the Bl relation, but
the reader is now aware that this expression should be taken with a grain of salt.

In the context of sequential games with sights, [13] proposes a concept of solution they refer to as
‘sight-compatible’ SPE.

DEFINITION 9.2 (non-recursive sight-compatible SPE, [13])
A profile of strategy is a non-recursive sight-compatible SPE if at every non-terminal stage w the
action it prescribes at 4 is compatible with an SPE of the restriction of the game to Ny )y (w).

We refer to it as non-recursive sight-compatible SPE, because in this solution concept, as
stressed by Grossi and Turrini [13], players are not taking into account the sights restrictions under
which other players will be making decisions. Given the reader’s favorite notion of a Bl relation, we
define its corresponding non-recursive sight-compatible relational counterpart as follows:

DEFINITION 9.3 (non-recursive sight-compatible Bl relation)
Given a (generic) 0 SG, M, the non-recursive sight-compatible Bl relation, NRo Bl is the subset of
(W\Z) x W such that (x,y) € NRo Bl iff (x,y) € BI(M]| 4 (p(w)))-

An important difference with the classical setting, is that we are really dealing with a family of
relations {BI(M|4 (o)) Iw € M|\ Z}. Concretely, for non-terminal x we have a backward induction
relation BI, defined with respect to the restriction of the game model to o (p(x)).

9.3 Modal definability

We will be working with a relational generalization of Bl defined in [31], but a similar recipe can be
applied to the reader’s favorite modal characterization of the (reader’s favorite notion of a) Bl relation



(see e.g. [31, 33, 37]) in some modal language Lg|. Van Benthem and Gheerbrant [31] characterize
the Bl relation as follows:

turn; A (Bl)[BI*](end— p) — [ 1(BI*)(end A (<;)p) (23)

The crucial ingredients are the use of a preference (<;) modality for each agent and an iteration
program construct *. Now the locality of the backward induction relation Bl, makes it necessary for
modal characterization purposes that the syntax is able to refer to the particular node in the game
tree at which this sight-dependent Bl relation is being defined. A way to do this is to use a sight
modality [!N;] for each agent, defined as previously in the article, in an hybrid setting with binder.
Putting it all together, our language will then be a multi-agent version of L, expanded with preference
modalities (<;) for each agent, an iteration program construct *, state variables SVAR:=x,y,z,... and
a binder |x., |y.,... which binds state variables to the current state (see [28], ch. 9, for a complete
introduction).
Concretely, we have the programs:

ai=al|—|a* Bi=al<;
and the following formulas:
gu=plturn;|x|@xp|lx.g|~gleAp|{a)e|[IN;],
where i ranges over Ag, p over PROP and x over SVAR. We write [!N,]¢ for \/ieAg(turni A[IN;1p).

Programs and formulas will be interpreted on pointed oSG (cf. Definition 9.1) together with
assignment functions g : SVAR — W. Programs are interpreted in the obvious way:

a

llall  =—

a
=11 =Ugzea >
eIl = e
I=<ill =

Now, we give the interesting cases for formulas:

M,w,gEx iff  gx)=w

M, w, g =turn; iff  px)=i

M,w,gE=@yp  iff g(x)e|M|and M,g(x),g =g
M,w,gl=lx.p  iff  M,w,glgx):=wlkE=¢
M,w,g=[INilp  iff  Min. ). w.g =0

M,w,gE=(x)e iff  there exists some v with (w,v) € ||a||M
and M,v,gl=¢

There are a few subtleties in the above semantics, which have to do with the interaction of
assignment functions and model restriction operations. The first question is whether, when we
interpret a formula of the form [!N;]¢, we should restrict the assignment function as well. We will
not restrict the assignment function but instead modify the semantics of formulas of the form @ ¢ at
MN;(w), V. g in the case that g(x) € N;(w). There are two ways to strengthen the semantics of @ ¢,



making it either an ‘existential’ modality or a ‘universal’ modality. In the first case, we would have
MIN;(w)» v & = @x@ whenever g(x) €N;(w). This interpretation has our preference. @,¢ will then
intuitively mean that there is some state currently named x in the domain such that ¢ holds there.
The universal interpretation would make such formulas true. It is essentially a matter of preference
which of these strengthenings one chooses. Another way of dealing with this issue who be to keep
track of the full domain as e.g. a disjoint part of the model, whenever interpreting an [!N;]¢ modality.
But it does not seem natural to us to modify the semantics [!N;] to resolve this issue. Finally, having
a subspeficied semantics is not an option we see as desirable either. In general, a systematic analysis
of logics allowing for restrictions, binders and hybrid @ operators is interesting, but we leave the
complete analysis to another paper.

We are now ready, to come back to the issue of modal definability of sight-dependent concepts of
subgame perfection. The following characterize the local character of the Bl, relation.

(Bly)p <> 1y.@[IN,[{(=")(y A (Blx)p A (—)p) (loc)

Now the counterpart of van Benthem and Gheerbrant’s (23), for sight-dependent subgame perfection,
is the following:

@ [IN, 1[—"1((turn; A (Bly) [BIT1(end — ¢)) — [—1(BIY)(end A (<i)¢)) (opt)
Finally, let us introduce the following axiom corresponding to the global solution concept:
(R)r<> x.(Bly)r (glo)

We can now give a modal characterization of the non-recursive sight-compatible Bl relation.

PRrROPOSITION 9.4
Let M be a finite 0 SG, let F =M\ (V) be the frame of M and let R be a program. The following are
equivalent:

1. R is the non-recursive sight-compatible Bl relation on F, that is ||R| |7 =NRoBl.
2. FE(oc) A (opt) A (glo).

We are not including the details of this correspondence. We will provide a systematic exploration
of solution concepts for games with sights and their definability in an another paper. A particularly
exciting next step is to explore the definability of a fully recursive concept of sight-dependent subgame
perfection. By fully recursive, we mean that agents are considering the fact that other agents will make
decision within their own sight and will themselves anticipate other agent to make decision within
their own sight. The corresponding concept can be certainly be defined by simultaneous inflationary
inductions. Their definability in modal languages such as modal p-calculus [19] or modal iteration
calculus [6] is something we still need to explore. The results in [10, 30] could shed some light on
this question.

10 Conclusion

We began with the problem of representing how a limited agent can reason about games she cannot
solve analytically using methods such as backward induction. Following [13] and [27] we considered
agents who reason about only a limited part of the game, the part that is in her ‘sight’. We have



developed this concept in a more general and abstract formal setting, using LTSs with sight functions.
We introduced a simple modal language augmenting the classical modal system K with an operator
that allows us to consider truth in certain submodels given by the sights.

Our language L1, 4) has a translation into the loosely guarded fragment of first-order logic,
from which decidability of its satisfiability problem follows. We have gone further, however, and
showed that its satisfiability problem is PSPACE-complete and that the combined complexity of its
model-checking problem is in PTIME. In terms of expressive power, our language is incomparable
with a modal language using a standard unary modal operator to scan sights. We have given an
axiomatization for our logic of sights and proved its completeness. In the last sections, we have
offered some potential avenues to explore in future research and have indicated relations with other
logical formalisms, and with game theory.
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Appendix
A Preliminary facts towards completeness

In this section we state an important number of intermediate facts that we are using in the completeness
proof. The proofs of these facts can be found in Appendix B. All these facts are stated under the
assumption that the sets A, Aj and A, are finite.

A.l Facts about CN

FacT A.1
If ¢ € (CN(A)\ Sub(A)), then there is a formula ¥ € Sub(A) such that one the following holds

¢ == and ¥ is neither of the form —y, nor of the form [!N]x
=[!N]y and v is neither of the form [!N]x, nor of the form —[!N]x

1.
2.
3. ¢ =[!N]—y and v is neither of the form —, nor of the form [!N]x

%
%

FAcT A.2
Sub(CN(A))=CN(A).

FacT A3
CN(A;UA2)=CN(A{)UCN(A»)

Fact A4
CN(CN(A))=CN(A).

FACTA.S
If A{C Ay, then CN(A[)=CN(A)).

FACT A.6
If 1 € CN(¢2) and @2 € CN(¢3), then ¢ € CN(¢3)

FAacT A7
For every n with l<new we have CN(p; A...A@p)={01 Ay, — (@1 A@n), [IN](@1 A

FacT A.8
max({dep,(p)lg € CN(A)}) =max({depy(¢)|lp € A})



A.2 Facts about CN(A)(a)

FacTt A9
CN(A)(a)=CN(E(CN(A),a)).
FacTt A.10
E(CN(A),a)={g|{a)p € CN(A)}.
FacTt A.11

Assume that CN(A)(a) #@. max(dep(CN(A)(a))) < max(dep(CN(A))).

A.3  Facts about cn(A)(a)

FacTt A.12 .
For every a,a-b€A*, we have cn(A)(a-b)=CN({p|(b)p ecn(A)(a)}).

FacT A.13
If ¢ ecn(a-b), then there is some formula x such that (b) x € cn(a) with ¢ € CN(x).

FacT A.14 .
If g ecn(a-b-c), then there is a formula y such that {c) x €cn(a) and ¢ € CN(x).

COROLLARY ﬁ 15
If pecn(a-b-c), then p ecn(a-c).

Fact A.lg . .
If cn(A)(b-c) £, then max(dep(cn(A)(b-c¢))) <max(dep(cn(A)(b)))

A.4 Facts about tree(A)

COROLLARY A.17 (Bounded Depth)
The depth of tree(A) is bounded by maxdep(A).

FacT A.18
If A is finite, then tree(A) is finitely branching.

A.5 Facts about ¢f and da

Fact A.19
If A1 C A, then Cj(A1)CSCj(A2)

Fact A.20
If A1 C Ay, then for every a€A, da(A,a) Cda(Ajy,a)

A.6 Facts about ka(a)

FacTt A.21
If a is a A-leaf, then max(dep(ka(a)))=0.



Fact A.22 R
da(ka(a-b),b)={(b)plp e CN({S|S Ska(a-b)}))}

FacTt A.23
If a is a A-leaf, then kA (a) is finite.

FacT A.24
If tree(A) is finitely branching then for every a etree(A), if for all b€ A, ka(a-b) is finite, then
ka(a) is finite.

A.7 Properties of k on Tree(A)

FACT A.25 (Downward CcNn-monotonicity)
Let a, b a-c, b ceTree(A). If cn(A)(a)Ccn(A)(b) then cn(A)(a- c)Ccn(A)(b c).

FacT A.26 (Tree Monotonicity)
Let a, beTree(A) If cn(A)(a) < cn(A)(b) then SubTree(A,a) C SubTree(A, b)

Fact A.27 (Immediate Upward «-Monotonicity)

Let a, b € Tree(A). Assume that for every ¢ such that a- -ceTree(A) we have b-c €Tree(A). If for
every ¢ €A such that a a- .ceTree(A) we have ka(a-c) C/(A(b ¢) and moreover cN(a) Ccn(b) then
we have ka(a)C KA(b)

Fact A 28 (cn to k Monotonicity)
Let a, b eTree(A). If cn(A)(a)C Cn(A)(b) and for every c €A, ka(a) Cka (b)

COROLLARY A.29 (Upward Monotonicity)
Let A be a finite set. Let a,a-beTree(A). We have ka(a-b) Ckal(a).

COROLLARY A.30 (Interlor MOHOtODlClty)
Let A be a finite set. Let @-b- c,a-ceTree(A). We have ka(a- b c)Ckala-c).

A.8 Important properties of k

Fact A.31
If a is not a A-leaf and ¢ € k A (@), then we are in one of two cases

a. there is some b€ A and ¢ € CN(da(ka(a-b),b))
b. ¢ € CN(cn(A)(a))

COROLLARY A.32
Let A be a finite set. For each a € A*, if ¢ €k (), then there is some formula Norm([!N]g) € kA (a)
such that = Norm([!N]g) <> [!N]e.

Fact A.33

If 91,...,¢n€xa(a-b), then (b)(@1 A ... Agy) Exa(a).
COROLLARY A.34 _

Let A be a finite set. If ¢ €k a(a-b) then ¢ €xp(a)

COROLLARY A.35 R .
Let A be a finite set. If ¢ € CN({S|S Cka(a-b-c)}) then (c)p €xa(a).



FacT A.36 .
If ()¢ €k a(a) then we have either ¢ € CN({S|S Cka(a-c)}) or (c)p €xala-b) for some b#c.

B Proof of preliminary facts to the completeness proof

In this section, we list the proofs that were omitted in either the main part of the article or Appendix A.
The proofs are listed in order of occurrence in the papers, hence proofs of facts stated in Appendix A
will be given after the proofs of facts stated in the main part of the article.

PROOFOFFACT 6.1. Assume that ¢ is neither of the form =1, nor of the form [!N], then by definition
of CN(A) we have —¢p € CN(A). Now assume instead that ¢ =—1. ¥ is a subformula of ¢, hence
we have by construction ¢ € CN(A). Finally assume instead that ¢ =[!N]y,. We are in one of two
cases.

Case 1. ¥ is neither of the form —y, nor of the form [!N]x (1). By construction x € CN(A) and
hence by (1) we have =y € CN(A) as well.

Case 2. ¢ is of the form (—=*[IN]*)* x for some x, where x is neither of the form —x», nor of the
form [!N] x> (2). Note that by axioms [!N][!N] and [!N]—, v is either equivalent to [!N]x or
to [IN]—x (3). Moreover, we have x € CN(A) (4). Hence by (2) we have =y € CN(A) (5).
From (3), (4) and (5) the conclusion follows.

PROOF OF FACT 6.2. Assume that ¢ € CN(A) and ¢ is neither of the form [!N]y, nor of the form
—=[!N]y then [!N]p € CN(A). Assume instead that ¢ is of the form [!N]y and simply observe that
F[!N][!N] <> [!N] . Finally assume that ¢ is of the form —[!N]y/. Again it is easy to see that by
axioms [!N][!N] and [!N]— we have F[!N]=[!N]yr <> =[IN]v. [ |

PROOF OF COROLLARY 6.3. Immediate from the previous two facts. |

PRrROOF OF FACT 6.4. First observe that the subformula closure of a finite set, is a finite set. Now
enumerate the formulas in Sub(A)={yr,...,¥,}. Next observe that to satisfy the two last closure
conditions we might have to add at most three new formulas for each formula v; in Sub(A), namely
['N]vr;, = and [IN]—;, but it is easy to see that the resulting set is closed under subformulas, and
it is also easy to see that the two last closure conditions are satisfied. All conditions are then satisfied
by the finite set we have just constructed. But CN is the smallest such set. |

PROOF OF FACT 6.6. Straightforward. |

PROOF OF FACT 6.7. If @ =e, then by definition of cn we have cn(A)(a)=CN(A). Hence by Fact
A4 cn(A)(@)=CN(cn(A)(a)). Instead if a=(b-c). We have

cn(A)(b-c)=(en(A)(B))(c) (B.1)

=CN(E(cn(A)(b),¢)) (B.2)

Butby Fact 6.6 cn(A)(b) is finite, hence so is E(cn(A)(b), ¢). But then Fact A.4 we have cn(A)(b-¢) =

CN(en(A)(b-0)). [ |

PROOF OF LEMMA 6.10. The proof is by induction on the rank of a. Assume that ranka (a)=0.
It follows that a is A-leaf, hence by definition of ko we have ka(a)=cn(A)(a). Assume for
contradiction that there is a formula ¢ € cn(A)(a) such that dep(g) > 0. It follows by Fact 6.7 that



there is a formula of the form (b)vr € cn(A)(a) for some b €A and . Hence by Fact A.12 it follows
that cn(A)(a-b) # 0, contradicting the fact that a is A-leaf. Hence max(dep(cn(A)(a)))=0.

Induction step. Assume that ranka (a)=n+1 (1).
Claim 1: max(dep(ka(a))) <n+1

It follows from (1) that for every b€ A, ranka(a-b) <n. Hence by IH for every b€ A, we have
max(dep(xa(a-b))) =max(dep(cn(A)(a-b))) <n (2).

Assume for contradiction that there is a formula ¢ € cn(A)(a) such that dep(¢) > n+ 1. It follows by
Fact 6.7 that there is a formula of the form (b)v € cn(A)(a) for some b € A and some v with dep(¢) >
n. But by Fact A.12, ¢ ecn(A)(a-b), contradicting (2). Hence max(dep(cn(A)(a))) <n+1 (a).

Now assume, for contradiction that there is a formula ¢ € ko (a) (3) such that dep(¢) >n-+1 (4).
By definition of « A it follows that ¢ € CN(UbGAda(KA(Zl-b),b)Ucn(A)(Zl)) (5). From (3), (4), (5)
and Fact A.3 it follows that there is a formula v and some ¢ € A such that dep(y) > n (6) and such
that one the following holds:

i. either (¢)y € CN(Upeydalka (@-b), b))
ii. (c)y € CN(cn(A)(@))

Note (6) and (ii) contradicts (a). Hence we have (c)y € CN(Ube A da(ka(a-b),b)). By Fact A.3, it
follows that for some b €A we have (c)y € CN(da(ka(a-b),b)). By Fact A.22, It follows that that
one the following holds:

iii. b=c and ¥ € CN({Slka(@-c))
iv. b#c and (c)yy € CN({S|«ka(a-b))

If we are in case (iii), then by Fact A.3 and Fact A.7 it follows that 1 € CN(ka(a-c)).
Hence by (6) and Fact A.8, it follows that max(dep(ka(a-c)))>n, contradicting (2). Hence by
reduction max(dep(xa(a))) <n+1. If instead we are in case (iv), then by Fact A.7 it follows that
() € CN(ka(a-b)). Hence by (6) and Fact A.8, it follows that max(dep(ka(a-b)))>n+1>n,
contradicting (2). Hence by reduction max(dep(xa(a))) <n+1. Hence in either case we have
max(dep(ka(a)) <n+1.

Claim 2: max(dep(ka(a))) >n

It follows from (1) that there is some b €A with ranka (a-b)=n. Hence by IH max(dep(ka(a-
b)))=max(dep(cn(A)(a-b)))=n. But by Fact A.16, it follows that max(dep(cn(A)(a))) > n. But by
definition of kA it follows that max(dep(ka (a))) > n. [ ]

PrROOF OF FACT 6.11. Since A is finite, it follows by Corollary A.17, the depth tree(A) is bounded by
max(dep(A)) and that by Fact A.4 tree(A) is finitely branching. Now by induction on the rank (a),
we can show that for each a etree(A), ka(a) is finite. (If instead a ¢tree(A), the claim follows
trivially, by emptiness of «(a).) The base induction follows immediately from Fact A.23. For the
induction step, we simply use Fact A.4 and Fact A.24. |

PrOOF OF Fact 6.12. Follows from Fact 6.11, definition of ko and Fact A 4. [ |

PROOF OF LEMMA 6.13. Assume that ¢ € kA (a) and dep(p) =n. By Fact 6.10 we have ranka (a) > n.
If rank A (@) =n, then for every b € A, X &k a(a-b) and the claim follows trivially. Assume 1nstead that
ranka (a) > n. Consider a branch a - bin tree(A) with rankA(a b) <n By Fact 6.10, o €xa(a- b) By
Corollary A.29 it follows that for any descendant @-b-¢ of a-b with ¢ £ we have ¢ €K a(a- b- 0).
Now enumerate b as (by,...,b,). We have ¢ €xa(a-by-...-b,). By Corollary A.29 it follows that



there is some 32£b1 -...-by) such that ¢ %KA(a-ZZ), for every ¢Cd, we have @ €kala-e) and for
every f such that d Cf we have ¢ €ka(a-f). |

PROOF OF FACT 6.14. Since ¥ € CN({S|S Cka(@-b)}), it follows by definition of xa(a-b) that
cn(A)(a-b)#% and so a is not a A-leaf. (0) Now since ¥ e CN((S|S Ckala-b)})=cj(kala-b)),
we have (b)Y eda(xa(a-b),b). Hence (b)yr € UbeAda(KA(Zl-b),b). (1). From (0) and (1) we have
(DY € KA (@). m

PROOF OF FACT 6.15. Assume that (c)¢ € ka(a). By Fact A.36 we have either ¢ € CN({§|S Crala-
o)}) or (c)p €xala-by) for some by #c. If we are in the first case, we are done, so assume instead
we are in the gecond case. By Fact 6.13 tlgelle is some b=(by,...,by) such that {c)p cka(a-b) (1)
and for every d # € we have (c)p ¢ ka(a-b-d) (2). From (1) and Fact A.36, it follows that we have
either 9 € CN({S|S Cka(@-b-c)}) (a) or ()¢ €ka(@-b-dy) for some dy #c (b). But (b) contradicts
(2), hence we are in case (a). But by Fact A.30 and Fact A.19, the claim follows.

PROOF OF COROLLARY 6.16. Straightforward from Fact 6.15 and Fact A.1.
PROOF OF FACT 6.18. Immediate from Fact 6.12 and Fact 6.1.
PROOF OF FACT 6.19. Immediate from Fact 6.12 and Fact 6.2.
PROOF OF FACT 6.20. Immediate from Fact 6.12 and Fact 6.3.

PrROOF OF FACT 6.21. Immediate from Fact 6.18 and maximality of atoms.

PrOOF OF FAcT 6.22. Folklore.
PROOF OF FACT A.1. Straightfoward. ]

PrROOF OF FACT A.2. The right to left inclusion is from the definition of Sub. Now assume ¢ €
Sub(CN(A)) it follows that there is a formula ¥ € CN(A) such that ¢ € sub(yr). Now either ¢ €
Sub(A), but then it is easy to see that ¢ € Sub(A) C CN(A). Or else ¥ € (CN(A)\ Sub(A)). But then
by Fact A.1, there is a formula x € Sub(A) such that one the following holds

a. Y =-y and yx is neither of the form —¢, nor of the form [!N]«
b. ¥ =[!NIx

c. ¥ =[!N]—yx and y is neither of the form —«, nor of the form [!N]a

It follows that one of the following holds

Lop=x
2. ¢ ==y and yx is neither of the form —«, nor of the form [!N]«
3. pesub(y)

In case 1, we simply have to observe that ¢ = x € Sub(A) CCN(A). In case 2, we have that by
definition of CN that =y € CN(A), since y is neither of the form —«, nor of the form [!N]e, hence
@==—x €CN(A). In case 3, we have ¢ € sub(x) C Sub(A)CCN(A). [ |

PrROOF OF FACT A.3. Straightforward. |

PROOF OF FACT A.4. The right to left inclusion follows from the fact that CN(A) C Sub(CN(A)) but
by definition of CN we have Sub(CN(A)) CCN(CN(A)). For left to right inclusion, assume that
¢ € CN(CN(A)), then either ¢ € Sub(CN(A)), but then by Fact A.2, or else, by Fact A.2 there is some



¥ € Sub(CN(A)) (1) such that one the following holds:
=—1 and ¢ is neither of the form —, nor of the form [!N]x

[!N]y and v is neither of the form [!N]yx, nor of the form —[!N]x
[IN]—¢ and v is neither of the form —y, nor of the form [!N]x

o o e
I

-
-
- @

But by (1) and Fact A.2 we have y» € CN(A). But then in cases (a)—(c) we have by definition of CN,
@ €CN(A). |

PROOFOFFACTA.5. Assumethatg € CN(Aj)and A C A, (1). From (1) we have Sub(A 1) C Sub(Aj)
(2). Then there is a formula ¥ € Sub(A1) (3) such that either ¢ =, but then by (2) and (3) we have
@ =1 €Sub(A»), or else one the following holds:

Y and ¢ is neither of the form —y, nor of the form [!N]x
N1y and v is neither of the form [!N]y, nor of the form —[!N]x
N]— and v is neither of the form —, nor of the form [!N]x

o o W

L ="
.o=]!
. o=]!

but then, by definition of CN, we have in each case ¢ € CN(A»). |

PRrROOF OF FACT A.6. Assume that ¢; € CN(¢y). It follows that there is some /) € sub(¢p;) such that
one of the following holds:

P1=12

@1 =—Y and ¥ is neither of the form —y, nor of the form [!N]x

@1 =[!N]¥, and v is neither of the form [!N]x, nor of the form —[!N]yx
@1 =[!N]—v, and v is neither of the form —y, nor of the form [!N]x

o o

But since ¢ € CN(¢3) and ¥ € sub(¢,), we have ;) € CN(¢3). Hence in each of the previous cases
@1 € CN(¢3). u

PrOOF OF FAcT A.7. Trivial. [ |

PrROOF OF FACT A.8. The > is trivial, since A CCN(A). For the < direction observe that
dep,([!N]p)=dep,([IN]—¢)=dep,(—¢)=dep,(¢) (1). Next observe that for any ¢,y if g€
sub(yr) then depy(¢) <dep,(¥) (2). Now assume that ¢ € CN(A), then there is some x € A (3)
and v € sub(x) such that ¢ is of the form [IN]*—*v. Note that by (1), dep,(¢)=dep4(¥) (3). But
by (4) we have dep,(x)>dep,(¥) (5). By (3), (4), (5) and the fact y was arbitrary, the claim

follows. u

PrROOF OF FACT A.9. Immediate by the application of the definition of I'(a) to the case where I' =
CN(A). |

PrOOF OF FACT A.10. The right to left inclusion is immediate from the definition of E. The left to
right inclusion follows from Fact A.2. |

PrROOF OF FAcT A.11. By Corollary 6.5 we have CN(A)(a)=CN({¢|(a)p € CN(A)}). Hence, by
Fact A.8:

max(dep(CN(A)(a)))=max(dep({g|(a)p € CN(A)}) (B.3)



Moreoever, we have

max(dep({(a)g|{a)p € CN(A)})) <max(dep(CN(A))) (B.4)
And by Fact A.8
max(dep(CN(A)))=max(dep(A)) (B.5)
It follows that
max(dep({(a)¢|{a)p € CN(A)})) <max(dep(A)) (B.6)
Therefore, it is enough to show that
max(dep({p|(a)p € CN(A)})) < max(dep({(a)pl{a)p € CN(A)}) (B.7)
But this is immediate from Fact 6.4 and the definition of dep. |

ProOF OF FACT A.12.

cn(A)(@-b)=(cn(A)@))(b)
=CN(E(cn(A)(@), b))

But then, by Fact 6.7 we have
cn(A)(@-b)=CN(E(CN(CN(A)(@). b)))
Hence, by Fact A.10 we have
cn(A)(a-b)=CN({p|(b)p € CN(en(A)(@)}))
By Fact 6.7 we have thus
cn(A)(a-b)=CN({g|(b)p ecn(A)(a)})
|

PROOF OF FACT A.13. Assume that ¢ €cn(a-b). From Fact A.12 it follows that ¢ € CN({g|(b)p €
cn(A)(a)}). Hence by Fact 6.6 and Fact A.3 there is some formula x such that (b) x €cn(A)(a) and
@ €CN(x). |

PROOF OF FACT A.14. If b= the claim holds trivially. So assume instead that 5= (b1 -...-by).
But then by Fact A.13 there is a set of formulas {x¢, xu,-.., x1} such that:

@ecn(A)a-b-c)
(€)X €CN(AY@ by -...-by) and ¢ € CN(xc)
(bn)xnecn(A)a-by-...-b,—1) and (c) xc € CN(x,)
(bu—1)xn—1€CN(A)@-by-...-by_3) and (by) xn € CN(xp—1)

(ba) x2 €cn(A)(a-by) and (b3) x3€ CN(x2)
(b1)x1 €cn(A)(a) and (by) x2 € CN(x1)



First observe that by Fact A.6 we have (c)x. € CN(x1) (1). But by Fact 6.7 we have x; ecn(a)
(2). From (1), (2) and Fact 6.7 we have thus (c) x. €cn(a) and ¢ € CN(x,) for some x.. [ |

PROOF OF COROLLARY A.15. Assume that ¢ €cn(a -l;-c). By Fact A.14 we have some x such that
(c)x €cn(a) and ¢ € CN(x) (1) for some x. But then by Fact A.12 we have x €cn(a-c). Hence by

(1) and Fact 6.7, ¢ ecn(a-c). [ |
PrOOF OF FACT A.16. Follows from definition of cn and Fact A.11. [ |
PRrROOF OF COROLLARY A.17. Follows from Fact A.16. [ |

PrOOF OF FACT A.18. Since A is finite, there is only a finite subset A9 CA occurring in A. Let
Ag={ay,...,ay}. The claim follows from the definition of tree(A). |

PROOF OF FACT A.19. Assume A C Ap. It follows that p(A1) C p(A»). It follows that {§|S CA}C
{S]|S € A,}. The claim follows from Fact A.5. [ |

PrOOF OF FACT A.20. Immediate from Fact A.19 and the definition of da(A,a) and da(A;,a). W

PROOF OF FACT A.21. If a is a A-leaf then «ka(a)=cn(A)(a) (1). Now assume for contradiction
that max(dep(cn(A)(a)))>0. It follows that there is a formula of the form (b)p €cn(A)(a).
But then by Fact A.12, cn(A)(a-b)#¥, contradicting the assumption that a is a A-leaf. Hence

max(dep(cn(A)(a)))=0. Hence by (1), max(dep(ka(a)))=0. [ |
PrOOF OF FAacT A.22. Immediate from definitions. |
PrOOF OF FacT A.23. Immediate from the definition of kA at A-leaves and Fact 6.6. [ |

PROOF OF FACT A.24. Assume that tree(A) is finitely branching. Let a € tree(A) with a not a A-leaf.
It follows that there is a finite set A9 CA such that L&-b) etree(A) iff be A (1). Now assume that
for each b €Ay, ka(a-b) is finite. It follows that {S|S Cka(a-b)} is finite as well. Hence by Fact
6.4 CN({S|S Cka(a-b)}) is finite. It follows by Fact A.22, that da(ka(a-b),b) is finite (2). By the
definition of kA at non-leaves and by (1), (2), Fact 6.6 and Fact A.22 it follows that k A (a) is finite. B

PrROOF OF FAacT A.25. From Fact A.12 and Fact 6.7. |
PrROOF OF FAacT A.26. From Fact A.12 and Fact 6.7. |
PROOF OF FACT A.27. Straightforward from the definition x A (a), Fact A.20 and kA (79). [ |

PROOF OF FACT A.28. Let L(a) be the maximal words in SubTree(A,a). By Fact A.26 we have
L(a) C SubTree(A,b). By constrgction we have for every ¢ € L(a), Fact A.25 and the definition of
Kk on leaves, that ka(a-¢) Cka(b-¢). The claim follows by an easy inductive argument using Fact

A.25 and Fact A.27. [ ]
PrOOF OF COROLLARY A.29. From Fact A.28 and Fact A.13. [ |
PROOF OF COROLLARY A.30. From Fact A.28 and Corollary A.15. |

PROOFOFFACTA.31. Sinceaisnota A-leaf, we have k a () =CN(|pcq dalka(a-b),b)ucn(A)(a)).
But then by Fact A.3 we have CN({,, da(ka (@-b),b)Ucn(A)@))=CN(Uc, dalka(@-b). b))U



CN(cn(A)(a)). Hence we are in one of two cases:

a. there is some b€ A and ¢ € CN(da(ka(a-b), b))
b. ¢ €eCN(cn(A)(a)) [ ]

PRrROOF OF COROLLARY A.32. Immediate from Fact 6.12, Fact 6.11 and Fact 6.2. [ |

PROOF OF FACT A.33. Assume @1....,@n x4 (@-b). It follows that (¢ A... A @n) € (SIS Cka(@-b)}.
Hence (o1 A ... A@p) €CN{S|S Cka(a-b)}). But then by Fact 6.14 we have (b)(¢1 A...A@p) €
KA Q). [

PROOF OF COROLLARY A.34. Immediate from Fact A.33 and 6.12 and a very simple inductive
argument. |

PrROOF OF COROLLARY A.35. Immediate from Fact 6.14, Fact A.34 and 6.12 and a very simple
inductive argument. n

PROOF OF FACT A.36. Assume that (c)p €ka(a). By Fact A.21 it follows, that a is not a A-leaf.
Moreover by Fact A.31 it follows that we are in one of two cases:

1. there is some b€ A and (c)p € CN(da(ka(a-b),b))
2. (c)p € CN(cn(A)(a))

From (2), it follows by Fact 6.7 and Fact A.12 that ¢ ecn(A)(a-c). Heg\ce by definition of ko we
have ¢ €k a(a-c). But by definition of CN we have ¢ € CN({¢}) CCN({S|S Cxa(a-c)}).
Assume instead that we are in case (1). There is some b€ A and (c)p € CN(da(ka(a-b),b))

o~

By definition of da we have da(ka(a-b),b)={(b)y|vy e CN({S|S Cka(a-b)})}. Hence (c)pe
CN({(b)lﬁlweCN({:S'\lS Cka(a-b)})}). There are two subcases: either b=c and <p€CN({§|S§
ka(a-c)}), olbyéc and then there is some ¥ € CN({§|S Cala-b)}) such that (c)p € CN(¥), that is
(c)p eCN({S|S Skala-b)}).

But then there is some S Cka(a-b) with S={xi,..., xn»} such that for some x; €{x1,.... xn},
() € CN(x;). But then (c)p €ka(a-b). [ ]

C Computing CN(A), cn and kx

In this section, we illustrate the important syntactic definitions used in the completeness proof, such
as CN(A), the cn function and the ko function. To illustrate their computation concretely let us
consider the set of formulas A = {{a)((b)p A (b)—p),[!N]{a)[!N]{c)q, [!N]{a)—(b)—p}.

We start by computing Sub(A) and CN(A).

Sub(A)= { (a)((D)pA(D)—=p), [NKa)[!N{c)q, [!NI(a)—(b)—p,
(b)p A (b)=p, (a)[!NI(c)q, {(a)=(b)—p,
(b)p, (b)=p, [Nl(c)q, —(b)—p,

p, . (0)q.q}



['N]=p,

cn(ab)

={-p, p,

['N]-p, ['N]p}

( ) _{_'pv b,

cn(ac

( ) _{_‘Q7 q,

['N]p} ['N]-¢q, ['N]g}

) ={—a, 4q,

['N]-g, ['N]q}

FIGURE C1. Inductive definition of the cn function.

CN(A)={ (a)(b)p A (b)=p), —{a)((b)p A (b)=p),
[INKa)(D)p A (B)=p), [!N]=(a)((b)p A (b)—p),
(byp A (D)—p,  —((D)p A (b)—p),
[IN]((D)p A (B)=p), [!NI=((b)p A (b)—p),
[INKa)[!NI(c)g (a)[!NI{c)q,
[IN]=(@)[!NI(c)g —(a)[!N]{c)q,
[!INJ{(a)=(b)—p, [IN]=(a)=(b)—p,
(a)=(b)=p, —{a)=(b)—p,
(b)p,—(b)p ['N](b> [!INI=(D)p, (b)—p,
—(b)=p,[!NI=(b)=p, p,—p,[!NIp,[!N]-p,
[!NI{c)g,[!N]=(c)q,(c)q,~(c)q, [Nlg,[!N]—q,q,—q }

We can now define cn, inductively, from the root, forming the labeled tree in Figure C1.

cn(a)={(b)p A (b)=p, —((b}p A (b)=p),[\NI((b)p A (b)—p),
[IN]=((b)p A (b)=p).[IN]=(b)—p, —(b)=p, (b)—p,[IN]=(b)p,
[INKB)p, —(b)p, (b)p,

[!NI{c)g, —~[!NI{c)q. (c)q,[IN]=(c)g, —(c)q,

—p,p,[!N]—=p,[!Nlp,—q,q,[!N]—q, ['N]g}

It should be clear that this tree is a syntactic tree: a useful means to describe the syntactic content
that we will use to construct atoms (and hence of the canonical model). It is not a semantic structure.

Now that we have defined our cn function, we can construct the function « A, inductively, from the
leaves, back to the root (see Figure C2). We do not give the full syntactic extension of « A (a), which
also contains, for example, [!N]{c)(['N]—¢g A g A[!N]g or (c)(g A[!N]g), but rather an equivalent



en(b) ={-p, p, en(c) ={—-q, g,
['N]-p, ['N]p} ['N]=¢, ['N]q}

cn(ab) ={-p, p, cn(ac) ={—q, ¢,
[IN]-p, ['N]p} [IN]=q, ['N]q}
FiGure C2. Example of a construction tree of kA .

slightly more compact representation:

ka(a)= cn(a) U
{[INJ(c)[!N]=g, =[!N]{c)[!N]=g, (c)[!N]=g, [!N]=(c)[!N]=g, =~ (c)[!N]—g,

{c)
{IIN}{c)[!NIg, =[!N](c)[!N]g. (c)[!N]g. [!N]=(c)[!N]g, —=(c)[!N]q,
{INI{c)—g, ~[!NI{c)—q. (¢)~q.[IN]={c) =g, ~(c) g,
{IINJ{c) L, =[!NT{c) L, () L, [IN]=(c) L, ~(e) L,
{IINKO)[!N]=p, =[INI{B)[!N]=p, (6) [IN]=p, [IN]=(D)[!N]=p, = (D)[N]—p,
{IINJ(O)[!'NIp, =[NI(B)[!NIp, (b)[!N]p, ['N]=(b)[!N]p, =(b) [!N]p,
{IIN{B)=p, =[IN)(D)=p, (b)—=p, [IN]=(b)=p, = (D) —p,
{IINJ(b) L, —=[INI(b) L, (b) L, [IN]—(b) L, —(D) L}

As for ka(€) simply note that it contains in particular every formula of the form (a)(¢; A... A
©n), Where ¢1,..., ¢n €k ala). For example (a)({b)—p A (c)[!N]g) € ka(€). Note also that ka(€) is
CN-closed.

D Looking at the structure of a concrete set of atoms

In this section, we return to the example from Appendix C, where

A={{a)(b)p A (b)—p),[INI{@)[!NI(c)g, [!N](a)=(b)—p}

and look at the candidate atoms that could play the role of building blocks for a pointed PoLTS of A.
Atoms for the A-leaves are fairly obvious. At(A,c)=At(A,ac)={{q,[!Nlg},{—q,[!N]—g}} and
A1(A,b)=A1(A,ab)={{p.[NIp},{—p,[N]=p}}.
Let us now look at A#(A, a). To do so we start by cleaning up « A (a) from all inconsistent formulas.
First there are three ‘parameters’ for the candidate atoms, a (b), a (c) parameter and a propositional
parameter. Consider the (b) parameters. Intuitively, each of them corresponds to one of the maximal



consistent subsets of {(b)p, —(b)p, (b)—=p, —=(b)=p, [INI(b)p, [IN]=(b)p, [IN](b)=p, [IN]=(b)—p}. By
axioms, those are the following:

{D)p, (b)—p | (b)p,—~(b)—p | —(b)p,(b)—p | —(b)p,—(b)—p

[!NI{)p, [IN](b)—p - - —
[!NI{b)p, [!N]—(b)—p - —
['N]=(b)p, ['N](b)—p L —

[IN]=(b)p, [IN]—=(b)—p

Hence we have nine possible values for the (b) parameter, and similarly for (c). Finally, we have
four possible values for the propositional parameter. These are 4 x (92)=2324 atoms in A#(A,a).
Before we describe At(A, €), let us explain the structure behind the preceding value.

Consider a finite tree on A*. Assume that a € A* is not a leaf. Assume in particular that for each
beAyC A with Ay #0, there are ny, possible values for s(a-b). Now let s(a, b) be the selection of a
subset of all possible values for s(a-b) and of a subset of that subset. There are then ZZ”: 0 ('}f)Zk
possible values for s(a-b).

Now observe, that the b-parameter of an atom in A7(A,a) boils down to deciding which of the
atoms in At(A,a-b) would make a consistent successor. Hence,

|AH(A,a-b)|

. . At(A,a-b)|

At(A G| =2 @ T % | 2k B.8

|AL(A, a)] | X (B.8)
beA k=0

In particular, we have in our example,

IAH(A,a-d)|

|At(A,a)|:2|PROP(KA(a))|'|1_[ Z (|AI(A,Zld)|)2k

k
deA k=0
2
2
:22.<Z(2>2")
k
k=0
2 0 | 2\?
) -(1.2 122 +1-2>
=4-(14+4+4)°
=324
and similarly:

IAH(A e-d)|

|AI(A,€)|:2‘PROP(KA(€))|‘|1_[ Z <|At(A,€d)|)2k

k
deA k=0
2 2

= (B0 E07) E0°)

E Illustrating the procedure used in the completeness proof

In this section, we illustrate the construction used in the proof of the completeness of the logic L(15 4)
by an example worked out through the series of figures E1 to E9.



Consider the following set A ={—(a)—p, (a)q, [!N]{a)—q}.
We have ka(a)={p,—p,q,—q,[!N]p,[!N]—p, [!N]g, [IN]—¢} and we have

ka(e)= ka(a)
U{{a)p, (a)q, (a)—p, (a)—q}

U{{a)(p A q), (a)(p A—q), (a)(—=p Aq), (a)(—p A —q)}
U{—({a)p,—(a)q,—(a)—p,—(a)—q}

U{[!NI(a)p, [!N]{a)q, [!N](a)=p,[!N](a)—q}

U{[!N]=(a)p, [!N]=({a)q, [!N]={a)—p, [!N]—=(a) =g}

We select as our first atom:

Ap= {r.q}
U{{a)p, (a)q, —(a)—p, (a)—q}

U{{a)(p A q), (a)(p A—q), —(a)(=p A q), —(a)(—=p A —q)}

U{[!NKa)p, [!N]—({a)q, [N]={a)—p, [!N](a)—q}

U{[!N]=(a)(p A @), [INK{a)(p A —q),

[!IN]=(a)(=p A @), [!N]=(a)(—=p A —=q)}

(w07®)
n(wo) = €,d(wo, ) = Ao
mo(wo, ) =0
m1(wo,®) =0

FIGURE El. Starting the Po LTS at its root.

(UJo,@) N (woi {wo})
n(wo) = €,8(wo, 0) = Ao n(wo) = €, 5(wo, V) = Bo
mo(wo, ) =0 mo(wo,®) =0
ma(wo, ) =0 m1(wo,0) =0

<a>p7 <a> g, <a> (p A _'Q)

FIGURE E2. Adding an !N-successor to (wq, ).



(w0,0) N (w0, {wo})

p,7q,...
(wo - a1, {wo}) P, G, - ..

(wo - az, {wo})

FiGURE E3. Adding 5 _successors to (wg, {wo}).

(wo, ) IN (wo, {wo})
’ 2 O\
IN
a 0 —> 0
p,—q, ...
a.—)c | (wO 'a3’{w0;w0 a3})
IN
p7 _|q7 e 0 =—> o
(wo~a1,{wo,wo~a1}) p,q, ..
(wo - az, {woﬂvo : az})
FIGURE E4. Adding !N-successors.
(w()v@) 'N (woa {wo})
(a)p, (a)q, (a)—q, \
IN
<CL>(p A q)’ a O —> 0
(a)(p A —q) PG .-
o.—)o
) 4, - - 'N
O —>0
b,q,...

FIGURE ES. (wgq, ) is now the rightmost mg-unmarked context.

The unique atom By € At(A, €) such that&) A [!N]E’B is

By= {p.q}
U{{a)p, —(a)q, —(a)—p, (a)—q}

U{=(a)(p A @), (a)(p A —q),—(a)(=p A q), —(a)(—p A —q)}

U{[!NK(a)p, [!N]=(a)q, [!N]={a)=p,[!N](a)—q}

U{[!NI=(a)(» A @), [N {a)(p A —q),

[!N]={a)(=p A ), [!N]=(a)(—=p A —q)}



(w0~a4,[2))o
p,q, .- a
(WO'asa[b)“
b,q,...
(QUO'G&@)“
p,—q,...
(WO'CW,@)
b,q,...
('LUQ'GS,@)“
p,—q,...

o

FiGURE E6. Adding 4 _successors to (wg,9).

N

N
o —— o (wo - as, {wo - as})

p,q,...

FIGURE E7. Adding !N-successors.



IN (wo, {wo})

A
2> O
a
[e]
1
!
\
\
(o] \\
\
N \
N \
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FIGURE E8. Adding 7~ -ancestors as a-successors of (wg, ?).
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FIGURE E9. The PoLTS M2 for A ={—(a)=p, (a)q, [!N]{a)—q}.



The PoLTS MA is lastly gathered (Section 6.11) into a ¢ LTS (Figure E10).
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FIGURE E10. Gathering the PoLTS M* into a oLTS.





