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Catenary-based Visual Servoing for Tethered Robots

Matheus Laranjeira 1, Claire Dune1 and Vincent Hugel1

Abstract— Tethers are used to supply power and transfer
data for teleoperated robots. They are known to limit the robot’s
workspace and could have the effect of hampering its motion.
What if we could take advantage of the tether? In this paper
a new visual servoing scheme for catenary shaped deformable
objects is introduced in order to control the tether parametric
shape by properly moving its fixation point. In most of the
visual servoing approaches the target object is rigid and distant
from the controlled robot. On the contrary, in this paper, the
object is deformable and attached to the robot, thus its 3D
shape changes while the robot is moving. The experimental
system is composed of two terrestrial mobile robots of the same
motion capabilities linked with a slack rope. Simulation and real
experiments validate the proposed control scheme for proper
tether handling.

I. INTRODUCTION

Tethered and umbilical systems are used to provide power,
communication and assistance to robots operating in severe
environments. Some planetary rovers are connected to a
remote station by a cable to secure the exploration of
unknown and steep terrains. Their motion can be controlled
thanks to cameras that can be mounted either on the rover [1]
or on the station [2]. Tethered systems are also designed for
underwater missions. The underwater tether is usually slack,
and links a remote operated vehicle (ROV) to a ship on the
surface. Some research studies deal with solutions to prevent
the ROV from beeing disturbed by the tether due to ship
motion [3].

Long flexible sagging objects like tethers, cables, wires,
hoses can be modeled by splines [4] and catenaries [5], [6],
in the context of object transportation and aerial systems, or
by parabolas [7], in the case of cable-driven parallel robots.
These objects are subject to gravity and the geometrical
equation that matches their shape can be used to control
the motion of the load to be transferred from one location
to another.

Visual servoing [8], [9] controls a robot motion to regulate
some visual features that are usually extracted from rigid
objects that can be fixed or moving freely. First, geometrical
features such as points, line segments and circles were
investigated [10]. Then, 3D models were introduced for
known manufactured objects [11], [12], image moments to
deal with objects of natural shape [13], splines for shape
tracking [14] and algebraic curves for shape alignment [15].
Articulated objects were also considered [16]. Some recent
works focus on deformable object shape control where robots
push or pull the object to reach a desired configuration [17],
[18]. In the context of hose transportation, several robots
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Fig. 1: Experimental setup: two Turtlebots [19] simulate a
tether handling system for remotely operated robots. The
leader robot freely explores its surroundings while the fol-
lower robot is expected to maintain the tether slack enough
not to hamper the leader movements

were attached to a semi-rigid cable and a coordinate vi-
sual servoing control was introduced based on the cable
curvature derived from splines and GEDS (Geometrically
Exact Dynamic Splines) [4]. Unknown deformable objects
can be modeled thanks to their viscoelasticity properties [17]
or using virtual geometrical features such as image points,
distances and curvatures [18].

This paper deals with a novel visual servoing strategy
based on the deformable shape of a sagging tether that
links two terrestrial mobile robots of the same motion
capabilities. The objective is to free the leader robot from
tether management while the follower robot will be able to
position itself to ensure an average sag of the tether and
proper orientation with respect to it. The three points below
illustrate the contribution of this work:

• The tether is managed between two mobile robots
through a visual system embedded on the follower robot
that can extract visual information on the tether.

• The tether is modeled by a catenary shape whose
parameters are estimated thanks to a real time curve
fitting in the image. This allows to take into account
the deformation of the tether beyond pixels detected in
the image.

• An interaction matrix based on the estimated catenary
parameters is calculated and used for the motion control
of the follower robot with respect to the deformable
tether.

The paper is organized as follows: Section II presents the
tether modeling, Section III focuses on the visual servoing
strategy used for controlling the position of the follower



robot with respect to the tether. Section IV presents and dis-
cusses the experimental results. Finally, Section V concludes
the paper and gives directions for future work.

II. TETHER MODELING

A. Catenary-based geometrical modeling

The experimental set up is presented in Fig. 1. Two
terrestrial mobile robots of the same motion capabilities
simulate a tether handling system for remotely operated
robots. The leader robot freely explores its surroundings
while the follower robot is expected to maintain the tether
slack enough not to hamper the leader movements. Figure
2 defines the notations and reference frames used in the
remainder of the paper. Let Σr1 and Σr2 be two Cartesian
frames centered at the middle of the robots wheel axis with
X-axis pointing towards the front of the robot and a vertical
Z-axis. A camera is mounted on the follower robot to track
the tether shape. Let Σc be a Cartesian frame attached to the
camera’s optical center, with Z-axis being its optical axis
and Y -axis vertically set towards the ground. It is assumed
that the optical axis is aligned with the robot X-axis. A 3
millimeter orange rope that links the two robots simulates
the tether. Its attachment points are at the same height and
define the centers of the Cartesian frames Σ1 and Σ2, their
orientation being the same as the robot they are attached
to. The tether is modeled as a catenary, where R is its half-
length, D is the half-span between the attachment points and
H is the rope sag. Let Σ0 be a Cartesian frame attached to
the rope. Its center is the center of the rope and the X-axis
and Z-axis are in the rope plane.

The classic equation of a catenary, expressed in frame Σ0,
has the following form [20]:

Σ0 :

{
Y = 0

Z = 1
C [cosh(Ct)− 1]

(1)

where C = 2·H
R2−H2 . Expressing the same equation in Σ2

leads to:

Σ2 :

{
Y = tan θX

Z = 1
C

[
cosh

(
C
(
Y

sin θ −D
))
− 1
]
−H

(2)

where θ is the angle between the catenary plane and the
Σ2 X-axis. Finally, the same equation can be written in the
camera frame (Σc) as:

Σc :

{
Y = − 1

C [cosh (C (η −D))− 1] +H + Y2

Z = cot θ (−X +X2) + Z2

(3)

where η = −X+X2

sin θ and (X2, Y2, Z2) are the coordinates of
Σ2 in frame Σc.

A 3-D point with coordinates P = (X,Y, Z) in the camera
frame is projected on the image plane as a 2-D point with
coordinates p = (x, y) through the equation:xy

1

 =
1

Z

f 0 cx 0
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Fig. 2: Scheme of experimental set up. Two terrestrial mobile
robots with 2-DOF (rotation and translation) are linked by a
passive tether. (a) top view and (b) side view of the scene

where (cx, cy) are the coordinates of the principal point and
f is the focal length [21]. Therefore, using Eqs. (3) and (4)
we obtain the catenary projection on the image plane:

y =

η1

[
− 1

C
(cosh (C (η2 −D))− 1) + aHmax + Y2

]
(5)

where

η1 =
b+
√

1− b2x√
1− b2X2 + bZ2

and η2 =
X2 − Z2x

b+ x
√

1− b2
As variable shape parameters for the projected curve in the
image, we choose:

a =
H

Hmax
(6)

and
b = sin θ (7)

with Hmax being the tether maximum acceptable sag (i.e. the
tether attachment point height). The parameters a and b are
respectively relative to the tether slackness and orientation
with respect to the follower robot. They range in the interval
[0, 1], and the sign of sin θ is discriminated by the side on
which the tether appears in the image. The tether is horizontal
when a = 0 and it reaches the ground when a = 1. When
b = 0 the tether belongs to the plane (Σ2, X2, Z2) and when
b = 1 it belongs to the plane (Σ2, Y2, Z2).

III. VISUAL SERVOING ALGORITHM

In this paper, the tether 3D shape is defined by the
following feature vector:

s = (a, b)

where a and b were defined in Eq. (6) and (7). The algorithm
is depicted on Fig. 3, and is composed of three main steps
that are detailed below.



{
∂y(xi,s)
∂a = η1

C

[
1
C
∂C
∂a (cosh (Cη2 − CD)− 1)− sinh (Cη2 − CD) (A1 +A2 +A3) +Hmax

]
∂y(xi,s)
∂b = − 1

C
∂η1
∂b [cosh (Cη2 − CD)− 1− C (H + Y2)]− η1 ∂η2∂b sinh (Cη2 − CD)

(8)
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Fig. 3: Algorithm chart flow for catenary-based visual ser-
voing of tethered robots

A. Tether detection

The first step deals with the tether detection in the image. It
is assumed that the tether has a characteristic color in order to
use color segmentation. Knowing that the tether attachment
point to the follower robot is above the camera, the detection
of pixels belonging to the tether starts in a rectangular
region of interest (ROI) in the middle top of the image
and iteratively follows the tether shape with a sequence of
squares ROIs (Fig. 4a). The location of a subsequent ROI is
calculated from the pixel average coordinates of the tether
end in the previous ROI. The transformation from pixel to
metric coordinates in the image plane is given in Eq. (4).

Wrong rope detection may occur due to lighting changes
or when the tether cannot be distinguished from background
objects of similar color. A minimum number of detected
points and a Pearson coefficient threshold are used to validate

the tether detection. The cases of wrong detection are treated
with a linear feature prediction as is explained in the next
subsection.

B. Estimation of tether shape features

The feature vector is estimated through a non-linear least-
square fitting procedure based on a Gauss-Newton algorithm.
The following objective function is minimized during the
fitting process:

χ2 =

N∑
i=1

r2i (s) (9)

where ri (s) = yi − y(xi, s) is the residual, (xi, yi) are the
metric coordinates of the i-th detected point of the tether
in the image, N is the total number of detected points and
y(x, s) is obtained from the current catenary projection in the
image (Eq. (5)). The feature vector is iteratively estimated
as follows:

sk+1 = sk − κJ†rr
(
sk
)

where κ ∈ R+, r
(
sk
)

is a column vector that stacks the
residuals ri

(
sk
)

and J†r is the Moore-Penrose pseudo-inverse
of the Jacobian matrix Jr = δr

δs , whose i-th row has the
following form:

Jr (i) =
[
−∂y(xi,s)

∂a −∂y(xi,s)
∂b

]
The partial derivatives are given in Eq. (8), with A1 = η2

∂C
∂a ,

A2 = −D ∂C
∂a and A3 = −A2+(CR)2

a
√

(CR)2+2CH
. The variables η1,

η2, C, D, H , R and Y2 are defined in Section II.
The proposed fitting procedure is not suited for small

values of parameter b = sin θ. In such cases, the tether
plane is too close to the camera axis, a region where the
curve issued from catenary is degenerated and the sum of
residuals (Eq. (9)) is no more selective enough. A possible
solution to fit smaller values of b would be to use a parabola
model y = fp(x) and to process the fitting using its inverse
function relative to the first half of the parabola projection
(x = f−1p (y)). Another solution would be to add an extra
camera such that the tether plane is never parallel to both
camera’s axes.

The fitting algorithm was tested in simulation and on real
images. As a result, the estimation of s is exploitable as soon
as 30% of the tether is detected. In Fig. 4, the detection finds
70% of the tether, which allows an accurate fitting. The fitting
quality is evaluated by the index Q = χ2

N . For values higher
than a empirically tuned threshold, the estimated features are
not used in the control velocity calculation. Instead, a first
order linearization of Eq. (11) is used to predict the feature
vector value, as follows:

s(t+ dt) = s(t) + L(t)v2(t) (10)
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Fig. 4: Catenary features estimation through a non-linear
least-squares fitting. (a) tether detection in the robot image
view. (b) tether fitting corresponding to the image view
above. The rope detected points are in blue, the fitted and
desired catenary curve are in red and green, respectively

where dt is the sampling period, L is the catenary interaction
matrix and v2 = (v2, ω2) is the velocity vector of frame
Σ2 with linear velocity v2 and angular velocity ω2. In the
current implementation, the number of consecutive iterations
used for prediction is not limited.

C. Visual-based control scheme

The relation between the tether features time-derivative
and the attachment point Σ2 motion is given by the following
equation:

ṡ = Lv2 (11)

The aim of visual-based control schemes is to minimize
the error e defined as

e = s− s∗ (12)

where s and s∗ are respectively the current and desired
feature vectors (see Fig. 4). In order to ensure an exponential
decay of the error, the following control law is designed [8]:

v2 = −λL†e (13)

where L† is the Moore-Penrose pseudo-inverse of L and
λ ∈ R+. The velocity of the follower robot is then obtained
through: vr2 = r2V2v2, where r2V2 is the twist transfor-
mation matrix from frame Σ2 to frame Σr2 .

We used a nonholonomic robot with 2 DOF to experimen-
tally validate our control scheme, as is explained in Section
IV. In such case, the conversion between vr2 and the pair of
control variables u = (vx, ωz) is achieved by the following
projection:

u =

[
1 0 0 0 0 0
0 0 0 0 0 1

]
vr2

D. Interaction matrix computation

The interaction matrix L is the tether deformation model.
It links the relative motion of the attached points to the
derivative of the tether parameters. Contrary to [18], the
object has a known parametric shape and this matrix is
analytically computed from the definition of s = (a,b).

Let P0 = (X0, Y0, Z0) and P1 = (X1, Y1, Z1) be the
centers of frames Σ0 and Σ1, respectively. Evaluating and
differentiating Eq. (2) at P1, we get

Ḣ =

− Ċ

C2
[cosh (CD)− 1] + sinh (CD)

(
ĊD

C
+ Ḋ

)
(14)

and differentiating the expression of C in Eq. (1) we have

Ċ = KCḢ (15)

where KC = − 2(R2+H2)
(R2−H2)2

. Then, from the definition of a in
Eq. (6) and replacing Eq. (15) in (14), we obtain

ȧ =
KH

Hmax
Ḋ (16)

where

KH =
sinh (CD)

1 + KC

C2 [cosh (CD)− 1− CD sinh (CD)]

The relative motion of P1 in the reference frame Σ2, due
to the velocity of the follower robot v2 expressed in Σ2 is:

Ṗ1 = −v2 − ω2 × P1 (17)

Geometrically,

Ṗ0 =
Ṗ1

2
(18)

and

Ḋ =
X0Ẋ0 + Y0Ẏ0

D
(19)

Thus, using Eqs. (17) and (18) in (19) we have:

Ḋ =
1

2


− cos θ
− sin θ

0
Z1 sin θ
−Z1 cos θ

Y1 cos θ −X1 sin θ



>

v2 (20)
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Fig. 5: Multiple positions of the follower robot for the same
tether slackness and orientation: the problem only constrains
the tether shape and orientation w.r.t. the follower robot

Finally, using Eq. (20) in (16) and given that b = sin θ,

ȧ =
KH

2Hmax


−
√

1− b2
−b
0
Z1b

−Z1

√
1− b2

Y1
√

1− b2 −X1b



>

v2 (21)

Differentiating b = Y0

D leads to:

ḃ =
Ẏ0 − bḊ

D

From the expressions of Ẏ0 and Ḋ in Eqs. (18) and (20)
respectively, we get:

ḃ =
1

2D


b
√

1− b2
−1 + b2

0
Z1(1− b2)

Z1b
√

1− b2
−Y1b

√
1− b2 −X1(1− b2)



>

v2 (22)

The complete interaction matrix (Eq. (23)) is composed
of the rows given in Eqs. (21) and (22) with one more
simplification: Z1 = 0 since the attachment points are at
the same height. The values of X1 and Y1 are geometrically
calculated from Eq. (2).

The rank of L is 2, which means that this control law only
commands two degrees of freedom of the follower robots,
i.e. the relative attached points distance and the follower
orientation with regards to the tether plane. Figure 5 shows
several follower positions for the same set of parameters
s = (a, b). Remaining degrees of freedom are thus available
for additional tasks, such as obstacle avoidance.

IV. EXPERIMENTAL RESULTS

A. Setup

One simulation and two real experiments are presented
in order to validate the control law. Two Turtlebots [19]
with 2 DOF (translation vx and rotation wz) are used as
experimental robots. They are equipped with a Kinect device
and linked by a 1.4 meter long and 3 millimeter thick orange
rope (Fig. 1). The rope maximum sag is Hmax = 0.40m,
corresponding to its attachment point’s height. The servoing
algorithm runs in the follower robot computer, which is
equipped with a Intel Core i5-2410M @ 2.3 GHz processor.
The video frame rate is fixed to 10Hz. The same robot motion
capabilities, rope length, thickness and maximum sag are
used in simulation and real experiments.

B. Simulation

The objective of the simulation is that the follower robot
moves the tether from a very slackened to a moderately tight
shape. The tether orientation is controlled, passing from a
large angle θ to a desired smaller angle. The initial and
desired values of the feature vector are so = (0.9, 0.8) and
s∗ = (0.5, 0.5), respectively. We assume that the robots can
perfectly estimate the tether parameters, so the fitting process
is not simulated. Figure 6 presents the simulation results. As
expected, both parameters have an exponential decay and
converge to the desired value within 4 seconds for a gain
λ = 0.75 and a sampling period of 0.1 seconds.

C. Real experiments

In the first experiment, the simulation initial conditions
are repeated and the follower robot moves the tether from
an initial shape so = (0.9, 0.8) to a desired shape s∗ =
(0.5, 0.5). We used the same gain as for simulation (λ =
0.75) and a fitting quality threshold Qmax = 1. Results are
summarized in Fig. 7.

In the second experiment (Fig. 8), the leader robot is freely
displaced while the follower robot ensures that the rope keeps
a desired shape s∗ = (0.7,−0.5). First, the leader robot
moves forward, then turns left (24s). Next, it moves about
1.25 meters forward (38s), makes a half-turn (50s) and moves
about 1.25 meters forward again (64s). At the end, it makes
a quarter turn and moves about 0.50 meters backward (76s).
Compared with the first experiment, a higher value was set
to the tether first parameter in order to give more freedom
of maneuvering to the leader robot. We used Qmax = 1
and two different gains for linear and angular velocities:
λl = 1.0 and λω = 6.0, respectively (see discussion below).
Figure 8c presents the fitting quality index evolution during
the experiment. The feature prediction was used 20 times
in cases of wrong rope detection and more 38 times due to
inaccurate fitting.

In Fig. 7, the angular velocity command does not converge
to zero, and remains quasi constant. This is due to the
limitations of our experimental platform that cannot achieve
a rotation velocity lower than 0.05 rad/s. In the second
experiment, we selected a higher gain for the angular velocity
compared to the linear velocity gain in order to overcome
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√
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Fig. 6: Simulation results for tether shape control. (a) the
parameters evolution. The tether goes from an initial to
a desired shape (so = (0.9, 0.8) and s∗ = (0.5, 0.5),
respectively). (b) the control velocities. Linear velocity (vx)
in m/s and angular velocity (wz) in rad/s

this problem. As a future improvement, an integrator com-
pensator to deal with the low level control of the velocity
can be added to the servoing loop.

Looking at Fig. 7, we can note that the real experimen-
tation curves are noisy compared with those obtained in
simulation. This is mainly due to wrong rope detection that
can affect the tether feature estimation. Another reason is the
possible rope oscillation during the robot motion, which can
occur when the robot halts and restarts motion. This could
be taken into account by designing a dynamic controller that
takes the rope inertia into account. In addition, the rope can
be tracked in the image by a gradient-guided algorithm.

V. CONCLUSIONS AND PERSPECTIVES

This paper presents a new visual servoing control scheme
to manage a tether linking two terrestrial mobile robots. The
tether is modeled by a catenary and its shape parameters are
estimated by a non-linear least square fitting. A control law
that takes into account the tether deformation was introduced
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Fig. 7: Results of a real experiment for tether shape control.
(a) the tether parameters evolution. The tether goes from an
initial to a desired shape (so = (0.9, 0.8) and s∗ = (0.5, 0.5),
respectively). (b) the control velocities. Linear velocity (vx)
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in order to allow the robot to visually control the tether shape.
The control scheme is validated by simulation and by two
series of real experiments. The comparison of simulation and
real experiments shows that both curves converge, validating
the proposed control law. The vision-based tether shape
controller implemented here gives promising results.

Future work will address the extension of the visual
control scheme to multiple 6-D0F robots, and the use of
complementary sensors to increase visual feature detection
accuracy.
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