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Phillip Mark Seymour Burt, Member, IEEE, and José Henrique de Morais Goulart


#### Abstract

Bilinear and Volterra models are important when dealing with nonlinear systems which arise in several signal processing applications. The former can approximate a large class of systems affine in the input with relatively low parametric complexity. Such an approximate bilinear model can be derived by means of Carleman bilinearization (CB). Then, a Volterra model can be computed from it, having the advantage of being linear in the parameters, but often involving a large number of them. In this paper we develop efficient routines for CB and for computing the Volterra kernels of a bilinear system. We argue that they are useful for studying a class of systems for which a reference physical model is known. In particular, the soderived kernels allow assessing the suitability of a Volterra filter and of other alternatives for modeling the system of interest. Techniques exploiting sparsity and low rank of involved matrices are proposed for alleviating computing cost. Several examples are given along the paper to illustrate their use, based on existing physical models of loudspeakers.


Index Terms-Nonlinear processing, Volterra filter, Carleman Bilinearization, Loudspeaker modeling

## I. Introduction

THE modeling and identification of nonlinear systems has historically been a well-studied subject [1]-[11], to which many contributions have also been given recently [12]-[17]. In signal processing, the interest in using nonlinear instead of linear models comes frequently from their capability of better representing certain physical systems that underlie problems such as acoustic echo cancellation [18], spectral regrowth analysis [19], equalization [20], active noise control [14], [21] and linearization [22]-[24]. This is also true in other areas, such as estimation [25], industrial plant control [15], power systems [26] and sensoring [27]. Nonlinear models are often decisive to attain performance levels not met with linear models-as, for instance, in acoustic echo cancellation for a miniaturized loudspeaker with high power input [18].

[^0]In many cases, a nonlinear continuous-time state-space description of a component that is central to the problem in question can be obtained from physical considerations. We refer to it then as a physical model (PM). For instance, PMs of loudspeakers [23], high-frequency transistors [28], [29], ADC sampling gates [30], optical devices [31], power systems [26], MEMS sensors [27], robotic structures [32] and chemical reactors [33] can be mentioned. Only typical values of the PM parameters may be known initially, so, most likely, they have to be refined using an estimation procedure.
More generally, a nonlinear system can be represented by a Volterra model, which is based on the Volterra series functional expansion [2], [4]-[7], [11]. Since the seminal work of Wiener [1] the Volterra model has been applied to many different problems [18]-[22], [34], [35] more conveniently than a statespace model. In particular, it is quite simple to pass from time domain to frequency domain (see Section II-A) and from continuous-time to discrete-time (see Section V-B). Following time discretization and truncation of order and memory length, simulations can be carried out efficiently, especially when varying only the scale of a given input signal (see Section VI-D). Also, the output is linear in the parameters, which makes their estimation easier, and the model is always stable. On the negative side, the parameter count grows rapidly with the chosen order and memory length.
For a nonlinear system belonging to a large class (of the so called linear-analytic systems), expressions can be obtained for the Volterra model in terms of the Taylor expansions of its state-space functions [4], [9]. Taking a linear-analytic PM with typical parameters, we term as a reference Volterra model the Volterra model given by those expressions.

As discussed in more detail later, such a reference model can be used, for instance, 1) to realistically assess the structural requirements of a Volterra or related approach to signal processing problems such as echo cancellation and linearization, 2) as an initial point for parameter estimation and as a tool in the validation and evaluation of estimation algorithms themselves, and 3) to efficiently perform simulations, nonlinear distortion calculations, and fault diagnosis of systems.

Regarding the first point in particular, even when the number of parameters is too large for the real-time use of the model, it can aid in the choice of appropriate structural characteristics (as, e.g., memory length and order) for other (possibly less general) classes of models which are not necessarily linear in their parameters) and may also supply suitable initial conditions for their adaptation. This strategy can be applied, for instance, to conventional block-oriented structures (BOS) [16], BOS based on multilinear algebra concepts [13], [15], [36],
sparse-interpolated $\mathrm{VFs}^{1}$ [37], VFs with kernels containing only coefficients within some defined distance to their main diagonals [17] and even NARMAX models [7, Sec. 3.4]. In general, any nonlinear model whose relationship with the Volterra model is well understood can be assessed.

Another way of modeling a nonlinear system is by means of a state-space bilinear approximation. Bilinear systems, in particular their stability, are better understood than general nonlinear systems [4], [6], [38]-[43]. Also, their discretization in time is similar to that of linear systems [41] and their identification is well-studied [44]-[47]. After time discretization, the possible advantages over the Volterra approach are the smaller number of parameters and realizable infinite memory.

Carleman bilinearization (CB) [4], [9], [40], [41], [48] is a widely applied method for approximating a linear-analytic system by a bilinear system having exactly the same associated Volterra model up to a prescribed order [25], [26], [49], [50]. In fact, because of this property, CB is also used as the first step in obtaining the Volterra model of a linear-analytic system [4], [9], [48]. Applying CB to a physical model with typical parameters provides a reference bilinear model, most of its uses being analogous to those of a reference Volterra model. An otherwise specific use, which is discussed later, would be as an intermediate step to lower-order bilinear approximations of a nonlinear system.

Although CB and the formula for the Volterra kernels of a bilinear system are well known, the actual computation of such bilinearization and kernels can be very computationally intensive and has received little attention in the literature. In this paper, we carry out an analysis of such computations and develop a set of efficient routines that greatly reduce their load. For concreteness, implementation aspects are discussed considering the use of Matlab and C routines.

We emphasize that this approach relies on the key assumption that a PM of the system of interest is available, which, however, does not imply that its direct use for signal processing purposes is convenient (see Section II-C). The approach also relies on the assumption that a truncated Volterra series representation of the model is desired for practical purposes. As discussed above, these include simulation and nonlinear distortion analysis, as well as the development of Volterrarelated models having lower computational complexity.

To the best of our knowledge, [12] and this work are the first ones to explicitly describe efficient routines for CB implementation and for kernel computation of the derived bilinear model. In [12] we addressed mainly the CB step and computed the kernels via the frequency domain. The Taylor expansion prior to CB was not addressed in that work. Here, we show that all three steps are important regarding computational complexity and develop more efficient computational procedures for each one. More specifically, the Taylor expansion uses literal parameters and exploits sparsity, the CB exploits sparsity and kernel computation exploits recursiveness in the time domain and a low-rank decomposition. As part of the extensive numerical results we present, it follows that,

[^1]in relation to [12], computing a bilinear model can be more than 30 times faster (see Section III-H) and computing kernels can be more than 300 times faster (see Section IV-E). The numerical computation of kernels from state-space equations was also addressed in [51], [52] but relying on a more complex and less flexible method, as discussed in Section IV-E.

This work is organized as follows. In Section II, Volterra and state-space models are reviewed, together with Carleman bilinearization (CB). From Sections III-B to III-G, techniques for the efficient computation of CB are presented and in Section III-H overall results are compared. In Sections IV and V , an efficient computation of the Volterra kernels of a bilinear system is presented and their related discrete-time kernels are obtained. Section VI discusses application in signal processing. Finally, Section VII presents our conclusions.

Notational conventions: We denote scalars by italic letters ( $p, P$ ), vectors by boldface lowercase letters ( $\mathbf{x}, \mathbf{w}$ ), matrices by boldface uppercase letters ( $\mathbf{F}, \mathbf{G}$ ), tuples by boldface italic letters, as $\boldsymbol{k} \triangleq\left(k_{1}, \ldots, k_{p}\right)$, with $\boldsymbol{k} T=\left(k_{1} T, \ldots, k_{p} T\right)$, and $p$-dimensional volume differentials as $d \boldsymbol{\tau} \triangleq d \tau_{1} \ldots d \tau_{p} . \mathbf{0}$ stands either for the null vector or for the null matrix (which is always clear from the context) and $\mathbf{I}_{n}$ denotes the $n \times n$ identity matrix. The operator $\operatorname{vec}(\cdot)$ joins the transposed columns of its matrix argument, yielding a row vector. The Kronecker and the Hadamard products are denoted by $\otimes$ and $\odot$, respectively. For $f$ differentiable with respect to $x_{1}, \ldots, x_{m}$, we define $\left[x_{1} \ldots x_{m}\right]_{\partial f} \triangleq\left[\frac{\partial f}{\partial x_{1}} \ldots \frac{\partial f}{\partial x_{m}}\right]$. Though not usual, this allows a considerable gain of space with little loss of intelligibility.

## II. Carleman bilinearization for Volterra MODELING

## A. The Volterra model

The Volterra representation of a causal continuous-time system consists of an input/output relation of the form [2]

$$
\begin{equation*}
y(t)=\sum_{p=1}^{\infty} y_{p}(t), \quad y_{p}(t)=\int_{\mathbb{R}_{+}^{p}} h_{p}(\boldsymbol{\tau}) \prod_{i=1}^{p} u\left(t-\tau_{i}\right) d \boldsymbol{\tau} \tag{1}
\end{equation*}
$$

in which $y_{p}(t)$ results from the multidimensional convolution of the input $u(t)$ with the $p$ th-order Volterra kernel $h_{p}(\boldsymbol{\tau})$. For uniqueness and without loss of generality, $h_{p}(\boldsymbol{\tau})$ can be assumed triangular, i.e. $h_{p}(\boldsymbol{\tau})=0$ if not $\tau_{1} \leq \ldots \leq \tau_{p}$, or symmetric, i.e. invariant under permutation of $\tau_{1}, \ldots, \tau_{p}$ [2], [4], [6]. The Volterra kernels may be seen as generalizations of the impulse response of a linear time-invariant system and constitute a fundamental description of the nonlinear dynamics of a system. Their frequency-domain counterparts, known as generalized frequency response functions (GFRFs), are obtained via the multidimensional Fourier transform

$$
\begin{equation*}
H_{p}(j \boldsymbol{\Omega})=\int_{\mathbb{R}_{+}^{p}} h_{p}^{(s)}(\boldsymbol{\tau}) e^{-j\left(\Omega_{1} \tau_{1}+\ldots+\Omega_{p} \tau_{p}\right)} d \boldsymbol{\tau} \tag{2}
\end{equation*}
$$

where $h_{p}^{(s)}$ are the symmetrical kernels. GFRFs are convenient, for instance, to assess typical nonlinear phenomena such as harmonic and intermodulation distortion [53].

In digital signal processing, the Volterra filter (VF) is a discrete-time truncated (to order $P$ and memory lengths $N_{p}$ ) version of (1):

$$
\begin{equation*}
y(n)=\sum_{p=1}^{P} \sum_{k_{1}=0}^{N_{p}-1} \ldots \sum_{k_{p}=k_{p-1}}^{N_{p}-1} v_{p}(\boldsymbol{k}) \prod_{i=1}^{p} u\left(n-k_{i}\right), \tag{3}
\end{equation*}
$$

where the discrete-time kernels $v_{p}$ are in the triangular form, thereby requiring the minimal number of parameters [6]. The GFRFs are analogous to (2) and are obtained efficiently with a multidimensional fast Fourier transform.

The VF is a finite sum and thus always stable and is also linear in the model parameters $v_{p}(\boldsymbol{k})$, favoring their adaptation by standard least-squares or least mean squares (LMS) algorithms. In addition, the generality of VFs can be shown either by applying the Stone-Weierstrass theorem to the approximation of input/output mappings with finite memory [14], or by relating them to discrete-time systems with fading memory [11]. On the other hand, a serious drawback is that the number of parameters $\sum_{p=1}^{P}\binom{N_{p}+p-1}{p}$ grows very rapidly with $P$ or $N_{p}$ when $P>1$ and $N_{p}>1$.

## B. Linear-analytic and bilinear systems

The large class of linear-analytic (nonlinear) systems [4], [9], [40], [42], [54] has analytic state-space functions in which the input enters linearly (or more precisely, in an affine manner). For single input and output and $\mathbf{x}(t) \in \mathbb{R}^{m}$, this has the form

$$
\begin{align*}
\mathbf{x}^{\prime}(t) & =\mathbf{f}(\mathbf{x}(t))+\mathbf{g}(\mathbf{x}(t)) u(t)  \tag{4}\\
y(t) & =\lambda(\mathbf{x}(t)) \tag{5}
\end{align*}
$$

where $\mathbf{f}=\left[f_{1} \ldots f_{m}\right]^{T}$, with $f_{i}(\mathbf{x}): \mathbb{R}^{m} \rightarrow \mathbb{R}$, is analytic in some open region $X \subset \mathbb{R}^{m}$, and likewise for $\mathbf{g}$ and $\lambda$.

A more tractable subset of such class is that of bilinear systems [4], [6], [38]-[43], for which $\mathbf{f}(\mathbf{x})=\mathbf{F x}, \mathbf{g}(\mathbf{x})=\mathbf{G x}+\mathbf{b}$ and $\lambda(\mathbf{x})=\mathbf{c}^{T} \mathbf{x}$. In particular, under mild assumptions their triangular Volterra kernels are given by (e.g., [4, Sec. 3.1])

$$
\begin{equation*}
h_{p}(\boldsymbol{\tau})=\mathbf{c}^{T} e^{\mathbf{F} \tau_{1}} \mathbf{G} e^{\mathbf{F}\left(\tau_{2}-\tau_{1}\right)} \ldots \mathbf{G} e^{\mathbf{F}\left(\tau_{p}-\tau_{p-1}\right)} \mathbf{b} \tag{6}
\end{equation*}
$$

## C. Problems with nonlinear state-space models in practice

Physical models in a nonlinear state-space form such as (4)(5) are often simple and have small dimension $m$. However, as discussed below, the direct use of such models does not necessarily imply a low computation complexity in signal processing procedures. This motivates computing Volterra (and Volterra-related) models and bilinear approximations from those physical models and possibly using them instead in signal processing procedures.

1) Discrete-time implementation or simulation: To the best of our knowledge, differently from the linear case, there is no general solution to the problem of obtaining a discrete-time state-space equivalent of (4)-(5) that gives $y_{d}(n)=y(n T)$ for a prescribed $T$. [7], [55] aim at obtaining a discrete-time state-space model whose kernels up to a prescribed order $P$ are sampled versions of the continuous-time kernels. However, stability of the obtained discrete-time model is not assured and
the development is limited to $P=2$ and to the second-degree polynomial case in which $f_{i}(\mathbf{x})=\sum_{j=1}^{m} \sum_{k=1}^{m} a_{i, j, k} x_{j} x_{k}+$ $\sum_{j=1}^{m} b_{i, j} x_{j}$. Even in this simple case, the development (based on partial fraction expansions of generalized transfer functions) is quite laborious. Furthermore, it is unclear if an extension to higher-degree polynomial functions or to higher values of $P$ is feasible. Otherwise, an approximate discretetime implementation or simulation of (4)-(5) can be obtained by numerical integration in a relatively straightforward manner [56], [57] . However, even for simple continuous-time models, computational complexity can be much higher than what might be expected. So-called explicit integration methods are not assuredly stable and may require a very small integration step for stability and accuracy, the output being then decimated to the desired sampling rate. On the other hand, implicit methods of first and second orders are stable but require solving a nonlinear system of equations at each step and may still require a small step for accuracy.
2) Frequency domain analysis: In applications, one is often concerned with the spectral analysis of some nonlinear system. For many systems of practical relevance, this task can be performed by inspecting GFRFs, since they provide a complete picture of their spectral behaviour. This is the case, in particular, for linear-analytic systems. However, differently from the linear case, the GFRFs do not follow directly from the state-space model. Instead, their computation must resort to some more involved method such as the growing exponential approach [4] or the generalized harmonic balance method [7].
3) Identification: The complexity of identifying nonlinear state-space models can be assessed in [58] and the references therein. The authors employ the Expectation Maximization (EM) algorithm with a particle smoother instead of a standard linear smoother and exemplify its performance for a nonlinear stochastic model with dimension $m=1$ and 6 parameters.

## D. Carleman bilinearization

Carleman bilinearization (CB) [4], [9], [40], [41], [48] provides a bilinear approximation of a linear-analytic system. Though other techniques exist for this purpose, CB is effectively a constructive method, differently from [59] ${ }^{2}$.

In the following we drop the time argument in (4)-(5) for notational simplicity and define $\mathbf{x}_{p}=\mathbf{x} \otimes \mathbf{x}_{p-1}$ for $p>0$ and $\mathbf{x}_{0}=1$, which gives $\mathbf{x}_{1}=\mathbf{x}=\left[x_{1} x_{2} \ldots x_{m}\right]^{T}, \mathbf{x}_{2}=$ $\left[x_{1}^{2} x_{1} x_{2} \ldots x_{1} x_{m} x_{2} x_{1} \ldots x_{2} x_{m} \ldots x_{m}^{2}\right]^{T}$ and so forth. From (4) we can then write

$$
\begin{equation*}
\mathbf{x}^{\prime} \stackrel{P}{=} \sum_{p=1}^{P} \mathbf{F}_{1, p} \mathbf{x}_{p}+\sum_{p=0}^{P-1} \mathbf{G}_{1, p} \mathbf{x}_{p} u \tag{7}
\end{equation*}
$$

where $\stackrel{P}{=}$ denotes equality up to the $P$ th-order terms of Taylor expansions (with respect to $x_{1}, \ldots, x_{m}$ and $u$ ) around the origin and $\mathbf{F}_{1, p}$ and $\mathbf{G}_{1, p} \in \mathbb{R}^{m \times m^{p}}$ contain the coefficients of the Taylor expansions with respect to $x_{1}, \ldots, x_{m}$ of $\mathbf{f}(\mathbf{x})$ and $\mathbf{g}(\mathbf{x})$, respectively. With no loss of generality [4], we assume

[^2]that the system is initially at rest (i.e, $\mathbf{x}(0)=\mathbf{0}$ ) and that the solution for $u(t) \equiv 0$ is $\mathbf{x}(t) \equiv \mathbf{0}$. Thus, $\mathbf{F}_{1,0} \equiv 0$.

Now, from (7) and the recursion $\left(\mathbf{x} \otimes \mathbf{x}_{p-1}\right)^{\prime}=\mathbf{x}^{\prime} \otimes \mathbf{x}_{p-1}+$ $\mathbf{x} \otimes \mathbf{x}_{p-1}^{\prime}$ we can write for $q \geq 2$ the differential equations [4]

$$
\begin{equation*}
\mathbf{x}_{q}^{\prime} \stackrel{P}{=} \sum_{p=1}^{P-q+1} \mathbf{F}_{q, p+q-1} \mathbf{x}_{p+q-1}+\sum_{p=0}^{P-q} \mathbf{G}_{q, p+q-1} \mathbf{x}_{p+q-1} u \tag{8}
\end{equation*}
$$

where, using $\mathbf{I}_{m^{l}}=\mathbf{I}_{m} \otimes \mathbf{I}_{m^{l-1}}=\mathbf{I}_{m^{l-1}} \otimes \mathbf{I}_{m^{l}}\left(\right.$ with $\left.\mathbf{I}_{0}=1\right)$, $\mathbf{F}_{q, p}$ can be expressed as

$$
\begin{equation*}
\mathbf{F}_{q, p}=\sum_{l=0}^{q-1} \mathbf{I}_{m^{l}} \otimes \mathbf{F}_{1, p-q+1} \otimes \mathbf{I}_{m^{q-l-1}} \tag{9}
\end{equation*}
$$

and $\mathbf{G}_{q, p}$ is given by an identical formula.
From (7), (8) and (5) and with the extended state vector

$$
\mathbf{x}_{\otimes}=\left[\begin{array}{lllll}
\mathbf{x}^{T} & \mathbf{x}_{2}^{T} & \mathbf{x}_{3}^{T} & \ldots & \mathbf{x}_{P}^{T} \tag{10}
\end{array}\right]^{T} \in \mathbb{R}^{M_{P}}
$$

where $M_{P}=\sum_{p=1}^{P} m^{p}$, we can write

$$
\begin{equation*}
\mathbf{x}_{\otimes}^{\prime} \stackrel{P}{=} \mathbf{F} \mathbf{x}_{\otimes}+\mathbf{G} \mathbf{x}_{\otimes} u+\mathbf{b} u \tag{11}
\end{equation*}
$$

where $\mathbf{b}=\left[\begin{array}{llll}\mathbf{G}_{1,0}^{T} & 0 & \ldots\end{array}\right]^{T}$ and

$$
\mathbf{F}=\left[\begin{array}{cccc}
\mathbf{F}_{1,1} & \mathbf{F}_{1,2} & \ldots & \mathbf{F}_{1, P}  \tag{12}\\
\mathbf{0} & \mathbf{F}_{2,2} & \ldots & \mathbf{F}_{2, P} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \mathbf{F}_{P, P}
\end{array}\right], \mathbf{G}=\left[\begin{array}{ccccc}
\mathbf{G}_{1,1} & \mathbf{G}_{1,2} & \ldots & \mathbf{G}_{1, P-1} & \mathbf{0} \\
\mathbf{G}_{2,1} & \mathbf{G}_{2,2} & \ldots & \mathbf{G}_{2, P-1} & \mathbf{0} \\
\mathbf{0} & \mathbf{G}_{3,2} & \ldots & \mathbf{G}_{3, P-1} & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \mathbf{G}_{P, P-1} & \mathbf{0}
\end{array}\right] .
$$

With c containing the coeffcients of the $P$ th order Taylor expansion of (5), we define now the bilinear system

$$
\begin{aligned}
\mathbf{v}^{\prime}(t) & =\mathbf{F} \mathbf{v}(t)+\mathbf{G} \mathbf{v}(t) u(t)+\mathbf{b} u(t) \\
y(t) & =\mathbf{c}^{T} \mathbf{v}(t)
\end{aligned}
$$

which is an approximation of the original system (4)-(5). Importantly, its associated Volterra kernels of orders up to $P$ are identical to those associated with (4)-(5) [4], [60].

## III. Efficient Carleman bilinearization

In this section, we develop computational techniques for the efficient implementation of Carleman bilinearization, taking practical aspects into account ${ }^{3}$. Of particular interest is the possibility of performing the computation for multiple sets of PM parameter values (termed mPM in the following) without having to repeat all steps. This can be used, for instance, for measuring sensitivities in relation to PM parameters.

The performance of the proposed techniques will be exemplified in the course of the presentation with the setups described in Section III-A. The reported execution times are for a 2.67 GHz Intel Core I5 desktop computer with 16 GB of RAM.

[^3]

Fig. 1. Overall discrete-time setup.

## A. Setup examples

Two setups are considered throughout the paper as examples: (A), the cascade of a zero-order hold (ZOH) D/A converter, a nonlinear loudspeaker modeled by the PM given in [62] and an A/D converter; and (B), the cascade of an ideal impulsive D/A converter, a 4th-order low-pass Butterworth reconstruction filter, same loudspeaker, an anti-aliasing filter identical to the reconstruction filter and an A/D converter.

Both setups are special cases of the general structure shown in Fig. 1, composed of the discrete-time filter $D(z)$, the ideal impulsive D/A converter, the overall system $V$ and the A/D converter. In its turn, $V$ is the cascade of the reconstruction filter $H_{r}$, the nonlinear system $V_{o}$ and the anti-aliasing filter $H_{a}$. As discussed in Section V-B, it is samples of the Volterra kernels of $V$ that need to be computed.

In setup $(\mathrm{A}), D(z)=1-z^{-1}, H_{r}(s)=1 / s$ and $H_{a}(s) \equiv 1$. As follows from the discussion in Section V-C, the combination of such $D(z)$ and $H_{r}$ with the ideal D/A converter is equivalent to a $\mathrm{ZOH} \mathrm{D} / \mathrm{A}$ converter and is convenient for calculating the discrete-time kernels of the setup. $V_{o}$ is the aforementioned loudspeaker model, which has a state-space vector of dimension 3. With $H_{r}$ and $H_{a}$ then, the dimension of the state-space vector $\mathbf{x}(t)$ of $V$ is $m=4$. In setup (B), $V_{o}$ is the same, $D(z) \equiv 1$, and $H_{r}(s)$ and $H_{a}(s)$ are 4th-order filters. Therefore, the dimension of $\mathbf{x}(t)$ is $m=11$.

We note that the PM adopted in our examples is capable of closely reproducing the output (cone excursion) of real-world loudspeakers [23], [62].

## B. Efficient Taylor expansion with literal PM parameters

We start with the computation of $\mathbf{F}_{1, p}$ and $\mathbf{G}_{1, p}$ in (7). Let the Jacobian matrix of a function $\phi(\mathbf{x}): \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ be denoted by $\mathbf{J}_{\phi}$. In particular, for $f_{i}(\mathbf{x}): \mathbb{R}^{m} \rightarrow \mathbb{R}$ in (4), $\mathbf{J}_{f_{i}}=$ $\left[x_{1} \ldots x_{m}\right]_{\partial f_{i}}$. Defining $\nabla_{1}=\mathbf{J}_{f_{i}}$, the $i$ th row of $\mathbf{F}_{1,1}$ is $\mathbf{f}_{i, 1}=\nabla_{1}(\mathbf{0})$ and, thus, the $i$ th row of $\mathbf{F}_{1,2}$ is $\mathbf{f}_{i, 2}=\nabla_{2}(\mathbf{0}) / 2$, with $\nabla_{2}=\operatorname{vec}\left(\mathbf{J}_{\nabla_{1}}\right)$. For instance, with $m=3$,

$$
\left.\begin{array}{rl} 
& \nabla_{2}=\operatorname{vec}\left(\left[\begin{array}{ccc}
x_{1}^{2} & x_{1} x_{2} & x_{1} x_{3} \\
x_{1} x_{2} & x_{2}^{2} & x_{2} x_{3} \\
x_{1} x_{3} & x_{2} x_{3} & x_{3}^{2}
\end{array}\right]_{\partial f_{i}}\right) \\
= & {\left[\begin{array}{llllll}
x_{1}^{2} & x_{1} x_{2} & x_{1} x_{3} & x_{1} x_{2} & x_{2}^{2} & x_{2} x_{3}
\end{array} \ldots\right.} \\
x_{3}^{2}
\end{array}\right]_{\partial f_{i}} .
$$

It is easy to verify that this can be generalized as follows:
Algorithm 1: The $i$ th rows $\mathbf{f}_{i, p}$ of the Taylor expansion coefficient blocks $\mathbf{F}_{1, p}$ are recursively computed by

$$
\begin{aligned}
\nabla_{p} & =\operatorname{vec}\left(\mathbf{J}_{\nabla_{p-1}}\right), p=1,2, \ldots, P, \quad \nabla_{0}=f_{i}(\mathbf{x}) \\
\mathbf{f}_{i, p} & =\frac{1}{p!} \nabla_{p}(\mathbf{0})
\end{aligned}
$$

and likewise for $\mathbf{G}_{1, p}$.

TABLE I
EXECUTION TIMES (SEC) OF TAYLOR EXPANSION.

| Setup | $P=2$ | $P=3$ | $P=4$ | $P=5$ |
| :---: | :---: | :---: | :---: | :---: |
|  | literal expansion / numerical evaluation |  |  |  |
| (A) | $0.15 / 0.0041$ | $0.31 / 0.012$ | $0.68 / 0.036$ | $1.5 / 0.11$ |
| (B) | $0.35 / 0.015$ | $1.1 / 0.11$ | $4.5 / 1.1$ | $31 / 13$ |
|  | numerical expansion |  |  |  |
| (A) | 0.083 | 0.18 | 0.46 | 1.2 |
| (B) | 0.20 | 0.65 | 3.8 | 33 |

TABLE II
FRACTION OF NONZERO COMPONENTS OF $\left\{\mathbf{F}_{1, p}\right\}$.

| Setup | $P=2$ | $P=3$ | $P=4$ | $P=5$ |
| :--- | :---: | :---: | :---: | :---: |
| (A) | 0.23 | 0.12 | 0.055 | 0.023 |
| (B) | 0.044 | $5.9 \times 10^{-3}$ | $8.0 \times 10^{-4}$ | $1.0 \times 10^{-4}$ |

The algorithm above can be automated quite directly with any symbolic computation toolbox that provides a function to compute the Jacobian. We implemented the algorithm in Matlab, using the jacobian routine. The input functions $f_{i}$ are of symbolic type, with literal (as opposed to numerical) PM parameters. It turns out that a large speed increase follows from converting $\nabla_{p}$ from symbolic to string type and computing $\nabla_{p}(\mathbf{0})$ in string type with the aid of a MEX function written in C, which replaces the literal variables $x_{i}$ by zero. For instance, for setup (B) described above and $P=3$ speed was increased by a factor of 13 . The evaluation of $\nabla_{p}(\mathbf{0}) / p$ ! with numerical PM parameters provides then the outputs $\mathbf{f}_{i, p}$.

Execution times for setups (A) and (B) are in the upper part of Table $I^{4}$. In most cases, the final numerical evaluation step is more than 10 times faster than the previous literal Taylor expansion step. This is very convenient in the mPM context (see the beginning of this section), as only the final step needs to be repeated. Otherwise, it can be somewhat faster to start off with numerical values of the parameters instead of literal values, as can be seen in the lower part of Table I.

## C. Using sparsity in Taylor expansion

When $f_{i}(\mathbf{x})$ and $g_{i}(\mathbf{x})$ depend only on a small fraction of the state vector elements $x_{i}$, many of the expansion coefficients are zero so $\mathbf{F}_{1, p}$ and $\mathbf{G}_{1, p}$ become quite sparse as $p$ grows, which is exemplified in Table II. Sparsity can be used to speed up the numerical evaluation step, avoiding the unnecessary evaluation of null elements. For this, $\nabla_{p}(\mathbf{0})$ is converted to a sparse representation by a MEX function. The resulting execution times are in Table III, which compared to Table I show a 168 times faster numerical evaluation step for setup (B) and $P=5$, while the literal expansion step was not excessively delayed by the additional sparse conversion.

## D. Taylor expansion with non-redundant form

There is redundancy in (7) since all elements $x_{j_{1}} x_{j_{2}} \ldots x_{j_{p}}$ of $\mathbf{x}_{p}$ associated with permutations of a given $\left\{j_{1}, j_{2}, \ldots, j_{p}\right\}$

[^4]TABLE III
EXECUTION TIMES (SEC) OF LITERAL TAYLOR EXPANSION/NUMERICAL EVALUATION, USING SPARSITY.

| Setup | $P=2$ | $P=3$ | $P=4$ | $P=5$ |
| :--- | :---: | :---: | :---: | :---: |
| (A) | $0.11 / 0.0027$ | $0.28 / 0.0073$ | $0.66 / 0.022$ | $1.5 / 0.058$ |
| (B) | $0.32 / 0.0044$ | $1.0 / 0.011$ | $4.5 / 0.031$ | $44 / 0.077$ |

could be added together. Carrying this out leads to a nonredundant alternative to (7), in which each $\overline{\mathbf{x}}_{p}$ has the minimal number of elements $\bar{m}_{p}=\binom{m+p-1}{p}$. For instance, for $m=3$ and $p=2$,

$$
\left.\left.\begin{array}{rl}
\mathbf{x}_{2} & =\left[\begin{array}{lllllll}
x_{1}^{2} & x_{1} & x_{2} & x_{1} & x_{3} & x_{2} & x_{1}
\end{array} x_{2}^{2}\right.
\end{array} x_{2} x_{3} x_{3} x_{1} x_{3} x_{2} x_{3}^{2}\right]^{T}\right]\left[\begin{array}{lllll}
x_{1}^{2} & x_{1} x_{2} & x_{1} x_{3} & x_{2}^{2} & x_{2} x_{3}
\end{array} x_{3}^{2}\right]^{T} . ~ \$
$$

We note that $\bar{m}_{p}$ grows much more slowly with $m$ and $p$ than $m^{p}$, which is desirable for implementation. However, the recursiveness of Algorithm 1 would seemingly be lost. It is surprising then that roughly the same algorithm can be applied here to the non-redundant form of the expansion

$$
\begin{equation*}
\mathbf{x}^{\prime} \stackrel{P}{=} \sum_{p=1}^{P} \overline{\mathbf{F}}_{1, p} \overline{\mathbf{x}}_{p}+\sum_{p=0}^{P-1} \overline{\mathbf{G}}_{1, p} \overline{\mathbf{x}}_{p} u \tag{13}
\end{equation*}
$$

Indeed, the $i$ th row of $\overline{\mathbf{F}}_{1,2}$ is $\overline{\mathbf{f}}_{i, 2}=\sigma_{2} \odot \nabla_{2}(\mathbf{0}) / 2$, for a certain $\sigma_{2}$ and with $\nabla_{2}=\overline{\operatorname{vec}}\left(\mathbf{J}_{\nabla_{1}}\right)$ retaining from the $i$ th column of $\mathbf{J}_{\nabla_{1}}$ only the elements without derivatives with respect to $x_{1}, \ldots, x_{i-1}$. For instance, with $m=3$,

$$
\left.\begin{array}{rl}
\nabla_{2}=\overline{\mathrm{vec}} & \left(\left[\begin{array}{|ccc|}
\hline x_{1}^{2} & x_{1} x_{2} & x_{1} x_{3} \\
x_{1} x_{2} & x_{2}^{2} & x_{2} x_{3} \\
x_{1} x_{3} & x_{2} x_{3} & x_{3}^{2}
\end{array}\right]\right]_{\partial f}
\end{array}\right) .
$$

and $\sigma_{2}=\left[\begin{array}{llll}1 & 2 & 2 & 1\end{array} 21\right]$ compensates for the discarded elements. The number of them to retain in the $i$ th column of $\mathbf{J}_{\nabla_{p-1}}$ is

$$
N_{p, i}=\sum_{l=i}^{m} N_{p-1, l}, \quad N_{1, i}=1, \quad i=1,2, \ldots m
$$

Generalizing, we have:
Algorithm 2: The $i$ th rows $\overline{\mathbf{f}}_{i, p}$ of $\overline{\mathbf{F}}_{1, p}$ in the non-redundant Taylor expansion are recursively computed by

$$
\begin{aligned}
\nabla_{p} & =\overline{\operatorname{vec}}\left(\mathbf{J}_{\nabla_{p-1}}\right), \quad p=1,2, \ldots, P, \quad \nabla_{0}=f_{i}(\mathbf{x}) \\
\overline{\mathbf{f}}_{i, p} & =\frac{1}{p!} \sigma_{p} \odot \nabla_{p}(\mathbf{0})
\end{aligned}
$$

and likewise for $\overline{\mathbf{G}}_{1, p}$.
Implementation is similar to that discussed in Section III-B but now with a MEX $\overline{\operatorname{vec}}($.$) function operating on a string type$ input. Its string type output is evaluated as $\nabla_{p}(\mathbf{0})$ (as discussed in Section III-B), and then converted back to symbolic type for the recursion in $p$. The results are in Table IV and, against those in Table I, show that cutting redundancy pays off: for instance, for setup (B) $(m=11)$ and $P=5$, the execution time is reduced by a factor of 39 , closely following that of

TABLE IV
EXECUTION TIMES (SEC) OF NON-REDUNDANT TAYLOR EXPANSION.

| Setup | $P=2$ | $P=3$ | $P=4$ | $P=5$ |
| :---: | :---: | :---: | :---: | :---: |
|  | literal expansion / numerical evaluation |  |  |  |
| (A) | $0.15 / 0.0036$ | $0.29 / 0.0063$ | $0.53 / 0.011$ | $0.85 / 0.019$ |
| (B) | $0.35 / 0.010$ | $0.86 / 0.033$ | $2.6 / 0.11$ | $6.8 / 0.33$ |
|  | numerical expansion |  |  |  |
| (A) | 0.10 | 0.21 | 0.45 | 1.0 |
| (B) | 0.24 | 0.51 | 1.3 | 3.1 |

TABLE V
EXECUTION TIMES (SEC) OF LITERAL NON-REDUNDANT TAYLOR EXPANSION/NUMERICAL EVALUATION, USING SPARSITY.

| Setup | $P=2$ | $P=3$ | $P=4$ | $P=5$ |
| :--- | :---: | :---: | :---: | :---: |
| (A) | $0.14 / 0.0023$ | $0.30 / 0.0038$ | $0.53 / 0.0066$ | $0.84 / 0.012$ |
| (B) | $0.33 / 0.0040$ | $0.75 / 0.0061$ | $2.5 / 0.010$ | $6.6 / 0.017$ |

the terms of the expansion, which is $\sum_{p=1}^{P} m^{p} / \sum_{p=1}^{P} \bar{m}_{p}=$ $177155 / 4367=41$ for $m=11$ and $P=5$.

As in Section III-C, sparse representations of $\overline{\mathbf{F}}_{1, p}$ and $\overline{\mathbf{G}}_{1, p}$ make their numerical evaluation faster. Results are in Table V , showing, for instance, a 19 times gain for setup (B) and $P=5$ against that of Table IV.

## E. Direct Carleman bilinearization

The Taylor expansion (in redundant form) of Section III-B provides blocks $\mathbf{F}_{1, p}$ and $\mathbf{G}_{1, p}$ in (12). The remaining $\mathbf{F}_{q, p}$ and $\mathbf{G}_{q, p}$ are then obtained from (9). No actual multiplications are required, since for any $\mathbf{A} \in \mathbb{R}^{q \times r}, \mathbf{I}_{m^{l}} \otimes \mathbf{A}$ yields a blockdiagonal matrix where $\mathbf{A}$ appears $m^{l}$ times, while $\mathbf{A} \otimes \mathbf{I}_{m^{l}}$ is made of $q r$ blocks of size $m^{l} \times m^{l}$, each one given by the product of an element of $\mathbf{A}$ by $\mathbf{I}_{l}$. As to additions, $\mathbf{F}_{q, p}$ requires $q-1$ summations of $m^{p+q}$-element matrices, totaling (to obtain $\mathbf{F}$ and $\mathbf{G}$ )

$$
\begin{equation*}
\mathcal{A}(m, P)=\sum_{q=2}^{P}(q-1)\left[\sum_{j=q}^{P} m^{p+j}+\sum_{j=q-1}^{P-1} m^{p+j}\right] \tag{14}
\end{equation*}
$$

additions. This is exemplified in Table VI, along with the execution times of our Matlab implementation of the procedure. The blockwise computation of $\mathbf{F}$ and $\mathbf{G}$ allows quite vectorized and efficient code ${ }^{5}$. This can be assessed by noting, for instance, that the 61 ms required for setup (A) and $P=5$, which involves $6.7 \times 10^{6}$ additions, is of the same order than the 22 ms required in our environment to add two $6.7 \times 10^{6}$-element vectors.

Comparing Tables VI and I, we see that direct CB dominates the total execution time as $m$ and $P$ grow, and especially so in the mPM case, where only the numerical evaluation step of the literal Taylor expansion would be carried out for each parameter set. Another problem is the memory requirement of

[^5]TABLE VI
Number of additions $\mathcal{A}$ (TOP) AND EXECUTION TIME IN SECONDS (BOTTOM) OF DIRECT CARLEMAN BILINEARIZATION.

| Setup | $P=2$ | $P=3$ | $P=4$ | $P=5$ |
| :---: | :---: | :---: | :---: | :---: |
| (A) | $3.2 \times 10^{2}$ | $1.2 \times 10^{4}$ | $3.0 \times 10^{5}$ | $6.7 \times 10^{6}$ |
|  | $2.4 \times 10^{-4}$ | $6.6 \times 10^{-4}$ | $4.5 \times 10^{-3}$ | $6.1 \times 10^{-2}$ |
| (B) | $1.6 \times 10^{4}$ | $4.1 \times 10^{6}$ | $7.5 \times 10^{8}$ | $1.2 \times 10^{11}$ |
|  | $5.2 \times 10^{-4}$ | $5.8 \times 10^{-2}$ | 7.9 | $1.3 \times 10^{3 \dagger}$ |

$\dagger$ : estimate
$\mathbf{F}$ and $\mathbf{G}$, which have $M_{P}^{2}=\left(\sum_{p=1}^{P} m^{p}\right)^{2}$ elements $^{6}$. Both problems are addressed in the following.

## F. Non-redundant Carleman bilinearization

In order to reduce computational and memory requirements, we now apply to the CB task the same non-redundancy and sparsity ideas we applied to the Taylor expansion ${ }^{7}$.

A more efficient CB should obtain $\overline{\mathbf{F}}$ and $\overline{\mathbf{G}}$ from the nonredundant expansion (13) such that, analogously to (11),

$$
\begin{equation*}
\overline{\mathbf{x}}_{\otimes}^{\prime} \stackrel{P}{=} \overline{\mathbf{F}} \overline{\mathbf{x}}_{\otimes}+\overline{\mathbf{G}} \overline{\mathbf{x}}_{\otimes} u+\mathbf{b} u \tag{15}
\end{equation*}
$$

where

$$
\overline{\mathbf{x}}_{\otimes}=\left[\begin{array}{lllll}
\mathbf{x}^{T} & \overline{\mathbf{x}}_{2}^{T} & \overline{\mathbf{x}}_{3}^{T} & \ldots & \overline{\mathbf{x}}_{P}^{T} \tag{16}
\end{array}\right]^{T} \in \mathbb{R}^{\bar{M}_{P}}
$$

An initial obstacle to this is that, differently from the direct bilinearization, $\overline{\mathbf{x}}_{p} \neq \mathbf{x} \otimes \overline{\mathbf{x}}_{p-1}$ and, therefore, $\overline{\mathbf{F}}$ and $\overline{\mathbf{G}}$ cannot be calculated in blockwise fashion as in (9) and (12).

Nonetheless, a recursive row-wise calculation of these matrices, starting from (13), can be carried out as follows. The $j$ th row of $\overline{\mathbf{x}}_{\otimes}$ in (15) has the form

$$
\begin{equation*}
\left(x_{j_{1}} \ldots x_{j_{i}}\right)^{\prime} \stackrel{P}{=} \overline{\mathbf{f}}_{j} \overline{\mathbf{x}}_{\otimes}+\overline{\mathbf{g}}_{j} \overline{\mathbf{x}}_{\otimes} u+b_{j} u \tag{17}
\end{equation*}
$$

where $i \leq P, 1 \leq j_{1} \leq \ldots \leq j_{i} \leq m$ and $\overline{\mathbf{f}}_{j}$ and $\overline{\mathbf{g}}_{j}$ are, respectively, the $j$ th rows of $\overline{\mathbf{F}}$ and $\overline{\mathbf{G}}$. Using the product rule of derivation, the left hand-side of (17) satisfies

$$
\begin{align*}
\left(x_{j_{1}} \ldots x_{j_{i}}\right)^{\prime}=x_{j_{r+1}} & \ldots x_{j_{i}} \times\left(x_{j_{1}} \ldots x_{j_{r}}\right)^{\prime} \\
& +x_{j_{1}} \ldots x_{j_{r}} \times\left(x_{j_{r+1}} \ldots x_{j_{i}}\right)^{\prime} \tag{18}
\end{align*}
$$

$i>1$ and $r<i$, and where $\left(x_{j_{1}} \ldots x_{j_{r}}\right)^{\prime}$ and $\left(x_{j_{r+1}} \ldots x_{j_{i}}\right)^{\prime}$ correspond to previous rows of $\overline{\mathbf{x}}_{\otimes}^{\prime}$, say the $k$ th and the $l$ th row, respectively. For the $k$ th row, for instance, we would have already determined $\overline{\mathbf{f}}_{k}$ and $\overline{\mathbf{g}}_{k}$ such that

$$
\begin{equation*}
\left(x_{j_{1}} \ldots x_{j_{r}}\right)^{\prime} \stackrel{P}{=} \overline{\mathbf{f}}_{k} \overline{\mathbf{x}}_{\otimes}+\overline{\mathbf{g}}_{k} \overline{\mathbf{x}}_{\otimes} u+b_{k} u \tag{19}
\end{equation*}
$$

In particular, if $k \leq m$ (or $l \leq m$ ), then the $k$ th (lth) row of $\overline{\mathbf{x}}_{\otimes}^{\prime}$ is given by the Taylor expansion (13), which provides the starting point of the recursion.

Now, using (19), the term $\left(x_{j_{1}} \ldots x_{j_{r}}\right)^{\prime} x_{j_{r+1}} \ldots x_{j_{i}}$ in (18) can be written as $\left(\overline{\mathbf{f}}_{k} \overline{\mathbf{x}}_{\otimes}+\overline{\mathbf{g}}_{k} \overline{\mathbf{x}}_{\otimes} u+b_{k} u\right) x_{j_{r+1}} \ldots x_{j_{i}}$. This corresponds to applying to each element of row vectors $\overline{\mathbf{f}}_{k}$

[^6]TABLE VII
Non-REDUNDANT CARLEMAN BILINEARIZATION OF ORDER $P$.

```
\(\mathbf{F}(1: m,:) \leftarrow\left[\begin{array}{llll}\mathbf{0}_{m \times 1} & \mathbf{F}_{1,1} & \ldots & \mathbf{F}_{1, P}\end{array}\right]\)
\(\mathbf{G}(1: m,:) \leftarrow\left[\begin{array}{llll}\mathbf{G}_{1,0} & \mathbf{G}_{1,1} & \ldots & \mathbf{G}_{1, P-1}\end{array} \mathbf{0}_{m \times \bar{m}_{P}}\right]\)
for \(p=2\) to \(P\) do
    \(r \leftarrow \mathrm{floor}(p / 2)\)
    for \(j=\bar{M}_{p}-\bar{m}_{p}+1\) to \(\bar{M}_{p}\) do
        \(\left(j_{1}, j_{2}, \ldots, j_{p}\right) \leftarrow I^{-1}(j)\)
        \(k \leftarrow I\left(j_{1}, \ldots, j_{r}\right)\)
        \(l \leftarrow I\left(j_{r+1}, \ldots, j_{p}\right)\)
        \(\mathbf{f}_{j} \leftarrow l \underline{x} \mathbf{f}_{k}+k \times \mathbf{f}_{l}\)
        \(\mathbf{g}_{j} \leftarrow l \underline{\times} \mathbf{g}_{k}+k \underline{\times} \mathbf{g}_{l}\)
    end for
end for
\(\mathbf{G} \leftarrow\left[\mathbf{G}\left(:, 2: \bar{M}_{P-1}+1\right) \mathbf{0}_{\bar{M}_{P} \times \bar{m}_{P}}\right]\)
\(\mathbf{F} \leftarrow \mathbf{F}\left(:, 2: \bar{M}_{P}\right)\)
```

TABLE VIII
NUMBER OF ADDITIONS $\overline{\mathcal{A}}$ (TOP) AND EXECUTION TIME IN SECONDS (BOTTOM) OF NON-REDUNDANT CARLEMAN BILINEARIZATION.

| Setup | $P=2$ | $P=3$ | $P=4$ | $P=5$ |
| :---: | :---: | :---: | :---: | :---: |
| (A) | $1.8 \times 10^{2}$ | $1.4 \times 10^{3}$ | $6.7 \times 10^{3}$ | $2.3 \times 10^{4}$ |
|  | $1.4 \times 10^{-3}$ | $3.9 \times 10^{-3}$ | $1.2 \times 10^{-2}$ | $1.7 \times 10^{-2}$ |
| (B) | $5.8 \times 10^{3}$ | $1.5 \times 10^{5}$ | $2.3 \times 10^{6}$ | $2.5 \times 10^{7}$ |
|  | $8.3 \times 10^{-3}$ | $5.9 \times 10^{-2}$ | $3.6 \times 10^{-1}$ | 2.4 |

and $\overline{\mathbf{g}}_{k}$ a certain shift that depends on $\left(j_{r+1}, \ldots, j_{i}\right)$ and on the ordering of $\overline{\mathbf{x}}_{\otimes}$ implied by (16). As multi-index $\left(j_{r+1}, \ldots, j_{i}\right)$ is associated here with the $l$ th row of $\mathbf{x}_{\otimes}$, we will indicate this shift operation by $l \times$. Proceeding likewise for $\left(x_{j_{r+1}} \ldots x_{j_{i}}\right)^{\prime} x_{j_{1}} \ldots x_{j_{r}}$, it follows that $\overline{\mathbf{f}}_{j}$ and $\overline{\mathbf{g}}_{j}$ in the right hand-side of (17) can be calculated in a simple manner from previously determined $\overline{\mathbf{f}}_{k}, \overline{\mathbf{g}}_{k}, \overline{\mathbf{f}}_{l}$ and $\overline{\mathbf{g}}_{l}$.
This strategy was originally proposed in [12], based on aspects of CB also mentioned in [9]. It is described in pseudo-code in Table VII, where the inputs are the nonredundant Taylor expansion blocks of (13). For notational simplicity, the bars over $\mathbf{F}, \mathbf{G}, \mathbf{f}$ and $\mathbf{g}$ are dropped and $\mathbf{b}$ is aggregated to $\mathbf{G}$ by means of $\mathbf{G}_{1,0}$. The shift operation $\times$ is efficiently performed with an easily pre-computed lookup table for mapping the multi-index of each product of state variables to its corresponding position in $\overline{\mathbf{x}}_{\otimes}$ [60]. Such map and its inverse, denoted by $I(\cdot)$ and $I^{-1}(\cdot)$, respectively, are also used in lines 6,7 and 8 of Table VII.
The computation of each $p$ th-order row of $\overline{\mathbf{F}}$ in Table VII requires $\bar{M}_{P}+1-\bar{M}_{p-1}-1=\bar{M}_{P}-\bar{M}_{p-2}-\bar{m}_{p-1}$ additions, with $\bar{M}_{P}=\sum_{p=1}^{P} \bar{m}_{p}$. This follows from the first $\bar{M}_{p-1}+1$ elements of the each term involved in the sum of line 9 being always null, since the Taylor expansion (whether redundant or non-redundant) of $\left(x_{j_{1}} \ldots x_{j_{p}}\right)^{\prime}$ does not contain terms of order lower than $p .{ }^{8}$ Similarly, the computation of each $p$ thorder row of $\overline{\mathbf{G}}$ requires $\bar{M}_{P-1}-\bar{M}_{p-2}$ additions. Hence, as there are $\bar{m}_{p}$ rows of order $p$, the total number of required additions is

$$
\begin{equation*}
\overline{\mathcal{A}}(m, P)=\sum_{p=2}^{P} \bar{m}_{p}\left(\bar{M}_{P}+\bar{M}_{P-1}-2 \bar{M}_{p-2}-\bar{m}_{p-1}\right), \tag{20}
\end{equation*}
$$

[^7]TABLE IX
USING SPARSITY, NUMBER OF ADDITIONS (TOP) AND EXECUTION TIME IN SECONDS (BOTTOM) FOR SETUP (B).

| Direct CB |  | Non-redundant CB |  |
| :---: | :---: | :---: | :---: |
| $P=4$ | $P=5$ | $P=4$ | $P=5$ |
| $4.3 \times 10^{4}$ | $6.4 \times 10^{5}$ | $2.6 \times 10^{3}$ | $9.4 \times 10^{3}$ |
| $5.6 \times 10^{-2}$ | 1.3 | $9.4 \times 10^{-3}$ | $9.0 \times 10^{-2}$ |

which is exemplified in Table VIII.
The algorithm in Table VII doesn't lend itself to vectorization as much as in the direct case and, thus, a significant reduction in execution time is attained only for sufficiently large values of $m$ and $P$. In particular, for setup (B) gains of 22 and 542 times over the results in Table VI are attained for $P=4$ and $P=5$, respectively. Also, returning to the results in Tables I and IV, we see that the non-redundant CB doesn't dominate the total execution time as much as the direct CB does. Finally, regarding memory requirements, $\overline{\mathbf{F}}$ and $\overline{\mathbf{G}}$ have $\bar{M}_{P}^{2}$ elements, which, for large $m$ and $P$, is much smaller than the $M_{P}^{2}$ elements of $\mathbf{F}$ and $\mathbf{G}$.

## G. Using sparsity in Carleman Bilinearization

When $\overline{\mathbf{F}}_{1, p}$ and $\overline{\mathbf{G}}_{1, p}$ are sparse, most of the additions in lines 9 and 10 of Table VII are unnecessary, since at least one of the added terms is zero. Let $\overline{\mathbf{f}}_{j}^{\mathcal{C}}$ contain the nonzero elements of $\overline{\mathbf{f}}_{j}$ and let $\overline{\mathbf{f}}_{j}^{\mathcal{I}}$ contain their corresponding indices. Then, to carry out line 9 (line 10 being totally analogous), initially the assignment $\overline{\mathbf{f}}_{j} \leftarrow l \underline{\times} \overline{\mathbf{f}}_{k}$ is performed by

$$
\overline{\mathbf{f}}_{j}^{\mathcal{I}} \leftarrow\left(l \underline{\times \overline{\mathbf{f}}_{k}}\right)^{\mathcal{I}} \text { and } \overline{\mathbf{f}}_{j}^{\mathcal{C}} \leftarrow \overline{\mathbf{f}}_{k}^{\mathcal{C}},
$$

where $\left(l \times \overline{\mathbf{f}}_{k}\right)^{\mathcal{I}}$ indicates that each element of $\overline{\mathbf{f}}_{k}^{\mathcal{I}}$ is mapped to its corresponding shifted position, according to $l$. Next, $\overline{\mathbf{f}}_{j} \leftarrow$ $\overline{\mathbf{f}}_{j}+k \times \overline{\mathbf{f}}_{l}$ is performed, where adding any $\alpha$ to the $c$ th column $\bar{f}_{j, c}$ of $\overline{\mathbf{f}}_{j}$ amounts to performing either the sum

$$
\begin{equation*}
\bar{f}_{j, n_{c}}^{\mathcal{C}} \leftarrow \bar{f}_{j, n_{c}}^{\mathcal{C}}+\alpha, \quad \text { if } \exists n_{c} \quad \text { such that } \bar{f}_{j, n_{c}}^{\mathcal{I}}=c \tag{21}
\end{equation*}
$$

or, otherwise, the concatenation

$$
\overline{\mathbf{f}}_{j}^{\mathcal{C}} \leftarrow\left[\begin{array}{lll}
\overline{\mathbf{f}}_{j}^{\mathcal{C}} & \alpha]
\end{array}\right] \text { and } \quad \overline{\mathbf{f}}_{j}^{\mathcal{I}} \leftarrow\left[\begin{array}{ll}
\overline{\mathbf{f}}_{j}^{\mathcal{I}} & c \tag{22}
\end{array}\right] .
$$

For the implementation of this procedure, a binary tree [63, p. 139] with nodes given by the elements of $\overline{\mathbf{f}}_{j}^{\mathcal{I}}$ is built for each $\overline{\mathbf{f}}_{j}$. Due to the native support for binary tree search in C, the search for an index $c$ in $\overline{\mathbf{f}}_{j}^{\mathcal{I}}$ can be carried out very efficiently, accelerating operations (21)-(22). Table IX shows the number of additions (i.e. executions of (21)) and the execution times of this implementation. To save space, we present only the results for setup (B) with $P=4$ and 5 . Gains of 38 and 27 times in speed over the results in Table VIII were attained for $P=4$ and 5 , respectively. In an extension of our work, further gains could possibly result in the mPM case from not evaluating $\overline{\mathbf{F}}_{1, p}$ in the Taylor step, keeping $\overline{\mathbf{f}}_{j}^{\mathcal{C}}$ in string form throughout (21)-(22) and evaluating it only at the end.

We now sketch a procedure for using sparsity to construct the direct CB of (12). From (9), $\mathbf{F}_{q, p}$ depends only on $\mathbf{F}_{1, p-q+1}$, so we can iterate over each row of the latter, "propagating" each nonzero element to the appropriate positions in

TABLE X
EXECUTION TIMES (SEC) FOR $n$ SETS OF PM PARAMETER VALUES (TOP) AND FOR $n=100$ (BOTTOM), SETUP (B) AND $P=5$.

| $\mathrm{NE}^{\dagger}$ | LE-NR $^{\ddagger}$ | LE-NR-S $^{\S}$ |
| :---: | :---: | :---: |
| $33 n+1300 n$ | $6.8+0.33 n+2.4 n$ | $6.6+0.017 n+0.09 n$ |
| $1.3 \times 10^{5}$ | 280 | 17.3 |

$\dagger$ : Numerical expansion and direct $\mathrm{CB}, \ddagger$ : literal non-redundant expansion/ evaluation and non-redundant $\mathrm{CB}, \S$ : same, using sparsity
$\mathbf{F}_{q, p}$, which follow from the structure of the terms in (9). This is quickly done using the vectors $\mathbf{f}_{i}^{\mathcal{I}}$ of the rows of $\mathbf{F}_{1, p-q+1}$. The rows of $\mathbf{F}_{q, p}$ are also stored in sparse representations, so that adding an element to $\mathbf{F}_{q, p}$ is carried out similarly to (21)-(22). As in the non-redundant case, the implementation of this procedure is based on binary trees, the results being shown in Table IX. Comparing the results with those of Table VI, it can be seen that using sparsity had a very large impact, namely gains of 141 and 1000 times in speed, for $P=4$ and $P=5$, respectively. Even so, however, direct CB is still 6 and 14 times slower, respectively, than non-redundant CB.

## H. Comparison of overall execution times

We adopt as the baseline overall execution time that of the numerical Taylor expansion (Section III-B) followed by the direct CB (Section III-E), in spite of their already efficient implementation. Next, we consider the literal nonredundant Taylor expansion (Section III-D) followed by the non-redundant CB (Section III-F) and, finally, the use of sparsity in both these procedures (Sections III-D and III-G). Overall execution times for setup (B), $P=5$ and $n$ sets of PM parameter values are given in Table X as the sum of the contributions of each step. As discussed in Section III-B, only the numerical evaluation step of CB must be executed $n$ times. The results of those sums for $n=100$ is also shown. As can be seen, exploring redundancy and sparsity leads to reducing execution time by a factor of 7514 in this case.

We note that in our previous work [12] the non-redundant CB was preceded by the numerical Taylor expansion, which leads (see Sections III-D and III-F) to an overall execution time of $3.1 n+2.4 n$ seconds in the same conditions as above. Thus, from Table X, our introduction of the literal Taylor expansion and the sparsity oriented procedures leads, for $n=100$, to reducing execution time by a factor of $550 / 17.3=31.8$ in relation to our previous work.

## IV. Kernel computation

After bilinearization (CB) of the PM , (6) provides the reference Volterra kernels. We consider in this section the most usual computation of $\left\{h_{p}\right\}$ over a regular grid, yielding a Volterra filter. However, our routines can be adapted to other ends, e.g. when keeping only a small number of diagonals around the main diagonal of each kernel [17]. We note that, unlike in [12], we compute the kernels directly in the time domain and exploit a low-rank decomposition of $\mathbf{G}$ for speeding up this computation. As a result, our proposed procedure is orders of magnitude faster than that developed in

TABLE XI
ORDER-RECURSIVE KERNEL COMPUTATION.

```
Inputs: \(\mathbf{F}, \mathbf{G}, \mathbf{b}, \mathbf{c}, N\)
Outputs: \(h_{p}, p=1, \ldots, P\)
    \(e_{F}(0) \leftarrow \mathbf{I}, \quad e_{F}(1) \leftarrow e^{\mathbf{F} T_{s}}, \quad e_{T} \leftarrow e^{\mathbf{F} T_{s}}\)
    for \(k=2\) to \(N-1\) do
        \(e_{F}(k) \leftarrow e_{F}(k-1) e_{T}\)
    end for
    for \(k_{1}=0\) to \(N-1\) do
        \(\mathbf{v}_{1} \leftarrow \mathbf{c}^{T} e_{F}\left(k_{1}\right)\)
        \(h\left(k_{1}\right) \leftarrow \mathbf{v}_{1} \mathbf{b}\)
        \(\mathbf{v}_{1} \leftarrow \mathbf{v}_{1} \mathbf{G}\)
        for \(k_{2}=0\) to \(N-1\) do
            \(\mathbf{v}_{2} \leftarrow \mathbf{v}_{1} e_{F}\left(k_{2}-k_{1}\right)\)
            \(h\left(k_{1}, k_{2}\right) \leftarrow \mathbf{v}_{2} \mathbf{b}\)
            \(\mathbf{v}_{2} \leftarrow \mathbf{v}_{2} \mathbf{G}\)
            for \(k_{3}=0\) to \(N-1\) do
                \(h\left(k_{1}, k_{2}, k_{3}\right) \leftarrow \mathbf{v}_{2} e_{F}\left(k_{3}-k_{2}\right) \mathbf{b}\)
            end for
        end for
    end for
```

[12]. For notation simplicity, we drop the bars over $\mathbf{F}, \mathbf{G}, \mathbf{b}$ and $M_{P}=\sum_{p=1}^{P} \bar{m}_{p}$, although the non-redundant CB of the PM will, most likely, have been employed.

## A. Recursive calculation in the kernel order

Adopting a regular grid $\left\{\boldsymbol{k} T_{s}\right\}$ on the triangular domain $k_{1} \leq \cdots \leq k_{p} \leq N-1$, with the same sampling period $T_{s}$ for all $p$, allows computations used for obtaining $h_{p-1}$ to be reused for $h_{p}$. Indeed, sampling (6) on this grid, we can write $h_{p}\left(\boldsymbol{k} T_{s}\right)=\mathbf{v}_{p} \mathbf{b}$, where $\mathbf{v}_{1}=\mathbf{c}^{T} e_{F}\left(k_{1}\right), e_{F}(k) \triangleq e^{k T_{s} \mathbf{F}}$ and $\mathbf{v}_{q}=\mathbf{v}_{q-1} \mathbf{G} e_{F}\left(k_{q}-k_{q-1}\right)$ for $1<q \leq p$.

Table XI contains the pseudocode of this method for $P=3$, the extension to $P>3$ being trivial. In the first stage, $e_{F}(0), \ldots, e_{F}(N-1)$ are computed, with $e_{F}(1)$ requiring $\mathcal{O}\left(M_{P}^{3}\right)$ multiplications and each $e_{F}(k), k>1$, additional $M_{P}^{3}$ multiplications, giving thus a total cost

$$
\begin{equation*}
\mathcal{C}_{e}=\mathcal{O}\left(\bar{M}_{P}^{3}\right)+(N-2) \bar{M}_{P}^{3} \tag{23}
\end{equation*}
$$

In the second stage, the $l_{p}$-element kernels $h_{p}$ are computed, $l_{p}=\binom{N+p-1}{p}$. The operations $\mathbf{v}_{p-1} \mathbf{G}$ (for $p>1$ ), $\mathbf{c}^{T} e_{\mathbf{F}}$ or $\mathbf{v}_{p-1} e_{\mathbf{F}}$ and $\mathbf{v}_{p} \mathbf{b}$ require $l_{p-1} M_{P}^{2}, l_{p} M_{P}^{2}$ and $l_{p} M_{P}$ multiplications, respectively, giving a total cost

$$
\begin{equation*}
\mathcal{C}_{h}=L_{P} M_{P}+\left(L_{P}+L_{P-1}\right) M_{P}^{2} \tag{24}
\end{equation*}
$$

where $L_{p}=\sum_{q=1}^{p} l_{q}$. Table XII shows some values of $P$ and $L_{P}$, the notation $x$ e $y$ standing as usual for $x \times 10^{y}$.

The tradeoff related to matrices $e_{F}(k)$ should be noted: not pre-computing them would save $\mathcal{O}\left(N M_{P}^{2}\right)$ memory positions while making the computational cost of the second stage about $M_{P}$ times larger. We note also that in Table XI multiple indices such as $\left(k_{1}, k_{2}\right)$ are used only for notational simplicity. In fact, since the kernels are in triangular form, storing sequentially each one in a vector $\mathbf{h}_{p} \in \mathbb{R}^{l_{p}}$ requires less memory.

## B. Exploiting rank-retaining decomposition of $\mathbf{G}$

As the last $\bar{m}_{P}$ columns of $\mathbf{G}$ are null, $\operatorname{rank}(\mathbf{G}) \leq M_{P-1}$ and thus $\mathbf{G}$ admits a rank-retaining decomposition (RRD) of the form $\mathbf{G}=\mathbf{A} \mathbf{B}^{T}$, with $\mathbf{A}, \mathbf{B} \in \mathbb{R}^{M_{P} \times M_{P-1}}$. To reduce

TABLE XII
DIMENSION OF (NON-REDUNDANT) EXTENDED STATE VECTOR AND NUMBER OF KERNEL COEFFICIENTS.

| $M_{P}$ |  |  |  |  | $L_{P}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m \backslash P$ | 2 | 3 | 4 | 5 | $N \backslash P$ | 2 | 3 | 4 | 5 |
| 4 | 14 | 34 | 69 | 125 | 25 | 3.5 e 2 | 3.3 e 3 | 2.4 e 4 | 1.4 e 5 |
| 11 | 77 | 363 | 1364 | 4367 | 100 | 5.2 e 3 | 1.8 e 5 | 4.6e6 | 9.7 e 7 |

computing cost, from (6) and with $d_{m}=k_{m}-k_{m-1}$ we write for $p>1$

$$
\begin{equation*}
h_{p}\left(\boldsymbol{k} T_{s}\right)=e_{A}\left(k_{1}\right) e_{A B}\left(d_{2}\right) \ldots e_{A B}\left(d_{p-1}\right) e_{B}\left(d_{p}\right) \tag{25}
\end{equation*}
$$

where $e_{A}()=.\mathbf{c}^{T} e_{F}(.) \mathbf{A}, e_{A B}()=.\mathbf{B}^{T} e_{F}(.) \mathbf{A}$ and $e_{B}()=$. $\mathbf{B}^{T} e_{F}(.) \mathbf{b}$. These are pre-computed up to $k=N-1$ by

$$
\begin{aligned}
\mathbf{c}_{e}(k) \leftarrow \mathbf{c}_{e}(k-1) e_{F}(1), & e_{A}(k) \leftarrow \mathbf{c}_{e}(k) \mathbf{A} \\
\mathbf{B}_{e}(k) \leftarrow \mathbf{B}_{e}(k-1) e_{F}(1), & e_{A B}(k) \leftarrow \mathbf{B}_{e}(k) \mathbf{A} \\
\mathbf{b}_{e}(k) \leftarrow e_{F}(1) \mathbf{b}_{e}(k-1), & e_{B}(k) \leftarrow \mathbf{B}^{T} \mathbf{b}_{e}(k)
\end{aligned}
$$

with $\mathbf{c}_{e}(0)=\mathbf{c}^{T}, \mathbf{B}_{e}(0)=\mathbf{B}^{T}$ and $\mathbf{b}_{e}(0)=\mathbf{b}$. This requires $\mathcal{C}_{e}^{r}=\mathcal{O}\left(M_{P}^{3}\right)+N M_{P}\left(1+2 M_{P-1}+2 M_{P}+M_{P-1}^{2}+M_{P-1} M_{P}\right)$
multiplications, where the first term encompasses the cost of $e_{F}(1)$ and the RRD $\mathbf{G}=\mathbf{A B} \mathbf{B}^{T}$. This represents a reduction of roughly $\mathcal{O}\left(M_{P} / M_{P-1}\right)$ with respect to $\mathcal{C}_{e}$ in (23).

Now, (25) is implemented analogously to Table XI but with less costly matrix products, since $e_{A B}(k) \in \mathbb{R}^{M_{P-1} \times M_{P-1}}$, whereas $\mathbf{G}, e_{F}(k) \in \mathbb{R}^{M_{P} \times M_{P}}$. It requires thus

$$
C_{h}^{r}=\left(L_{P}-l_{1}\right) M_{P-1}+\left(L_{P-1}-l_{1}\right) M_{P-1}^{2}
$$

multiplications, meaning a cost reduction of roughly $L_{P} M_{P}^{2} / L_{P-1} M_{P-1}^{2}$ relatively to $\mathcal{C}_{h}$ in (24).

## C. Use of developed MEX functions

Faster execution of the nested loops in recursive kernel computation can be attained using a MEX function. It is important that it is written using the basic linear algebra subprograms (BLAS) library for matrix-matrix and matrixvector products. In particular, BLAS can take advantage of the availability of multiple processors or cores to automatically parallelize these operations when the involved matrices have sufficiently large dimensions.

## D. Numerical comparison

We now compare the execution times of the above presented methods when applied to setups (A) and (B) described in Section III-A. The RRD used in the procedure of Sec. IV-B is the economical singular value decomposition (SVD) $\mathbf{G}=$ $\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{T}$, by setting $\mathbf{A}=\mathbf{U} \boldsymbol{\Sigma}^{1 / 2}$ and $\mathbf{B}=\mathbf{V} \boldsymbol{\Sigma}^{1 / 2}$, which has cost $\mathcal{O}\left(M_{P}^{3}\right)$, where $\mathbf{U}, \mathbf{V} \in \mathbb{R}^{M_{P} \times M_{P-1}}$ and $\boldsymbol{\Sigma} \in$ $\mathbb{R}^{M_{P-1} \times M_{P-1}}$.

The measured times for $P \in\{2,3,4,5\}$ and $N \in\{25,100\}$ are shown in Table XIII. For setup (B), the matrix products were automatically parallelized across multiple cores when the operands were sufficiently large. One can see that the cost reduction delivered by RRD grows with $P$, as expected. In

TABLE XIII
Routines of Sections IV-A, IV-B and IV-C: execution times (Sec)

Setup (A)

| Recursive (IV-A) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Recursive+RRD (IV-B) |  |  |  |  |  | Rec.+RRD+mex (IV-C) |
| $P$ | $N=100$ | $N=25$ | $N=100$ | $N=25$ | $N=100$ | $N=25$ |
| 2 | $1.9 \mathrm{e}-2$ | $1.9 \mathrm{e}-3$ | $1.3 \mathrm{e}-2$ | $1.8 \mathrm{e}-3$ | $2.7 \mathrm{e}-3$ | $1.4 \mathrm{e}-3$ |
| 3 | 0.70 | $1.8 \mathrm{e}-2$ | 0.36 | $1.1 \mathrm{e}-2$ | $1.2 \mathrm{e}-2$ | $3.9 \mathrm{e}-3$ |
| 4 | 29 | 0.17 | 9.6 | $7.4 \mathrm{e}-2$ | 0.28 | $1.2 \mathrm{e}-2$ |
| 5 | 2922 | 4.7 | 212 | 0.43 | 15 | $8.7 \mathrm{e}-2$ |
| Setup (B) |  |  |  |  |  |  |
| Recursive (IV-A) |  |  |  |  |  |  |
| $P$ | $N=100$ | $N=25$ | $N=100$ | $N=25$ | $N=100$ | $N=25$ |
| 2 | $4.8 \mathrm{e}-2$ | $6.63 \mathrm{e}-3$ | $2.3 \mathrm{e}-2$ | $6.0 \mathrm{e}-3$ | $1.2 \mathrm{e}-2$ | $5.5 \mathrm{e}-3$ |
| 3 | $18^{\dagger}$ | $0.47^{\dagger}$ | 0.62 | 0.14 | 0.26 | 0.14 |
| 4 | $4978^{\dagger}$ | $36^{\dagger}$ | $50^{\dagger}$ | $7.3^{\dagger}$ | $27^{\dagger}$ | $7.2^{\dagger}$ |
| 5 | $\ddagger$ | $1874^{\dagger}$ | $5577^{\dagger}$ | $285^{\dagger}$ | $5090^{\dagger}$ | $284^{\dagger}$ |

$\dagger$ : automatic usage of multiple cores. $\ddagger$ : computationally impractical.
particular, it attains a factor of 4978/50 $\approx 100$ for $P=4$ and $N=100$ in setup (B). Furthermore, the use of the developed MEX functions can significantly bring down execution time. For instance, a reduction of $212 / 15 \approx 14$ is achieved for $P=$ 5 and $N=100$ in setup (A). We note that the combined used of the strategies discussed in Sections IV-B and IV-C yields a remarkable overall computing time reduction. For instance, of $4978 / 27 \approx 184$ for $P=4$ and $N=100$ in setup (B).

## E. Comparison with other approaches

Deriving Volterra kernels by means of CB has advantages over other approaches such as the growing exponential approach (GEA) and the variational equation approach (VEA) [4]. Namely, CB is easier to implement and more versatile than both GEA and VEA, since it can be used to directly compute kernels or GFRFs. Despite the relative popularity of Volterra models, the numerical computation of kernels from state-space equations has received little attention in the literature. In [51], [52], a procedure based on multi-indexes relying on GEA is proposed. It should be noted that the considered PM is more general, involving a differential equation that can be nonlinear in the input. However, the method is more complex than ours and requires more symbolic processing. It should also be noted that a somewhat more general form can be considered by replacing $u(t)$ by $h(u(t))$ in (4), where $h($.$) is a$ nonlinearity. This corresponds then to the cascade of a system $\mathcal{S}_{1}$ defined by $v(t)=h(u(t))$ with a linear-analytic system $\mathcal{S}_{2}$ like (4) with $v(t)$ as input. In several of the applications of our method discussed in the Introduction and in Section VI, it would simply be a matter of cascading $\mathcal{S}_{1}$ with the suitable approximation of $\mathcal{S}_{2}$ derived using our method.

In comparison with the frequency domain method of our previous work [12], the time domain methods presented here are much more efficient, due to the strategies presented in Sections IV-A to IV-C. With them, for instance, for $P=4$, $N=100$ and setup (B) the kernels take only 27 seconds to compute (cf. Table XIII). If the procedure of [12] is employed instead, then the filters of the setup can be incorporated during
the GFRFs computation, and thus the starting point is a PM of order $m=3$, instead of $m=11$. Even so, the kernels still take much longer to compute: 10612 seconds (about 393 times more). Furthermore, although directly sampling the kernels in the time domain introduces aliasing [12], they are exact when employed to model a typical structure found in digital signal processing applications, which is described next.

## V. Discrete-time kernels

The efficient computation of bilinear approximations and Volterra kernels presented in the preceding sections is now employed to obtain and apply reference discrete-time Volterra kernels in the context of signal processing.

## A. Overall setup

In many problems, such as acoustic echo cancellation [18], equalization [20], closed-loop linearization [22], [23] and active noise control [14], input and output signals of a nonlinear system originate and end in discrete-time, as in Figure 1, which was discussed in Section III-A. ${ }^{9}$ This configuration is directly found, for instance, in acoustic echo cancellation: the nonlinear adaptive filter aims to approximate a discrete-time version of the kernels of $V$, where $V_{o}$ comprises the amplifier, the loudspeaker and the room acoustic response. The same configuration also appears implicitly in other contexts such as nonlinear model predictive control [64], where, in particular, the filter $H_{r}$ may incorporate the dynamics of some actuator.

## B. Reference discrete-time Volterra kernels

By augmenting the state-space physical model (PM) of the nonlinear system $V_{o}$ with filters $H_{r}$ and $H_{a}$, a bilinear approximation of the overall system $V$ in Figure 1 can be computed with the CB procedures of Section III (this applies in particular to our setup example (B)). The triangular kernels $h_{p}\left(\boldsymbol{k} T_{s}\right)$ of $V$ sampled on a regular grid can then be computed as described in Section IV. Now, when $D(z) \equiv 1$, from (1), the $p$ th order component of $y(n)$ is given by

$$
\begin{equation*}
y_{p}(n)=\int_{\mathbb{R}_{+}^{p}} h_{p}(\boldsymbol{\tau}) \prod_{i=1}^{p} u\left(n T_{s}-\tau_{i}\right) d \boldsymbol{\tau} \tag{26}
\end{equation*}
$$

Assuming an ideal D/A converter and replacing its output $u(t)=\sum_{k=-\infty}^{\infty} u(k) \delta\left(t-k T_{s}\right)$ in (26) leads to

$$
\begin{equation*}
y_{p}(n)=\sum_{k_{1}=0}^{\infty} \sum_{k_{2}=k_{1}}^{\infty} \ldots \sum_{k_{p}=k_{p-1}}^{\infty} v_{p}(\boldsymbol{k}) \prod_{i=1}^{p} u\left(n-k_{i}\right) \tag{27}
\end{equation*}
$$

where the discrete-time kernels are

$$
\begin{equation*}
v_{p}(\boldsymbol{k}) \triangleq \frac{1}{m_{1}!\ldots m_{q}!} h_{p}\left(\boldsymbol{k} T_{s}\right) \tag{28}
\end{equation*}
$$

with $q$ denoting the number of distinct indexes among $k_{1}, \ldots, k_{p}$ and $m_{1}, \ldots, m_{q}$ denoting their corresponding numbers of occurrences [65]. In practice, this procedure can be applied in the case of a zero-order hold ( ZOH ) D/A converter followed by a correction filter with response $\operatorname{sinc}^{-1}\left(f T_{s}\right)$ up to the stopband edge of the reconstruction filter $H_{r}$.
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## C. Uncorrected ZOH D/A converter

More generally, a ZOH D/A converter can be modeled by cascading the differentiator $D(z)=1-z^{-1}$ and the ideal D/A converter and augmenting $V$ with an integrator at its input [66]. Using the formal series $V_{p}(\boldsymbol{z})=$ $\sum_{k_{1}=0}^{\infty} \ldots \sum_{k_{p}=k_{p-1}}^{\infty} v_{p}(\boldsymbol{k}) z_{1}^{-k_{1}} \ldots z_{p}^{-k_{p}}$ it can be verified that $V_{p}(\boldsymbol{z})=D\left(z_{1}\right) D\left(z_{2}\right) \ldots D\left(z_{p}\right) V_{p}^{I}(\boldsymbol{z})$, where $V_{p}^{I}(\boldsymbol{z})$ corresponds to the integrator-augmented system. From this a computational procedure to determine the kernels $v_{p}(\boldsymbol{k})$ from the computed kernels $v_{p}^{I}(\boldsymbol{k})$ can be obtained. Setup example (A) falls into this case.

## VI. Applications in signal processing

With the procedures we have described, Volterra and bilinear models can be efficiently computed from a reference PM. Their application is discussed in the following, extending the discussion in the Introduction. Sections VI-A to VI-D are connected whereas the remaining subsections are more independent. It should be noted that the use of a state-space structure based on the PM for applications such as nonlinear acoustic echo cancelling and predistortion, discussed below, would have the problems discussed in Section II-C.

## A. Overview of systems for attenuation of nonlinearities

Nonlinear acoustic echo cancellation (NLAEC) [18] and linearization [22]-[24] are examples of the goals of such systems. Usually, their design requires 1) choosing strucutural parameters such as nonlinear order and memory length, and either 2) establishing values for the set of parameters defined by the structural parameters, or 3) choosing an adaptive algorithm to do so in the course of operation. The conventional approach is to use measured or simulated input/output signals of the nonlinear system to guide those design tasks in an iterative manner. An initial choice of structural parameters is made and then the non-structural parameters are identified using the input/output signals. Depending on the resulting modeling error, another choice of structural parameters is made. However, it may be not clear whether the modeling error is due to an inadequate choice of structural parameteres or to a deficiency of the identification algorithm, which, besides, may also be under development. Using a reference model as we propose makes this easier, since it provides a realistic a priori guide to the choice of structural parameters and also an initial point for refining parameter values. The choice of structural parameters in the context of NLAEC is exemplified in some detail in Section VI-B, and is discussed in Section VI-C for linearization by predistortion. In particular, when using simulations instead of measurements, reference Volterra or bilinear models can, additionally, allow much faster simulations than the PM itself, as seen in Section VI-D.

## B. Selection of structural parameters for NLAEC

With the reference discrete-time kernels, the parameters of a related non-linear processing structure can be chosen. Typically this involves computing its output $y(n)$ and (with a numerical integration routine) the output $y_{\mathrm{PM}}(n)$ of the PM ,


Fig. 2. Loudspeaker modeling: normalized MSE for Volterra Filter of order $P$ and memory length $N$.
for different realizations of a random process that models the input $u(n)$ in the application of interest.

As an example, in the context of non-linear acoustic echo cancellation (NLAEC), we consider setup (A) from Section III-A, which corresponds to $H_{r}(z)=H_{a}(z) \equiv 1$ in Fig. 1. For such task, we initially evaluate the Volterra Filter (VF) given by the discrete-time kernels $v_{p}(\boldsymbol{k})$ for some order $P$ and memory length $N$. Figure 2 shows the normalized MSE (NMSE) $\left\|y(n)-y_{\mathrm{PM}}(n)\right\|^{2} /\left\|y_{\mathrm{PM}}(n)\right\|^{2}$ for 100 realizations of 500 samples of a Gaussian input signal with band $\pi / 4$ and sampling frequency 5 kHz . To obtain a range of input powers, the same 100 realizations were scaled accordingly.

It can be seen that if a NMSE smaller than, for instance, -60 dB were desired for inputs up to $0 \mathrm{dBV}^{2}$, one would then choose $P=4$ and some $90<N<120$. For $N=$ 120 , such a VF would have $L_{P}=9.4 \times 10^{6}$ coefficients, which is too large in practice. We note also that since the VF is a polynomial system and the loudspeaker is not, for high input powers the NMSE actually gets worse as $P$ grows. Still in the NLAEC setting, we now evaluate the Volterra-CPD ${ }^{10}$ structure [15], which for a given NMSE tends to have much less coefficients than the VF, provided the (symmetric) kernels admit low-rank approximations (but is no longer linear in the parameters). We employed Tensorlab 3.0 [67] to decompose each symmetric higher-order kernel. For $p=2$, the truncated SVD was used. The resulting NMSE, for $N=100$ and in the same conditions as above, is shown in Fig. 3. A NMSE smaller than -60 dB for inputs smaller that $0 \mathrm{dBV}^{2}$ would now require $P=4$ and $R=15$. The resulting number of coefficients, $[1+(P-1) R] N=4600$, is 3 orders of magnitude smaller than that of the VF.

## C. Selection of structural parameters for predistortion

One common approach for attenuating nonlinear distortions of a system is by predistorting its input so that the overall output is (approximately) linear. In particular, a well-developed
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Fig. 3. Loudspeaker modeling: normalized MSE for Volterra-CPD of order $P$, rank $R$ and memory length $N=100$.
theory exists for linearizing a Volterra system up to a certain order $P$ [2], [6], [24]. ${ }^{11}$ In the design of a predistortion system, choosing structural parameters could be made easier by using the reference kernels obtained from a PM of the system to be linearized.

## D. Simulation of nonlinear systems

Structural assessments as in Section VI-B can be also used to characterize speed vs. accuracy tradeoffs in the simulation of nonlinear systems. The range of such tradeoff is exemplified by the fact that, for the results above, Matlab's integration routine ode 133 (with default precision) took around 6 hours to compute outputs $y_{\mathrm{PM}}(n)$ for the set of 100 realizations and 25 scales of the input. On the other hand, the VF with $P=4$, $N=120$ and a diagonal representation of the kernels [6, p. 414] and the Volterra-CPD with $N=100, P=4$ and $R=15$ took only 21 minutes and 0.88 seconds, respectively. Both (but not ode133), moreover, are little affected by the number of scales, since the output factors $s^{p} y_{p}(n)$ for input $s u(n)$ are given directly from the factors $y_{p}(n)$ for input $u(n)$.

## E. Reduced-order bilinear modeling

One utility of the CB is providing a bilinear approximation of the reference PM. Though the order of the resulting bilinear model grows rapidly with the nonlinearity order $P$, one can employ order reduction techniques such as that of [68] to obtain a more compact model, whose use can be significantly less costly in comparison with the CB's output. We can expect this indirect procedure to be algebraically simpler than trying to obtain a good reduced-order bilinear approximation directly from the reference PM.

## F. Calculation of nonlinear distortion

For design purposes, it may be of interest to study how certain components affect the nonlinear distortions introduced

[^10]by a given device. Assuming a known reference PM involves parameters which quantify properties of these components, one can compute reference kernels for particular parameter values and then measure the resulting harmonic and intermodulation distortions from their associated GFRFs ${ }^{12}$. From the discussion in Section II-C and the example in Section VI-D, this approach can be faster than one based on directly simulating the reference PM.

## G. Kernel-based fault diagnosis

Detecting abnormal operation of a mechanical system is an important application. One possible approach is to classify its operation based on features extracted from identified Volterra kernels [69]. If a reference PM is known, one can derive reference Volterra kernels corresponding to parameter configurations which characterize normal and abnormal operation regimes. These kernels can then be exploited to classify subsequently identified kernels of the operating system.

## H. Evaluation of tensor modeling algorithms

Another interesting use of the reference kernels is in the evaluation of algorithms which estimate tensor models [70]. For instance, measuring the performance of CP decomposition algorithms using data tensors derived from a PM (instead of artificially generated ones) allows to realistically assess their potential in a practical application.

## VII. CONCLUSION

Approximating a nonlinear system by a bilinear model is a useful technique for several purposes. Among them, the computation of associated Volterra kernels provides important information on the system's dynamics, allows assessing the parametric complexity of many candidate nonlinear models and can also be used for simulating its operation. The package of computational tools that we have offered in this paper allows an efficient computation of a bilinear approximation of a linear-analytic system, via Carleman's bilinearization method, and of the Volterra kernels associated with a bilinear representation. They include techniques which exploit sparsity and which perform a partially symbolic computation for an efficient computation for various sets of parameter values. To illustrate the usefulness of these contributions, reproducible examples included in this package were presented. Namely, we have calculated reference bilinear models and kernels of a loudspeaker model considering a typical DSP configuration possibly involving reconstruction and anti-aliasing filters. These kernels were then used for evaluating the suitability of a more compact tensor-based nonlinear model and also for efficiently simulating the system's operation under multiple inputs of same waveform but varying power levels.
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[^1]:    ${ }^{1}$ In the context of signal processing, the term Volterra filter (VF) is often used in connection with the discrete-time version of the truncated Volterra series.

[^2]:    ${ }^{2}$ Computing the bilinear approximation of [59] requires the family of solutions to $\mathrm{x}^{\prime}=\mathbf{f}(\mathbf{x})$ and $\mathrm{x}^{\prime}=\mathbf{g}(\mathbf{x})$.

[^3]:    ${ }^{3}$ URL of the developed package: [61].

[^4]:    ${ }^{4}$ In the interest of reproducibility, scripts for all results are in [61].

[^5]:    ${ }^{5}$ We note that this direct CB was not implemented in [12].

[^6]:    ${ }^{6}$ In particular, for $m=11$ and $P=5$ the memory requirement largely exceeded the 16 GB of our system and thus the corresponding execution time in Table VI was estimated by the time measured for setup (A) and $P=5$ multiplied by $\mathcal{A}(11,5) / \mathcal{A}(4,5)$.
    ${ }^{7}$ The redundancy of the direct CB is already pointed out in [4].

[^7]:    ${ }^{8}$ This can be more easily seen in (12) and is guaranteed here by the application of the $\times$ operator, which shifts the elements of previous rows $\overline{\mathbf{f}}_{k}$ and $\overline{\mathbf{f}}_{l}$ to the right.

[^8]:    ${ }^{9}$ In particular, we recall that $D(z)$ is used to obtain a ZOH D/A behaviour.

[^9]:    ${ }^{10}$ From Canonical Polyadic Decomposition, also referred to as PARAFAC decomposition, from Parallel Factors.

[^10]:    ${ }^{11}$ This approach requires that the inverse of the linear subsystem be stable and causal [2].

[^11]:    ${ }^{12}$ The spectral analysis for non-linear systems by means of GFRFs is studied in [53].

