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Controllability of a 4 x 4 quadratic reaction-diffusion system

Kévin Le Balc’h*
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Abstract

We consider a 4 x 4 nonlinear reaction-diffusion system posed on a smooth domain  of RY (N > 1) with
controls localized in some arbitrary nonempty open subset w of the domain 2. This system is a model for
the evolution of concentrations in reversible chemical reactions. We prove the local exact controllability to
stationary constant solutions of the underlying reaction-diffusion system for every N > 1 in any time 7" > 0.
A specificity of this control system is the existence of some invariant quantities in the nonlinear dynamics.
The proof is based on a linearization which uses return method and an adequate change of variables that
creates crossed diffusion which will be used as coupling terms of second order. The controllability properties
of the linearized system are deduced from Carleman estimates. A Kakutani’s fixed-point argument enables
to go back to the nonlinear parabolic system. Then, we prove a global controllability result in large time for
1 < N < 2 thanks to our local controllabillity result together with a known theorem on the asymptotics of
the free nonlinear reaction diffusion system.

Key words. Controllability to stationary states, parabolic system, nonlinear coupling, Carleman esti-
mate, return method
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1 Introduction

Let T > 0, N € N*, Q be a bounded, connected, open subset of R of class C?, Q := (0,7) x  and w a
nonempty open subset of €.

1.1 Presentation of the nonlinear reaction-diffusion system
Let (dy,da,ds,ds) € (0,+00)*. We are interested in the following reaction-diffusion system
Oyu; — diAuy = (—1) (urug — uguy) in (0,7) x £,

Vi<i<d4, ¢ 2= on (0,T) x 9, (1)
u;(0,.) = uip in €,

where n is the outer unit normal vector to 0€2. This system is a model for the evolution of the concentration
u;(.,.) in the reversible chemical reaction

Ui +Us = Uy + Uy,

by using the law of mass action, Fick’s law and the fact that no substance crosses the boundary (Neumann
conditions). For this quadratic system, global existence of weak solutions holds in any dimension.

Proposition 1.1. [40, Proposition 5.12]
Let ug € L2(2)*. Then, there exists a global weak solution (in the sense of the definition [40, Section 5, (5.12)])
to (1).

For dimensions N = 1, 2, it was proved that the solutions are bounded and therefore classical for bounded
initial data (see [21], [34] and [36]). It was not known until recently whether they were bounded in higher
dimension (see [40, Section 7, Problem 3] and references therein for more details). But, a very recent preprint
[19] proves that these solutions are smooth.

1.2 The question

Let (u},u},u},u}) € [0,+00)? satisfying
Uz = upuy. (2)

We will say that (u})1<;<4 is a stationary constant solution of (1).

Remark 1.2. The nonnegative stationary solutions of (1) are constant (see Proposition 6.1 in Appendix).
Thus, it is not restrective to assume that (u, uj, u3, u}) € [0, +00)%.

The question we ask is the following : Could one reach stationary constant solutions of (1) with
localized controls in finite time?

We introduce the notations:
j €{1,2,3} denotes the number of internal controls that we allow in the equations of (1),

By symmetry of the system, we reduce our study to the case of controls entering in the first equations. Thus,
we consider the following system

Opu; — djAu; = (—1)i(U1U3 — U2U4) + hilwligj in (O,T) x Q,
VI<i<d4, { Zu=y on (0,T) x 0K, (3)
ui(O, ) = U;.0 in €.

We are interested in the L®-controllability properties of (3): For every ug € L>(Q)*, does there exist
(hi)1<i<;j € L>(Q)7 such that the solution u of (3) satisfies

Vie {1,2,3,4}, wi(T,.) = u'? (4)



1.3 Two partial answers

Our first main outcome is a local controllability result in L>*°(f2) with controls in L>(Q) for (3), i.e.
we will show that for every 1 < j < 3, there exists 6 > 0 such that for every uo € Xj (a,),(ur) (a " natural "
subspace of L ()%, see Section 3.1), with ||ug — U || oo (qys < 0, there exists (h)1<i<; € L>(Q)? such that
the solution u of (3) satisfies (4).

Our second main result is a global controllability result in L>°(2) with controls in L*>°(Q) for (3) in
large time and in small dimension, i.e. we will prove that for every 1 <N < 2,1 < j <3, up € Xj (4,),(ur)
which verifies a positivity condition (see (41)), there exist T sufficiently large and (h;)1<i<j € L>((0,T*) x Q)
such that the solution u of (3) (replace T with T™*) satisfies (4) (replace T' with 7).

The precise results are stated in Section 3 (see Theorem 3.2 and Theorem 3.6).

1.4 Bibliographical comments for the null-controllability of parabolic systems
with localized controls

Now, we discuss the null-controllability of parabolic coupled parabolic systems. The following results will be
useful for having a proof strategy of our two main results.

Remark 1.3. We choose to present parabolic systems with Dirichlet conditions because these results are more
easy to find in the literature. However, all the following results can be adapted to the Neumann conditions.

1.4.1 Linear parabolic systems

The problem of null-controllability of the heat equation was solved independently by Lebeau, Robbiano in 1995
(see [38] or the survey [37]) and Fursikov, Imanuvilov in 1996 (see [30]) with Carleman estimates.

Theorem 1.4. For every ug € L*(2), there exists h € L*(Q) such that the solution u of

Opu— Au=hl, in (0,T) x Q,
u=0 on (0,7) x 04,
u(0,.) = ug in Q,

satisfies uw(T,.) = 0.
Then, null-controllability of linear parabolic systems was studied. A typical example is

Opu — DAu = Au+ Bhl, in (0,T) x Q,
u=0 on (0,T) x 99, (5)
u(0,.) = ug in £,

where u € C([0,T]; L?>(Q)%) is the state, h € L%(Q)!, 1 < I < k, is the control, D := diag(dy,...,d;) with
d; € (0,+00) is the diffusion matriz, A € My(R) (matrix with k lines and k columns with entries in R) is
the coupling matriz and B € My (R) (matrix with & lines and ! columns with entries in R) represents the
distribution of controls.

Definition 1.5. System (5) is said to be null-controllable if for every uy € L%(Q)*, there exists h € L?*(Q)
such that the solution u of (5) satisfies u(T,.) = 0.

The triplet (D, A, B) plays an important role for null-controllabillity of (5) as the following theorem, proved
by Ammar-Khodja, Benabdallah, Dupaix and Gonzalez-Burgos (which is a generalization of the well-known
Kalman condition in finite dimension, see [14, Theorem 1.16]), shows us.

Theorem 1.6. ([5, Theorem 5.6])
Let us denote by (A )m>1 the sequence of positive eigenvalues of the unbounded operator (—A, H*(Q) N Hy ()
on L?(). Then, the following conditions are equivalent.

1. System (5) is null-controllable.

2. For every m > 1, rank((—=AnD 4+ A)|B) = k, where

((=AmD + A)|B) := (B, (~AmD + A)B, (<A D + A)?B, ..., (~AnD + A)* ' B).



For example, let us consider the 2 x 2 toy-system,

Owur — diAuy = ajur + apue + h1l, In (O7 T) x €,

8tu2 — dQAUQ = ag1U1 + 22Uz in (O,T) X Q, (6)
u=0 on (0,T) x 09,

u(0,.) = ug in Q,

where a; ; € L>(Q) for every 1 <4, j < 2. We easily deduce from Theorem 1.6 the following proposition.

Proposition 1.7. We assume a;; € R for every 1 <1i,j < 2. The following conditions are equivalent.
1. System (6) is null-controllable,
2. ag1 7é 0

Roughly speaking, u; can be driven to 0 thanks to the control h; and us can be driven to 0 thanks to the
coupling term agiuy. We have the following diagram

controls controls
h1 ~ Uy ~ u2.

We also have a more general result for the toy-model (6).

Proposition 1.8. (/5, Theorem 7.1])

We assume that for every 1 < i,j < 2, a;; € L>®(Q) and there exist t1 < to € (0,T), a nonempty open
subset wy C w and € > 0 such that for almost every (t,x) € (t1,t2) X wo, |a21(t,z)| > €. Then, system (6) is
null-controllable.

Roughly speaking, if the coupling term as; lives somewhere in the control zone, then (uj,us) can be driven
to (0,0). The case where supp(as;) Nw = @ is more difficult even if as; depends only on the spatial variable: a
minimal time of control can appear (see [6] and [7]).

In order to reduce the number of controls entering in the equations of a linear parabolic system, a good
strategy is to transform the system into a cascade system. This type of system has been studied by Gonzalez-
Burgos and de Teresa (see [32]). For example, let us consider the 3 x 3 toy system,

Oiu; — diAuy = ajqur + ajous + ajsus + hl, in (0, T) x

Osug — daAug = agiuy + agos + assus in (O,T) x €,

Oyuz — d3Aus = a32U2 + a33U3 in (O, T) x Q (7)
u=0 on (0,T) x 09,

u(0,.) = ug in Q.

where for every 1 <i,j <3, a;; € L™(Q).

Proposition 1.9. If there exist t1 < t2 € (0,T'), a nonempty open subset wy C w and € > 0 such that for almost
every (t,z) € (t1,t2) X wo, |az1(t,z)| > € and |aza(t,x)| > €, then system (7) is null-controllable.

Roughly speaking, u; can be driven to 0 thanks to the control hi, us can be driven to 0 thanks to the
coupling term asju; (which lives somewhere in the control zone) and wz can be driven to 0 thanks to the
coupling term agous (which lives somewhere in the control zone). Heuristically, we have the following diagram

controls controls controls
hl ~ Uq ~ u9 ~ us.

For more general results, see [4], [3], [2] and the survey [5, Sections 4, 5, 7].

We can also replace the coupling matrix A in the system (5) by a differential operator of first order or second
order. In this case, there exist some similar results (see [31], [10] with a technical assumption on w, [22], [23],
[24]). For example, let us consider the particular case of the 2 x 2 system

Oyuy — d1Auy = g11-Vui + g12.Vug + aj1uy + ajous + hil, in (O,T) x Q,

Opug — daAug = g21-Vu1 + go22.Vus + as1u1 + ageus in (O,T) x , (8)
u=0 on (0,T) x 99,

u(0,.) = uo in Q,

where a;; € R, g;; € R for every 1 < 4,j < 2. Then, system (8) is null-controllable if and only if gs; # 0 or
az1 # 0. This result is due to Duprez and Lissy (see [23, Theorem 1]). It is proved by a fictitious control method
and algebraic solvability, introduced for the first time by Coron and Lissy in [18]. However, the situation is
much more complicated and is not well-understood in the case where a;;, ¢;; (1 < 4,5 < 2) depend on the



spatial variable. One can see the surprising negative result of null-controllability: [24, Theorem 2]. When A
is a differential operator of second order (take A = AA + C with (A, C) € M (R)? to simplify), the coupling
matrix A disturbs the diagonal diffusion matrix D and creates a new “crossed” diffusion matrix: D=D - A.
When D is not diagonalizable, there are few results (see [27] with a technical assumption on the dimension of
the Jordan Blocks of D and [25, Theorem 5.1] when w satisfies the geometric control condition (GCC)). Let us
also keep in mind the following result which help to understand our analysis.

Proposition 1.10. (/35, Theorem 3], [27, Theorem 1.5])
Let ay1, a12, d € R. Let us consider the 2 X 2 toy system,

81511,1 — dlAul = aii1u; + ajpus + hl 1w in (O,T) X Q,
Orus — doAus = dAuq in (0,7) x Q, )
u=0 on (0,7) x 99,

u(0,.) = ug in Q.

Then, the following conditions are equivalent.
1. System (9) is null-controllable.
2. d#0.

Roughly speaking, u; can be driven to 0 thanks to the control h; and us can be driven to 0 thanks to the
coupling term of second order dAu;.

di 0
d dy
formation together with Theorem 1.6, one can prove Proposition 1.10. However, in this paper, we choose the
opposite strategy. We transform (3) into a system like (9) (with four equations). Indeed, such a system seems
to be a cascade system with coupling terms of second order.

Remark 1.11. When it is possible, one can diagonalize the matrix D= . Then, by a linear trans-

1.4.2 Nonlinear parabolic systems

Then, another challenging issue is the study of the null-controllability properties of semilinear parabolic systems.
The usual strategy consists in linearizing the system around 0 and to deduce local controllability properties of
the nonlinear system by controllability properties of the linearized system and a fixed-point argument.

For example, let us consider the 2 x 2 model system,

Opuy — diAuy = fi(u1,uz) +hily, in (0,7) x €,
8tU2 — dgAUg = fg(ul, 'LLQ) in (O,T) X Q, (10)
u=0 on (0,T) x 09,

u(0,.) = ug in Q.,
where f; and f> belong to C°°(R?;R). Then, the following result is a consequence of Proposition 1.7.

Proposition 1.12. Let us suppose that gii (0,0) # 0. Then, there exists & > 0 such that for every ug € L (£2)?
which satisfies |[uol| o (g2 < 6, there exists hy € L>(Q) such that the solution u of (10) verifies u(T,.) = 0.

Remark 1.13. This result is well-known but it is difficult to find it in the literature (see [1, Theorem 6| with
a restriction on the dimension 1 < N < 6 and other function spaces or one can adapt the arguments given in
[16] to get Proposition 1.12 for any N € N*). For other results in this direction, see [44], [39], [33] and [12].

When f; does not satisfy the hypothesis of Proposition 1.12, another strategy consists in linearizing around
a non trivial trajectory (ur,uz,h1) of the nonlinear system which goes from 0 to 0. This procedure is called
the return method and was introduced by Coron in [13] (see [14, Chapter 6]). This method conjugated with
Proposition 1.8 gives the following result.

Proposition 1.14. We assume that there exist t1 < ty € (0,T), a nonempty open subset wy C w and € > 0
such that |g—£21(771, Uz)| > € on (t1,t2) X wo. Then, there exists § > 0 such that for every uy € L*(Q)? which
satisfies |[uol| ()2 < 0, there exists hy € L>(Q) such that the solution w of (10) verifies u(T,.) = 0.

Proposition 1.14 is proved in [16] and used in [16] with fo(u;,us) = u3 + Rug, where R € R, [15] and [17].

Finally, Chaves-Silva and Guerrero have studied the local controllability of the Keller-Segel system in which
the nonlinearity involves derivative terms of order 2 (see [12]). Some ideas of [12] are exploited in our proof.



1.5 Proof strategy of the two main results

Let us return to the main question discussed in this paper (see Section 1.2) and the expected results as explained
in Section 1.3.

The local controllability result is deduced from controllability properties of the linearized system around
(u})1<i<a of (3). This strategy presents two main difficulties.

For the case of 3 controls (see Section 4.1.1), if (u},u}, uf) # (0,0,0), the linearized system is controllable
and consequently the nonlinear result comes from an adaptation of Proposition 1.12. If (uf,u}, u}) = (0,0,0),
the linearized system is not controllable. Then, we use the return method to overcome this problem and the
nonlinear result comes from an adaptation of Proposition 1.14.

For the case of 2 controls and 1 control, there exist some invariant quantities in the nonlinear system and
consequently in the linearized system, that prevent controllability from happening in the whole space L>(Q)*.
Therefore, we restrict the initial data to a “natural” subspace of L>(2)* (see Section 3.1). A modified version
(for Neumann conditions) of Theorem 1.6 cannot be applied to the linearized system of (3) because the rank
condition is never satisfied (due to the invariant quantities). An adequate change of variable gets over this
difficulty by creating crossed-diffusion and by using coupling matrices of second order (see Section 4.1.2 and
Section 4.1.3). Then, we treat the controllability properties of the linearized system by adapting Proposition 1.9
and Proposition 1.10.

To summarize, we must require necessary conditions on the initial data. Consequently the local controllabil-
ity result depends on: the coefficients (d;)1<i<4 (i-e. the diffusion matrix), the state (u})1<;<a (i-e. the coupling
matrix of the linearized system of (3)), j (i.e. the number of controls that we put in the equations).

The global controllability result is a corollary of our local controllability result and a result by Desvil-
lettes, Fellner and Pierre, Suzuki, Yamada, Zou concerning the asymptotics of the trajectory of (1) for 1 <
N < 2. Indeed, this known result claims that the solution u(T),.) of (3) converges in L>(Q2)* to a particular
positive stationary solution z of (1) when T"— 400 (see [21] or [42, Theorem 3] and [41, Theorem 3]). Then, the
solution of (3) can be exactly driven to z by our first outcome. Finally, a connectedness-compactness argument
enables to steer the solution of (3) from z to (u})1<;<a.

2 Properties of the nonlinear controlled system

2.1 Definitions and usual properties

In this part, we introduce the concept of trajectory of (3). This definition requires a well-posedness result (see
Proposition 2.3).

First, we introduce some usual notations.

Let k,l € N*, A an algebra. Then, M (A) (respectively My, ;(A)) denotes the algebra of matrices with k
lines and k columns with entries in A (respectively the algebra of matrices with k lines and [ columns with
entries in A).

For k € N* and A € My(R), Sp(M) denotes the set of complex eigenvalues of M,

Sp(M):={\eC; 3X € CF\ {0}, MX =) X}.
For (a,b,c,d) € R*, we introduce
Vi e N*, fi(a,b,c,d) := (=1)"(ac - bd), f(a,b,c,d) = (fi(a,b,c,d))1<i<a. (11)
Definition 2.1. We introduce the space Y defined by
Y := L*(0,T; HY(Q)) n W20, T; (H(Q2))). (12)
Proposition 2.2. From an easy adaptation of the proof of [26, Section 5.9.2, Theorem 3], we have
Y — C([0,T]; L*(Q)). (13)

Proposition 2.3. Let k € N*, D € My(R) such that D is diagonalizable and Sp(D) C (0,+00), A €
M (L>®(Q)), uo € L>(Q)*, g € L?>(Q)*. The following Cauchy problem admits a unique weak solution u € Y*

Opu — DAu = A(t,z)u+g in (0,T) x £,

Ju =0 on (0,T) x 09,
u(0,.) = ug in Q.



This means that w is the unique function in Y* that satisfies the variational fomulation

T
Vw € L2(0,T; H(Q)%), / (atu7w)(Hl(mk)/,Hl(Q)k)+/QDvu.vw:/Q(Au+g).w, (14)
0

and
u(0,.) = ug in L*(Q)*. (15)

Moreover, there exists C' > 0 independent of uy and g such that

lullyx < € (Itol 2aye + 9] 2y ) - (16)

Finally, if ug € L>®(Q)* and g € L=(Q)*, then u € L>®(Q)* and there exists C > 0 independent of ug and g
such that

lulloy oz < € (Iluoll e + 190l 2oy ) - (17)

Remark 2.4. This proposition is more or less classical, but we could not find it as such in the literature and
we give its proof in the Appendix (see Appendix A.1).

Definition 2.5. For ug € L=(Q)*, ((u;)1<i<4, (hi)i<i<j) is a trajectory of (3) if
L ((wi)r<ica, (Rihi<izy) € (Y N L®(Q))* x L=(Q),
2. (u;)1<i<a is the (unique) solution of (3).
Moreover, ((u;)1<i<a, (hi)1<i<j) is a trajectory of (3) reaching (u})i<;<a if
Vie{l,...,4}, w(T,.) =u!

-

Remark 2.6. The concept of solution of (3) is the same as in Proposition 2.3 (take D = diag(d1, dg, ds, da),
A=0and g = (gi(u)){<;<q where g;(u) = fi(u) + h;li;1.,).

Remark 2.7. The uniqueness is a consequence of the 'following estimate.
Let D = diag(di,dz,d3,da), (hi)i<i<; € L=(Q), u = (ui)i<i<a € (Y NL¥(Q))Y, & = (Gi)i1<i<a €
(Y N L*(Q))* be two solutions of (3), and v = u — 4. The function v satisfies (in the weak sense)

0w — DAv = f(u) — f(w) in (0,T) x £,
Se=0 on (0,7) x 09, (18)
v(0,.) =0 in €.

By taking w := v in the variational formulation of (18) (see also (14)) and by using the fact that the mapping
t ||v(t)||iZ(Q)4 is absolutely continuous with 4 Hv(t)||2L2(Q)4 = 2(0pv(t), v(t)) (1 ()1y,m1()s forae. 0 <t < T
(see [26, Section 5.9.2, Theorem 3]), we find that

1d ~
5% (HU||%2(Q)4) + ||DVUH22(Q)4 = (f(u) — f(u),U)Lz(Q)4’L2(Q)4, for a.e. 0 S t S T. (19)

By using the facts that (u,u) € L®(Q)* x L>®(Q)*, f is locally Lipschitz continuous on R*, we find the
differential inequality
d
dt

Gronwall’s lemma and the initial condition v(0,.) = 0 prove that v = 0 in L?(Q)*. Consequently, u = .

(HUHQLQW) < C[[vlf22(qys forae. 0 <t <T. (20)

2.2 Invariant quantities of the nonlinear dynamics

In this section, we show that in the system (3), some invariant quantities exist. They impose some restrictions
on the initial condition, for the controllability results.

2.2.1 Variation of the mass

Proposition 2.8. Let j € {1,2,3}, ug € L>®(Q)*, ((ui)1<i<a, (hi)1<i<j) be a trajectory of (3). For every
1 <i <4, the mapping t — fQ w;(t, x)dzx is absolutely continuous with

d
E/ﬂui(t,x)dx = /Q {fi(ul(t,;U),ug(t,x)7u;3(t,x),u4(t,x)) + hi(t, a:)lw(x)ligj}dx, forae. 0<t<T. (21)



Proof. We fix 1 < i < 4. By using the fact that u; € Y and from an easy adaptation of [26, Section 5.9.2,
Theorem 3, (ii)], we deduce that the mapping t — [, u;(t, x)dz is absolutely continuous and for a.e. 0 <t < T,

d
@/Qui(ﬁx)dx = (Orui(t, ), 1) (g )y a2 -

Then, by using that ((u;)1<i<4, (hi)1<i<;) is the (unique) solution of (3) and by taking w =1 in (14), we find
that for a.e. 0 <t < T,

(Oeui(t; ), 1) (11 )y 11 (0)

= d;i(Vui(t,.), V1)12(0),12(0) +/

A {fi(Ul(t7.'I;)7u2(t,x), usz(t, x), ug(t,x)) + hi(tw)lw(x)ligj}dx

:/Q{fi(ul(t,x),uz(t,m),U3(t,x),u4(t,x))+hi(t,x)1w(x)1i§j}dx.

2.2.2 Case of 2 controls

Proposition 2.9. Let j = 2, ug € L=®(Q)*, ((ui)1<i<a, (hi)1<i<2) be a trajectory of (3) reaching (u})1<i<a.
Then, we have

7 L (a0@) s = 5+ (22)

(d3 = d4) = (Ug,() +ug0 = u§ + UZ) (23)
Proof. From (21), we have

% (/ (us(t, =) + U4(t,x))dx) —0foraec 0<t<T.
Q

Then, from Definition 2.5, (22) holds.
Moreover, us + u4 satisfies

{ Or(ug + ug) — dgAus +uy) = (ds — dg)Auz  in (0,7T) x £,

WZO on (0,T) x 9.

If d3 = dy4, then the backward uniqueness for the heat equation (which is a corollary of Lemma 2.11) proves
that
Vit e [0,T], (us+ uq)(t,.) = (ug +ug)(T,.) = uj + uj. (24)

This implies the necessary condition (23), stronger than (22), on the initial condition. O

2.2.3 Case of 1 control

Proposition 2.10. Let j = 1, ug € L>®(Q)*, ((u;)1<i<4, (hi)1<i<2) be a trajectory of (3) reaching (u})1<i<a-
Then, we have

1

1
19] Jo <u270(x) + u3,0($)>d1‘ = uj + u3, 1 Jq (Us,o(x) + u4,o(x)>dx = u} + uj, (25)

(k £1e1{2,3,4), dy = dl) = (uk,o — (—1) g = uf — (—1)’6%7). (26)

Proof. From (21), we have

% <|513|/Q(“2(tv”3> Jrug(t,z))dx) —0, % <§12| /Q(Ug)(t,x) +U4(t,x))dx) —0forae 0<t<T.

Then, from Definition 2.5, (25) holds.
Moreover, if there exists k # [ € {2, 3,4} such that dj, = d;, by using again the backward uniqueness for the
heat equation, we get

(k £1€{2,3,4), dy = dl) = (Vt €10,7), (ux — (—1)*w)(t,.) = (up — (=1 ) (T,.) = uf — (—1)k—lu7),

(27)
and in particular the necessary condition (26), stronger than (25), on the initial condition. O



2.3 More restrictive conditions on the initial condition when the target (u})i<i<4
vanishes

In the previous section, we have seen that there are invariant quantities in the dynamics of (3) which impose
necessary conditions on the initial condition: (22), (25). Moreover, when some coefficients of diffusion d;
are equal, we have more invariant quantities in (3) which impose stronger necessary conditions on the initial
condition: (23), (26).

2.3.1 The lemma of backward uniqueness

Lemma 2.11. Backward uniqueness
Let k € N*, D = diag(dy,...,dy) where d; € (0,4+), C € My(L>®(Q)), {o € L>®(Q)*. Let ¢ € Y* be the
solution of

¢ — DAC=C(t,x)¢ in (0,T) x Q,

g—fl =0 on (0,7) x 99,
€(0,.) = (o in .

If {(T,.) =0, then for every t € [0,T], ((¢t,.) =0.
Proof. ((t,x) = exp(—t)((t,z) € Y* is the solution of the system

0i¢ — DAL+ Ii¢ = C(t,z)¢ in (0,T) x €,

E=0 on (0,T) x O,
C(Oa ) = CO in Qa

which verifies ¢(7T),.) = 0.
Let us denote A = —DA + I}, which is a bounded linear operator from H*(Q)* to (H*(Q)*)’. Indeed,

k k

Y(u,v) € (H'()*)?, (Au)(v) = Zdi(vuia Vi) r2(9),02() + Z(uiavi)L2(Q),L2(Q)7
i=1 i=1

Then, A verifies the three hypotheses: (), (24) and (éi7) of [9, Proposition II.1].
(1) is satisfied because A does not depend on t.
(i) is a consequence of

V(u,v) € (H'(Q)*)?, (Au)(v) = (Av)(u).
(7i1) is satisfied because

k k
(AU, u) = Z di(Vui, vui)Lz(Q)’Lz(Q) + Z(ui, ui)L’z(Q)’sz(Q) Z min(miin(di), 1) Hu||§{1(g)k .
i=1 i=1
Let B(t) be the family of operators in L2(0,T; L(H(Q)*, L2(Q)*)) defined by
Yu € HY(Q)*, B(t)u(.) = O(t, )u(.).

We have , )
1B 0. e L2 (yr)) < NC L e -

By applying |9, Theorem II.1], we get that for every ¢ € [0,T], ((¢,.) = 0. Then,

vt € 10,T), ¢(t,.) = 0.

2.3.2 Case of 2 controls
Proposition 2.12. Let j =2, ug € L>®(Q)*. If ((ui)1<i<4, (hi)1<i<2) is a trajectory of (3) reaching (u})1<i<4,
then we have

(w3 u3) = (0,0)) = ((us0,us0) = (0,0)). (28)
Conversely, for every ug € L>()* such that (uz0,us0) = (0,0), we can find (h;)1<i<2 € L>®(Q)? such that

the associated solution (u;)1<i<a € L=(Q)* of (3) satisfies (uy,ua,us,us)(T,.) = (u’{ju_g, 0,0).
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Proof. If (u3,u}) = (0,0), it results from (3) that

Oius — dsAus = —ujus + usuy in (0,T> x Q,

Orug — daAuy = uguz — Uy in (O,T) x Q, (29)
%:%:O on (0,T) x 99

By using the point 1 of Definition 2.5, we have

(ur,uz) € L°(Q)%. (30)
Then, from (29), (30), Definition 2.5: (ug, us)(T,.) = (0,0) and Lemma 2.11 with k¥ = 2, D = diag(ds,ds) and
C= <u1 2 , we deduce that
Uy U2

Vit € 0,7, (us,ua)(t,.) = (0,0),

and in particular (28).
Conversely, let ug € L>(£2)* be such that (ug0,u4,0) = (0,0). Then, (3) reduces to the following system

8tu1 — dlAul = hllw in (O,T) X Q,
6{(&2 — dQA'U,Q = h21w in (O,T) X Q, (31)
du = Ju2 — ) on (0,T) x 09,

(U1,U2)(0, ) = (’ul,o,ulo) in Q.

The problem reduces to the null-controllability of two decoupled heat equations in L>°(€2) with two localized
control in L*°(Q) which is a solved problem (see for example [28, Proposition 1]). Therefore, we can find
(hi)1<i<2 € L°°(Q)? such that the associated solution (u;)1<i<4 € L*°(Q)* of (3) satisfies (u1,uz2, ug, us)(T,.) =
(ui,u3,0,0). O

Remark 2.13. Thanks to Proposition 2.12, we avoid the easy case (uj,u}) = (0,0) for 2 controls in the sequel.

2.3.3 Case of 1 control
Proposition 2.14. Let j =1, ug € L=®(Q)*. If ((wi)1<i<a, h1) is a trajectory of (3) reaching (u})1<i<4, then
we have
(w3, u5) = (0,0)) = ((u20, 15,0, us0) = (0,0,u3)), (32)
(w3, u5) = (0,0)) = ((u20, 13,0, u1,0) = (13,0,0)). (33)

Conversely, for every ug € L*°(Q)* such that usg = 0, we can find hy € L>(Q) such that the associated solution
(ui)1<i<a € L(Q)* of (3) satisfies (u1,uz,ug,uq)(T,.) = (uf,uj,0,u}).

Proof. If u§ = 0, then from (2), u5 = 0 or uj = 0. We assume that (u},u3) = (0,0) (the other case is similar).
The backward uniqueness (i.e. Lemma 2.11) as in Section 2.3.2 leads to

Vit € 0,7, (uz,us)(t,.) = (0,0).

Then, we deduce that

é)tu4 — d4AU4 =0 in (0, T) X Q, (34)
Gus — ) on (0,7 x 99.
The backward uniqueness for the heat equation applied to (34) proves that
Vit € [0,T], ualt,.) = uj,
and in particular (32) and (33).
Conversely, let ug € L°°(2)* such that ug o = 0. Then, (3) reduces to the following system
8tu1 — dlA’Lbl = hl]-w in (O,T) X Q,
Gur — on (0,T) x 09, (35)
u1(0,.) = u1 0 in Q.

The problem reduces to the null-controllability of the heat equation in L*°(€2) with a localized control in L>°(Q)
which is a solved problem (see for example [28, Proposition 1]). Therefore, we can find h; € L*°(Q) such that
the associated solution (u;)1<i<4 € L®(Q)* of (3) satisfies (u1,uz,us,us)(T,.) = (uf,us,0,u}). O

Remark 2.15. Thanks to Proposition 2.14, we avoid the easy case uj = 0 for 1 control in the sequel.
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3 Main results

In this part, we present our two main results: a local controllability result and a large-time global controllabillity
result for (3).

3.1 Local controllability under constraints

In Section 2.2 and Section 2.3, we have highlighted necessary conditions on initial conditions when

((wi)1<i<a, (hi)1<i<j) is a trajectory reaching (u})1<;<4. They turn out to be sufficient for the existence of such
trajectories at least for data close to (u})1<i<4. The goal of this subsection is to define subspaces of L>°(Q)*
which take care of these conditions.

3.1.1 Case of 3 controls
We introduce

X3, () ur) = LZ(Q)". (36)
3.1.2 Case of 2 controls

The results of Section 2.2.2 and Section 2.3.2 are summed up in the following array.
(u3, uj) # (0,0)

ds = dy u3,0 + Ug,0 = u§ + UZ (37)
ds # da | gy Jo(uao + uap) = uj 14

Then, we introduce

X (d),(ur) = {uo € L>®(Q)* ; wp satisfies the associated condition of (37)}. (38)
For example, X5 (12,34),(1,1,1,1) = {uo € L=(Q)%; ﬁ Jo (us,0 +ug0) =2}

3.1.3 Case of 1 control

The results of Section 2.2.3 and Section 2.3.3 are summed up in the following array.

uz # 0

dy =ds =dy Ug,0 + U300 = Uy + U3, U3+ Uso = U3 + U
dy # d3, d3 = dy oy Jo(u2,0 +us0) = uj +uj, uso +ugo = uj +uj -
dy = d3, ds 75 dy Ug,0 + U3,0 = uS + u§, ﬁ fQ(U&Q + U470) = U; + UZ ( )
dy = dy, dy # ds uz,0 = a0 = U — i, iy Jo(uso +ua0) = us+uj

d2 75 d3, dg 75 d4, d2 # d4 ﬁ fQ(U270 + U3’0) = 'LL; + uz;, ﬁ fQ(Ug’O + 'U/470) = U; + ’LLZ
Then, we introduce
X1 ,(dy),(ur) = {uo € L>=(Q)* ; ug satisfies the associated condition of (39)}. (40)

3.1.4 Local controllability result

Definition 3.1. Let j € {1,2,3}, (u},u},u},u;) € (R*)* be such that (2) holds. The system (3) is locally
controllable to the state (u});<;<4 in L>(Q)* with controls in L>(Q)7 if there exists § > 0 such that for
every ug € Xj(4;),(ur) Which verifies [[ug — (u])1<i<all oo (q)r < 0, there exists (hi)i1<i<; € L>(Q)? such that

the solution (u;)1<i<4 € L=(Q)* to the Cauchy problem (3) satisfies

Vi€ {1,2,3,4},u(T,.) = u.

3

Theorem 3.2. For every j € {1,2,3}, for every (u},u},u}, u}) € (RY)* which satisfies (2), the system (3) is
locally controllable to the state (u})i1<i<4 tn L=(Q)* with controls in L>(Q)’.

Remark 3.3. The uniqueness of the solution (u;)1<i<4 € L>®(Q)?* is a consequence of Remark 2.7. The
existence of the solution (u;)1<i<4 € L>(Q)* is a consequence of a good choice of controls (h;)1<i<; € L>(Q)
and more precisely of a fixed-point argument (see Section 4.5).

Remark 3.4. As we have said in the introduction, it was not known if L°° blow-up occurs or not in dimension
N > 2 for the free system (1) until recently (see [19]). Here, our strategy of control avoids blow-up and enables
the solution to reach a stationary solution of (1).
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Remark 3.5. In some particular cases (easy cases), this local controllability result can be improved in a global
controllability result (see the case (uf,u}) = (0,0) for 2 controls in Section 2.3.2 and the case uj = 0 for 1
control in Section 2.3.3).

3.2 Large-time global controllability result
From Theorem 3.2, we establish a global controllability result in large time for N =1, 2.

Theorem 3.6. We assume that N =1 or 2. Let j € {1,2,3} and (u})1<i<s € (RT)* be such that (2) holds.
Then, for every ug € Xj (a,),(uz) satisfying

V1<i<d4, ugp>0,

(u1,0 + u2,0) >0, /u10+u40 /U20+U30 /u30+u40) >0, (41)
IQI/ 12 ] "9

there exists T* > 0 (sufficiently large) and (h;)1<i<; € L>=((0,T*) x Q)7 such that the solution u of

Opu; — diAu; = (—1) (uguz — ugug) + hilyli<; in (0,7%) x Q,

VI<i<d4,q =0 on (0,T*) x 99, (42)
4 (0,.) = ui 0 in Q.
satisfies
u(T*,.) =u". (43)

Remark 3.7. The restriction on the dimension N € {1,2} is a consequence of the following property: the
solution of the free system (1) converges in L>°(2) when T' — 400 to a particular stationary solution of (1) (see
[21]). Omne can extend Theorem 3.6 to N > 2 if the convergence in L™ () (of the free system) holds. For N > 2,
one only knows that a weak solution of the free system (1) converges in L'(Q) when T'— +occ to a particular
stationary solution of (1) (see [42, Theorem 3|). But, for example, if we assume that the diffusion coefficients d;
are close, the weak solution of the free system (1) converges in L>(€2) when T — 400 to a particular stationary
solution of (1) (see [11, Proposition 1.3]).

Remark 3.8. The positivity assumption (41) is not restrictive. One can extend the result to nonnegative initial
condition ug € X (a,),(ur) (see [42, Section 5]).

4 Proof of Theorem 3.2: the local controllability to constant station-
ary states

The aim of this section is to prove Theorem 3.2. As usual, we study the properties of controllability of the lin-
earized system around (u})i<;<a of (3). First, we transform the problem by studying the null-controllability
of a family of linear control systems (see Section 4.1). The existence of controls in L*(Q) is a consequence of
a duality method: the Hilbert Uniqueness Method introduced by Jacques-Louis Lions (see Section 4.3.1).
It links the existence of controls in L?(Q) with an observability inequality for solution of the adjoint system.
This type of inequalities is proved by Carleman estimates (see Section 4.3.2). In order to get more regular
controls (in LP(Q) sense, p > 2), we use a sophistication of Hilbert Uniqueness Method called the penalized
Hilbert Uniqueness Method introduced by Barbu (see Section 4.4.1). Indeed, this enables to have controls a
bit better than L2(Q). Then, a bootstrap method gives controls in L*>(Q) (see Section 4.4.2). A fixed-point
argument concludes the proof (see Section 4.5).

Now, we develop a strategy in order to treat the cases of 1, 2 or 3 controls in a unified way.
We introduce the following notations

1 00 hy 1 0 hq 1 hy
|10 1 0 3 ha |10 1 9 ho 10 '

BS “lo o 11| he = h3 y BQ 1o ol h* = 0 ; Bl 1ol h = 0 (44)
0 0 O 0 0 0 0 0 0

Let j € {1,2,3}, (uf,u3,u3,uj) € (RT)* be such that (2) holds and ug € Xj (a,),(ur) (see (36), (38) and (40)).

4.1 Linearization

We adopt the approach presented in Section 1.4.2.
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4.1.1 3 controls, return method when (u},u},u}) = (0,0,0)

We linearize (3) around (u])1<;<4 and we get the system,

Opu; — diAuy = (—1) (ufur — ujug + uug — ubug) + hilylics in (0,7) x Q,

VI<i<d4,q =9 on (0,T) x 99, (45)
ui(O, ) = U4,0 in Q.

Roughly speaking, it is easy to control wy, us, ug thanks to Ay, ho, hs. The main difficulty is to control uy.
Now, we present the heuristically way of controlling uy4.

4.1.1.1 First case: (u},ul,u}) # (0,0,0). There is a coupling term in the fourth equation of (45) which
enables to control uy. For example, if uj # 0, then u; controls ug.

Remark 4.1. In this case, the linearized system (45) looks like the toy-model (6) and its controllability proper-
ties come from Proposition 1.7. Consequently, the local controllability of (3) can be proved as Proposition 1.12
for system (10).

4.1.1.2 Second case: (uf,u},u}) = (0,0,0), return method. The fourth equation of (45) is decoupled
from the other equations. In particular, if u4(0,.) # 0, then uys(T,.) # 0. Consequently, system (45) is not
controllable. The idea is to linearize around a non trivial trajectory of (3) which comes from (0,u3,0,0) and
goes to (0,u3,0,0) and which forces the appearance of a coupling term after linearization. It is the return
method. Here, we take ((0,u§,u73”,0),(0,07h73ﬁ)) = ((O,uﬁ,g,O),(0,0,atg — dgAg)) where ¢ satisfies the
following properties

g€C™(Q), g0, g#0, supp(g) C (0,T) X w. (46)
Then, if we linearize the system (3) around ((O, ub, w3t 0), (0, O,Eﬁ)), then the fourth equation becomes
Ayuy — dyAuy = uztug — usuy in (0,7) x Q.
Roughly speaking, as 3" # 0 in the control zone, then u; controls .

Remark 4.2. Here, the linearized system around the non trivial trajectory looks like the toy-model (6) and
its controllability properties follow from Proposition 1.8. Consequently, the local controllability of (3) can be
proved as Proposition 1.14 for (10).

4.1.1.3 Linearization in L>°(Q) and null-controllability of a family of linear systems We define

£ ok ok — 0 if (u¥,ud, ul 0,0,0),
u?’::{ E’ﬁ %f (ui7ui’ui)#(07o’0)’ and g = 4 —y (ui, uz, uj) # ( ) (47)
gt if (uf,ub,uy) = (0,0,0), hs" if (uf,uf,u}) = (0,0,0),
(C,h3) = (C1, Co, C3, Cay on, oy i) = (un — w0, ug — uy, ug — g, ug — wf, by ho, by — hg). (48)
Then, (u, h?) is a trajectory of (3) if and only if (¢, 713) is a trajectory of the following system
V1 <i<d4,
G — diAG = (—1) (T3 + ()G — (uf + Ca)Ca +ufCs — u3Ca) + hilulics in (0,T) x Q,
=0 on (0,T) x 9, (49)
(1-(0, ) = Uj,0 — uf in Q.
Then (¢, ?LE) is a trajectory of
8¢ — D3AC = G(C)C + B3h®l, in (0,T) x Q,
=0 on (0,T) x 09, (50)
¢(0,.) = ¢o in Q,
where
d 0 0 0 “uz—(3  uj+G —ui o uj
10 d 0 o0 | G ui -G ou —up
Da=lo 0 4 o ‘9T -t wra —utow | 1)
0 0 0 dy us+¢3  —up—Coup o —up
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Note that G41(0,0,0,0) = uz. To simplify, we suppose the following fact: if (u},u},u}) # (0,0,0), then
u} # 0. Otherwise, we can easily adapt our proof strategy (see Remark 4.16). Then, from (46), there exist
t1 <ty € (0,T), a nonempty open subset wyg CC w and M > 0 such that

V(t,x) € (t1,t2) X wo, G41(0,0,0,0)(t,x) > 2/M,
V(k,l) € {13 cee 34}2a ”le(OaO’OaO)HLN(Q) < M/2

Consequently, we study the null-controllability of the linear systems

8¢ — D3AC = AC + Bsh31,, in (0,T) x Q,

ngb,.)o_ . ?;1 ((20 T) x 09, (52)

where the matrix A verifies the following assumptions
V(t,xz) € (t1,t2) X wo, aq1(t,z) > 1/M, (53)
V(k,1) € {1,..., 4}, |lar]l o () < M. (54)

Remark 4.3. To simplify the notations, we now denote 3 by h3.

4.1.2 2 controls, adequate change of variables

By Section 2.3.2, we can assume that (uj,u}) # (0,0).

4.1.2.1 First case: d3 = dy. From (24) and (38), system (3) reduces to

6tuz- — d,AuL = (—l)i(u1U3 — Ug(u:;, + UZ — ’LLg)) + hilwligg in (O,T) X Q,

VI<i<3, (¢ Zu=9 on (0,T) x 99, (55)
Uz(O, ) = U4,0 in Q.

We do not give the complete proof of Theorem 3.2 in this case because it is an easy adaptation of the study of
the null-controllability of the linear systems (52) which satisfy (53), (54) (with three equations instead of four).
Indeed, by linearization around (u})i<i<4 of (55), the equation satisfied by us becomes

Opug — dsAuz = —ujuy + (uf + uy)us — (u] + uj)us in (0,7) x 2. (56)
Then, there is a coupling term in (56) if and only if
(ul, ul +uy) # (0,0) ie. (ul,uy) # (0,0). (57)

4.1.2.2 Second case: d3 # d4. We remark that

’ (u13u27u37u4)(T7 ) = (UT,U;U;UD ‘

if and only if (58)

’ (uy,ug, ug,uz +uqg)(T,.) = (uj,ud, uj, ul + uj)

Therefore, we study the system satisfied by (v1,va, v3,v4) := (u1, ue, usg, ug + ug),

Oy — d;Av; = (—1)i(U1U3 - ’UQ(’U4 — ’U3)) + hilwligg in (O,T) x €,

. 8t1}4 — d4Av4 = (d3 — d4)AU3 in (O,T) X Q,
<1<
VISIS3 0 ou_ow g on (0,T) x 9, (59)
(’Ui, U4)(0, ) = (ui70, uz,0 + U470) in €.

Roughly speaking, vs can be controlled by v3 thanks to the coupling term of second order (ds — d4)Avs in the
second equation of (59) and vs can be controlled by v; or vy because the linearization of the first equation of
(59) with ¢ = 3, is

Opvs — dzAvz = —ujvy + ujve — (u] + ud)vs + usvy in (0,7) x Q,
and (u},u}) # (0,0). Then, the proof of the controllability properties of the linearized-system of (59) follows

the ideas of Proposition 1.9 and Proposition 1.10. The main difference is the nature of the coupling terms: one
coupling term of second order (ds — dsq)Awvs and one coupling term of zero order —ujvy if uj # 0 or ujvg if

uy # 0.
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4.1.2.3 Linearization in L*°(Q) and null-controllability of a family of linear systems when ds # d,4
We define

(¢, h?) == (C1,C2, €3, Ca hay ha) == (v — uf, v — u3,vs — uj, vs — (uj +uj), by, ho). (60)
Then, (u, h?) is a trajectory of (3) if and only if (¢, h?) is a trajectory of

8¢ — DyAC = G(C)¢ + Byh?1,, in (0,T) x €,

g—g = on (0,7T) x 09,
C(O7 ) = CO n Q,
where
di 0 0 0 —(uz+G)  ui+G-—CG  —uj—us ul
0 ds 0 0 ul + (3 —(up +C—C)  ul+u;  —uj
Dy = , G(() = 3, A Lo, 2 61
2 0 0 d3 0 © —(uz +¢3)  uij+G—GC  —uj —uy  uj (61)
0 0 (ds—ds) da 0 0 0 0

Note that G31(0,0,0,0) = —u} and G32(0,0,0,0) = w}. Then, (G31(0,0,0,0),G52(0,0,0,0)) # (0,0). To
simplify, we suppose that G31(0,0,0,0) # 0. The other case is similar. There exist t; < ts € (0,7T), a nonempty
open subset wy CC w and M > 0 such that

V(t,l‘) S (tl,tg) X wWo, G31(0,0,0,0)(t,l‘) < —2/]\47
V(k,l) € {La'?)} X {17‘“’3}’ ‘|le(0707070)“L°@(Q) < M/27

Gra = —Goy = Gy = uy, Gy = Gaa = Gy3 = G44 = 0.

Consequently, we study the null-controllability of the linear systems

0;¢ — Do AC = AC + Boh?1,, in (0,T) x 9,

% =0 on (0,T) x 9%, (62)
€(0,.) = <o in €,
where the matrix A verifies the following assumptions
V(t.’lﬁ) € (tl,tg) X Wo, agl(t,l‘> < —1/M, (63)
V(k,1) € {1,...,3} x {1,...,3}, llanill gy < M, (64)
a4 = —a24 = azq = U3, (65)
Ay1 — Q42 — Q43 — A44 — 0. (66)

Remark 4.4. Actually, we can show the null controllability of a bigger family of linear systems. Indeed, we
can replace (65) by the more general assumption: a4, as4, azs € R because it does not change the proof of the
null-controllability result of the linear systems like (62) (see Proposition 4.8). But, the more general case a4,
ag4, azs € L>(Q) is not handled by our proof of Proposition 4.8 (see Section 4.3.5 and in particular (135)).

Remark 4.5. The algebraic relation (66) is useful to prove the null-controllability result of the linear systems
like (62) (see Proposition 4.8) because it creates the cascade form of (62). Indeed, the fourth and the third
equation of (62) are

8t§4 — d4AC4 = (d3 — d4)AC3 in (O,T) X Q, and d3 — d4 7’5 0,

01(3 — d3AQ3 = a31(1 + az2@2 + az3(3 +u3Cs in (0,7) x Q, and V(t,x) € (t1,t2) X wo, az1(t,z) < —1/M.

4.1.3 1 control, adequate change of variables

By Section 2.3.3, we can assume that uj # 0.
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4.1.3.1 First case: Jk #1 € {2,3,4}, dp = d;. We treat the case do = ds3, d3 # d4. The other cases are
similar. From (27) and (40), system (3) reduces to

&,ui — dzAu, = (71)Z(U1(U; + U§ — Ug) — UQ’LL4) + h11w17§1 in (O,T) X Q,

Vie{1,2,4}, { 24 =0 on (0,T) x 99, (67)
ui(O, ) = U,0 in Q.

We remark that
(w1, uz, ua)(T,.) = (uf, u3, uj)
if and only if (68)
(ul’ U2, U2 — U4)(T’ ) = (UT,U;,’M; - UZ)

Therefore, we study the system satisfied by (v1,va, vs) := (u1, u2, us — uyg),

O — diAv; = (=1) (v (ul + uf — v2) —va(v2 — v3)) + hilwli<s in (0,7) x Q,
. atl)g — d4A1)3 = (d2 — d4)A’Ug in (0, T) X Q,
<71 <
Visis?2, 9u — Gw on (0,T) x 909, (69)

on on

(vi(0,.),v3(0,.)) = (ui0,u2,0 — us0) in Q.
We do not give the complete proof of Theorem 3.2 in this case because it is an easy adaptation of the study of
the null-controllability of the linear systems (62) which satisfy (63), (64), (65) and (66) (with three equations
instead of four). Indeed, vz can be controlled by ve thanks to the coupling term of second order (ds — dg)Awvsy
in the second equation of (69) and vy can be controlled by v because the linearization of the first equation of
(69) with ¢ = 2 is

Opvg — doAvy = uzvy + (—v] — 205 + v3)ve + usvs in (0,T) x Q,

where (v}, v5,v3) = (uf,ul, ud —u}) and uj # 0.

4.1.3.2 Second case: dy # d3, d3 # dy4, do # dy. We introduce « # 3 such that

aldy —dy) = P(d3 —dg) =1, ie. a = ph i A and 8 = A i 0 (70)
Then, we define v # 0 by the algebraic relation
a—FB+~v=0, ie.vy=p5—a. (71)
We remark that
|,z ug,u0)(T, ) = (uf, u3, uf,uf) |
if and only if
’ (u1,ug, us + ug, aug + Bus + yug)(T,.) = (ul, ul, uld + uj, auy + ful + yuy) | . (72)

Therefore, we study the system satisfied by (v1,vs, vs,v4) 1= (01, ug, us + us, eus + Buz + yug). We introduce
the following notations

—« 1
91(112703,114) = b Vg — gvs + ;U4 = U4, 92(?12703) = U3 — V2 = Us. (73)
We have
A — d;iAv; = (=1)" (g2(va, v3)v1 — g1 (va, U3, v4)v2) + hilulicy  in (0,T) x Q,
8tv3 — d3AU3 = (dg — d3)A'U2 in (O,T) X Q,
V1 S ) é 2, 3t114 — d4AU4 = Avg in (O,T) X Q, (74)
8”:87—2:@:0 on (0,T) x 09,

on n
(vi,v3,v4)(0,.) = (ui,0,u2,0 + Us,0, CU2,0 + Pug,o + Yua,0) in Q.

Roughly speaking, v4 can be controlled by v thanks to the coupling term of second order Aws in the third
equation of (74) and vz can be controlled by v, thanks to the coupling term of second order (d2 —d3)Avs in the
second equation of (74) and ve can be controlled by v; because the linearization of the first equation of (74)
with ¢ = 2 is
Opvy — daAvy = ga(v3, v3)v1 — g1(v3, v3, v1)v2 + v1g2(v2, v3) — V391 (v2, V3, v4)
= U;Ul — g1 (U;, U;v UZ)U2 + ’UTQQ(U% U3) - Uggl (U27 v3, U4) in (05 T) X Qv
and uj # 0. Then, the proof of the controllability properties of the linearized-system of (74) follows the ideas

of Proposition 1.9 and Proposition 1.10. The main difference is the nature of the coupling terms: two coupling
terms of second order Avs, (da — d3)Avs and one coupling term of zero order ujv;.
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4.1.3.3 Linearization in L*°((Q) and null-controllability of a family of linear systems when ds # ds,

d2 75 d4, dg 75 d4 We define

(<7h1) = (<15<27437<4ah1) = (Ul - UT’UZ - ’U,;,’Ug - (u; + U;),’U4 - (Olu; + BUE +")/’LLZ), hl) (75)

Then, (u, h') is a trajectory of (3) if and only if (¢, h') is a trajectory of

6t§ — DIAC = G(C)C + Blhllw in (O,T) X Q,

% =0 on (0,T) x 99,
¢(0,.) =¢Go in Q,
where
dy 0 0 0 —(u3 + g2(¢2,¢3))  m1+91(¢2,¢3,Ca)  —ma
Do |0 d 0 0 G(C) == ui +92(C2,¢3)  —(m1+91(C2,(3,G))  ma2
t 0 dy—ds d3 0|’ : 0 0 0
0 0 1 dy 0 0 0
with my = wf 4 uj + uj, my = uf + Zuj and mg = Luj. Note that G2(0,0,0,0) = uj,

t1 <ty € (0,T), a nonempty open subset wyg CC w and M > 0 such that
V(t,x) € (t1,t2) X wo, G21(0,0,0,0)(t,x) > 2/M,
V(k, l) € {15 2} X {17 2}7 ||le(0, Oa 070)||L°°(Q) < M/za
Gi13 = —Ga3 = —ma, Gia=—Gay=m3, G =0, 3<k <4, 1 <1< 4
Consequently, we study the null-controllability of the linear systems

0¢¢ — D1AC = AC+ Bih'l, in (0,T) x Q,
% = on (0,T) x 09,
C(Oa ) = CO in Q?

where the matrix A verifies the following assumptions
V(t,l‘) € (thtg) X W, agl(t,I) > 1/]\47
V(k,l) € {172} X {1’2}’ ||akl||L°°(Q) <M,

a13 = —Q23 = —M2, G14 = —0a24 = N3,

ap; =0, 3<k <4, 1<1<4.

ms3
—ms
0
0

» (76)

There exist

Remark 4.6. Actually, we can show the null controllability of a bigger family of linear systems. Indeed, we
can replace (80) by the more general assumption: ais, ass, a14, a2s € R because it does not change the proof of
the null-controllability result of the linear systems like (77) (see Proposition 4.8). But, the more general case
a13, Ga3, 14, a24 € L°(Q) is not handled by our proof of Proposition 4.8 (see Section 4.3.7 and in particular

(156) and (158)).

Remark 4.7. The algebraic relation (81) is useful to prove the null-controllability result of the linear systems
like (77) (see Proposition 4.8) because it creates the cascade form of (77). Indeed, the fourth, the third and the

second equation of (77) are
OCa — ds A = Az in (0,T) x €,

04(3 — d3A(3 = (d2 — d3)Alz in (0,T) x Q, and (dy — d3) # 0,

0iCo — do Ao = a21(1 + a22lo + maol3 — m3(y in (O,T) x €2, and V(t,x) S (tl,tg) X wo, agl(t,x) > 1/M
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4.2 Null controllability in L2?(2)* with controls in L*°(Q)’ of a family of linear
control systems

4.2.1 Main result of this subsection

We introduce the following notations,

Es :={A € M4(L>®(Q)) ; A verifies the assumptions (53) and (54)}, (82)
Hs = L*(Q)4, (83)
Ey i ={A € M4(L>(Q)) ; A verifies the assumptions (63), (64), (65) and (66)}, (84)
Hy := {Co € L*(Q / Co,a = 0} (85)
& :i={A € My (L>™(Q)) ; A verifies the assumptions (78), (79), (80) and (81)}, (86)
H11={C0€L29 /C03—0 /404—0} (87)

The main result of this subsection is a null-controllability result in L?(Q)* with controls in L>°(Q)? for
families of linear control systems.

Proposition 4.8. Let j € {1,2,3}, D; defined by (51), (61) or (76). There exists C' > 0 such that, for every
A €& and o = (0,15 €0,2: €03, Co,a) € Hj, there exists h? € L>(Q)? satisfying

thHLoo(Q)j < C||<O||L2(Q)4 ) (88)
such that the solution ¢ € Y* to the Cauchy problem
8t§ D;A¢ = AC+ Bjhi1, in (0,T) x Q,
6n =0 on (0,T) x 09, (89)
€(0,.) = Co in Q,
verifies
¢(T,.)=0.

Remark 4.9. For every 1 < j < 3, the diffusion matrices D; defined by (51), (61) or (76) verify the assumption
of Proposition 2.3 because they are similar to diag(dy, da,ds, ds).

4.2.2 Proof strategy of Proposition 4.8: Null controllability in L?(2)* with controls in L>(Q)’ of
a family of linear control systems

e We let evolve the system without control in (0,¢;) (take h%(¢,.) = 0 in (0,¢;)). From Proposition 2.2 and
Proposition 2.3, we get the existence of C' > 0 such that for every A € &;, (, € L*(22)*, the solution to
the Cauchy problem satisfies

1€ L2 ys < CllColl L2y »
where
¢ =t )
e Then, we find A/ : (t1,t2) x  — R such that

Hh HL°° tl,tz)XQ < CHC(tl’)HL? )

and the solution to the Cauchy problem

0¢ — D;AC = AC+ B;R71, in (t1,t2) x Q,
% =0 on (t1,t2) x 99,
C(tr,.)=¢* in Q,
verifies
C(t2,.) = 0.
e Then, we set h7(t,.) = 0 so that h'(t,.) = 0 for t € (to,T).

This strategy gives _
C(Tv ) =0 and ||hJ HLOO((O,T)Xw)j <C ||C0HL2(Q)4 :

To simplify, we now suppose
(t1,t2) = (0, 7).
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4.3 First step: Controls in L*(Q)’
The goal of this section is the proof of the following result.

Proposition 4.10. Let j € {1,2,3}. There exists C > 0 such that, for every A € &; and for every {, € Hj,
there exists a control h? € L?(Q)7 satisfying

HhJHL’z(Q)J S CH<0||L2(Q)4 (90)

such that the solution ( € Y* to the Cauchy problem (89) satisfies ((T,.) = 0.

The proof of Proposition 4.10 will be done in Section 4.3.3 for j = 3, Section 4.3.5 for j = 2, Section 4.3.7
for 5 = 1. It requires technical preliminary results presented in Section 4.3.1, Section 4.3.2, Section 4.3.4,
Section 4.3.6.

4.3.1 Hilbert Uniqueness Method

First, for ® € L?(Q), (®)q denotes the mean value of ®,

1
@9127/@
Jo = 1q7 |,

and for ¥ € C([0,7]; L3(Q)), t € [0,T], we introduce the notation

(P)a(t) = |;2/Q\Il(t,x)dm

By the HUM (Hilbert Uniqueness Method), the null-controllability result of Proposition 4.10 is equivalent
to the following observability inequality: (92) (see [14, Theorem 2.44]).

Let j € {1,2,3}, D; defined by (51), (61) or (76). There exists C' > 0 such that, for every A € &; and
o7 € Hj (see (82), (83) (84), (85), (86), (87)) the solution ¢ of

—Oip — DTAgo ATy in (0,7) x Q,
92 =0 on (0,T) x 09, (91)
o(T,.) = o1 in ©,

/|¢0 . dx<c<z//omw% t,2)| dxdt) (92)

It is easy to show that it is sufficient to prove the following observability inequalities.
There exists C' > 0 such that, for every A € & and o € L?(2)*, the solution ¢ of the adjoint system (91)

verifies
/|w0m|dm<C<Z// goltmdxdt> (93)
(0, T)xw

There exists C' > 0 such that, for every A € & and pr € L*(Q)?, the solution ¢ of the adjoint system (91)

verifies s
3= (0.l + 14(0..) = ()O3 0) < (Z 1. I%Idedt) (09)

i=1

verifies

There exists C' > 0 such that, for every A € & and o € L?(2)*, the solution ¢ of the adjoint system (91)
verifies
2 4
2
> (I6:0, ) eey) + X (190, ) = (@aOFz0)) <€ o1 Pdadt | (95)
i—1 i—3 0, T)xw

4.3.2 Carleman estimates

We introduce several weight functions. Let w” CC wy be a nonempty open subset and 19 € C?(Q) verifying
Vo e Q,no(z) >0, no=0o0n 09, Yo € Q\w", |Vno(z)| > 0.
The existence of such a function is proved in [14, Lemma 2.68]. Let A > 1 a parameter. We remark that

L+ f(A) := 1+ exp(=Allmoll) < 2. (96)
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We define

6)\770(9:) ex\no(w) — 62)‘”770Hoo
) _ 1— 2ol - . 1

Theorem 4.11. Carleman inequality
Let d € (0,400), w' an open subset such that W’ CC w' CC wp and B € R. There exist C = C(Q,w’, ),
Xo = C(Q,0, B), so = s0(Q,w', B) such that, for any X > Ao, s > so(T +T?), por € L?(Q) and f € L*(Q), the
solution ¢ to
—Op—dAp=f in (0,T) x Q,

g—,ﬁ =0 on (0,T) x 09,
o(T,.) = ¢r in €,
satisfies
I(B, A, s, 9)
T T T
= )\4/ / > (s¢9)° 3| * dadt + >\2/ / e***(s¢) T V|’ dadt +/ / e (50)" " (|0ep|? + |Al?) dadt
o Jo o Jo o Ja
T T
<C (/ / era(s¢)B|f|2d:pdt+/ / )\4e2so‘(s¢)ﬁ+3|go\2dxdt) : (99)
0 Q 0 w’

The original proof of this inequality can be found in [30, Lemma 1.2].

Remark 4.12. For a general introduction to global Carleman inequalities and their applications to the con-
trollability of parabolic systems, one can see [29] (in particular, see [29, Lemma 1.3]). For Neumann conditions,
one can see [28] and in particular [28, Lemma 1].

4.3.2.1 A parabolic regularity result in L? In the following, we consider initial conditions @7 € C§°(Q)*
in order to improve the regularity of ¢, solution of (91), and to allow some computations.

Definition 4.13. We define the following spaces of functions

3, (9) = {u e H(@) 5 O = o} L Yo = L30T HE,(9) 0 HY(0,T3 IA(Q)).
Proposition 4.14. Let k € N*, D € M(R) such that Sp(D) C (0,+0), A € My(L>®(Q)), uo € C§(Q)*.
From [20, Theorem 2.1], the following Cauchy problem admits a unique solution u € Y

Oy — DAuw = A(t,z)u in (0,T) x Q,
g—z =0 on (0,T) x 0,
u(0,.) = ug in Q.

4.3.2.2 A technical lemma for Carleman estimates By now, unless otherwise specified, we denote by
C (respectively C.) various positive constants varying from line to line (respectively various positive constants
varying from line to line and depending on the parameter €). We insist on the fact that C' and C. do not depend
on A and s, unless otherwise specified.

Lemma 4.15. Let ®, U € Y3, a € L*>(Q), an open subset & C wy, © € C(Q; [0, +o0[) such that supp(©) C @
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and r € N. Then, for every e > 0,

V(k, 1) €R2, k+1=2r, Vs> C,

// e (5¢)" a®W <a// e (s9)*| @2 + C. // 2 (s¢)! | W%, (100)
OT)><w 0,T) % (0,T)x@

V(k,1) €R? k+1=2(r+2), Vs >C,

/ /~®ezsa(s¢)r¢at([/ §e</ /e2sa(s¢)k\<1>|2+/ /e2sa(s¢)k4|atq)|2>
o Jw 0 QT 0o Ja
+CE/O /ae?3“(5¢)l|\11\2, (101)

V(k,1) €R? k+1=2(r+2), Vs >C,

/0 ' /& Oe***(5¢) DAV
sE(/T/?¥M@¢w@F+1AT[;¥M@¢Vﬂv¢F+1AT[;¥M@¢VﬂA®P>
+C/ / 250 (50)! | W2 (102)

V(k, 1) €R? k+1=2r Vs>C,

Aaé@éww@WVMQ
<e </OT/Qe2S“(s¢)’“IA<I>|2+/OT/QeQS"(s¢>’“+2V<I>2>

T
2sa l 2
+cg/o /ae (56)!|D[2. (103)

Proof. The inequality (100) is an easy consequence of Young’s inequality applied to

‘//(M)Xa 0% (5¢) a®¥| < C//(QT)X& (\/Ees“(s¢)k/2\<1>|) (\2963“(5¢)l/2\11|> :

For (101), we integrate by parts with respect to the time variable

_/OT/g@eQSa(m)rq)atqf:/OT/GGeQS“(s@’“@t(cD)\I'+/OT/§(@€2‘”(S¢)T)@‘I’~

Moreover, by (97), we have |(©e?%(s¢)"),| < Ce?s@smTlgrT2 < 25057 +2¢+2 for s > C. Then, we get (101) by

applying Young’s inequality to
T
_/ / (\/’esa(sd))k/Q 23(1)) (ﬁ esa(s¢)l/2\1j>

/ / \/em (s9) ch) (\[ a(sqﬁ)l/Q\D).

For (102), by twice integrating by parts with respect to the spatial variable, we get

/O'T[?@e2sa(s¢)T®Aw:ATéA(GCQSa(S¢)T®)W

Moreover, by (97), we have

/@ezsa s¢)" ®O, U

[A(O***(5)" | < C (€2**(5¢)"|AD| + 2 (50)" T [VD| + 2% (50)" 2| ] .
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Then, we deduce (102) by Young’s inequality applied to

/0 ' /w Be*** (5¢)" DAV | < /0 : /w (\@esa<s¢)’“/2—2|m>|) (\ke%@ww)

+/T/ \/Ees“(w)’“/?*lw@\) (\}gem(sqs)l/?\p)
/ [ (Ve sy e (e tsoyu )

For (103), we integrate by parts with respect to the spatial variable,

/ ' e orvar - - [ ' e or@ane- [ V(O o)) (Ve

By using |V (0e?5%(s¢)")| < Ce?*¥(s¢p)" ! which is a consequence of (97), we get (103) by Young’s inequality.
O

4.3.3 Proof with observation on three components: (93)

Proof.

The proof is close to the proof of [16, Lemma 7].

Let A € &5 (see (82)), o1 € C5°(Q)?* (the general case comes from a density argument, see (117), Lemma 4.21
and Lemma 4.22), ¢ € Y3 be the solution of (91) (see Proposition 4.14) and w; be an open subset such that
w"” CC w; CC wy. We have

. —0vp; — d; Ap; = a1;01 + a2ip2 + azips + agips  in (0,T) x Q,
<9 <
V1_1_4a{88g;: 0 on (0,T) x 90.

We apply (99) of Theorem 4.11 to each ¢;, 1 <i < 4, with w’ = w; and 8 = 0. Then, we sum (by using (54))

VA, s > C, ZIOAS% <C< (/ / e |g;|? dxdt+/ / Me2Y(5¢0)3| ;] dxdt))

We fix A > C and we take s sufficiently large, then we can absorb the first right hand side term by the left hand

side term. We get
ZI 0,\,5,¢;) <CZ/ / 250 (5¢0)3| oy | 2ddt. (105)

Now, )\, s are supposed to be fixed such that (105) holds and the constant C' may depend on A, s.

(104)

We have to get rid of the term fOT L, e2%%(s¢))3|p4|?dxdt in order to prove the observability inequality (93).
For this, we are going to use (53). So, we are going to estimate ¢4 by ¢, for every 1 < i < 3 thanks to the first
equation of (104) with ¢ = 1.

Estimate of fOT L, €°%(50)%|pal|*dudt.

Let us introduce x € C°°(€; [0, 4+00[), such that the support of y is included in wy and x = 1 in w;. We
multiply the first equation of (104) with i = 1 by x(z)e**®(s¢)3p4 and we integrate on (0,7T) X wp, which leads
to

/ / e?5%(5¢)3|p4|*dxdt < M/ / 2% (s¢)3aq1|@a|*dadt by (53)
0 wi
< M/ / 250‘ (s9) a41|904| dzdt

T
/ / e**(5¢)3|pa|Pdrdt < M/ / x(2)e**(5¢)3 04 (=01 — d1Ap1 — a1191 — G212 — az1p3)dadt.
0 w1 0 wo
(106)

Remark 4.16. In Section 4.1.1, we suppose that if (uf, u}, u}) # (0,0,0), then u} # 0. Consequently, we have
(53). If, uj # 0 (or respectively u} # 0), we can easily adapt the preceding strategy. We can assume that

V(t,z) € (t1,t2) X wo, aqz(t,x) > 1/M (or respectively asa(t,z) < —1/M),

and multiply the first equation of (104) with i = 3 (or respectively i = 2) by x(z)e?**(s¢)3p4
(or —x(z)e**(s¢)3p,) and we integrate on (0, 7)) X wp.
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Let € > 0 which will be chosen small enough. Now, we want to estimate the right hand side term of (106)
3
by 3 fy [, €2 (s¢)™| il dwdt with m € N.
i=1

First, we treat the terms fOT o x(x)e***(sp)3paaj1p;dzdt, for every 1 < j < 3. By applying Lemma 4.15:
(100) with ® = 4, ¥ = ¢;, a = a;1 (recalling (54)), © = x, r = 3 and (k,l) = (3,3), we have

/ / (@) (56)° paay (¢, ) dadt
(0,T) xwo

Sa// 623“(s¢)3|g04|2dxdt+05// e?5%(s¢)?|p; P dxdt. (107)
(0,T)xQ2 (0,T) xwo

Then, we treat the term ffoT wa x(2)e?5%(5¢)3p40sp1dxdt. By applying Lemma 4.15: (101) with ® = ¢y,
U=¢p,a=1,0=y,r=3and (k)= (3,7), we have

/ / e*%(5¢)3p40pp1dadt| < e (/ / 259 ()| 4] dwdt+/ / 25 (50) 71 Dpp4)? dxdt)
wo

el / / €25 (5)7| o1 [2dzdl. (108)
0 wo

Finally, the last term —d; fOT fwo x(2)e*%(s¢)3psAprdadt is estimated as follows. By applying Lemma 4.15:
(102) with ® = @4, U = ¢y, a=1,0 =y, r =3 and (k,l) = (3,7), we have

dl/ / 250‘ (s9) 3 Apidadt
wo

T T
=e (/ /eQm(Sd))_l'A%'dedt""/ /e2sa(s¢)|V<P4|2dxdt+/ /eQSa(S¢)3|<P4|2da:dt>
0o Ja o Ja

+C/ / 25 (5¢)7 |1 |Pdadt. (109)

Gathering (105), (106), (107), (108), (109), we get

4
ZI(O A, 8, 9i)

<3 (/ / 250 (56)3 04| da:dt—i—/ / 250 (56)| V4] da:dt+/ / 200 (5) "1 (|upal® + | Apa? )da:dt)
+ C: (Z/ / 25 (5¢) |<pl|2d33dt> (110)

By taking € small enough, we get

4 : T
> 10, ), 5,0) < Ce <Z/O

i=1 i=1

/ ezsa(s¢>)7<pi|2dxdt> . (111)

In particular, we deduce from (111) that

Z/ / 2501 gh) |%2<C<Z/ / 250 (59) <p1|2dmdt> (112)

Then, by using the facts that

min _ e*%(s¢)% > 0, (113)
[T/4,3T/4]xQ
and
e?%(s¢)" € L*>((0,T) x Q), (114)
we get

Z/m/g il *dadt < C <zg:/0T /W0 I%Idedt)- (115)

i=1
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From the dissipation of the energy in time for (104) (see Lemma A.1 in the Appendix), we easily get

) 4 3T /4
0,. <C / / Pdxdt | . 116
000, )72 (Zl - Qle (116)

Then, by using (115) and (116), we obtain

3 T
||so<o,.>||;(m4gc<z / / %|2dxdt>. (117)
i=1 wo

This ends the proof of the observability inequality (93) because wg C w. O

Remark 4.17. Some stronger observability inequalities
We also have the following stronger inequality than (117) which can be proved from (112), (113) and (116). It
wont (@) C L?(Q) (see Section 4.4.1). We have

will be used to find controls in L2
3 T
(0, ) 172 (ys < C (Z/O /€2Sa(8¢)7|<pi2dxdt> : (118)
i=1 w

Moreover, we also have an even stronger inequality (see (112)) than (117) and (118). It will be used to find
controls in L>(Q) (see Section 4.4.2).
4.3.4 Density results

In this section, we show that we can assume that the data o7 is regular i.e. o € C5°(2)%. Moreover, we also
need some regularity on the coupling matrix A for the case j = 1. It’s the purpose of Lemma 4.18.

Lemma 4.18. Let a € L>(Q). There exists (a;) € (C5°(Q))N such that

||ak||Lac(Q) < ||a||L°<>(Q)7 (119)
ay kioo a in L*=(Q). (120)

Proof. Let k € N*, o, € C§°((0,7);[0,1]), ax(t) = 1 in (1/k, T — 1/k), B € C3((2);]0,1]), Br(x) = 1 in
{r € Q; d(z,00) > 1/k} and & € C§°(Q) be defined by & (t, ) = ap(t)Bk(z). Let pi be a mollifier sequence
in @ such that fQ pr = 1.

Then, it is easy to show that ay := &.(px * a) satisfies the conclusion of the lemma. O

Remark 4.19. Actually, the previous lemma shows the density of C§°(Q) in L>°(Q) for the weak-star topology.
We also recall a particular case of the Aubin-Lions’ lemma which is useful for the proof of Lemma 4.21.

Lemma 4.20. [/3, Section 8, Corollary 4]
A bounded subset of Y (see Definition 2.1) is relatively compact in L*(Q).

Lemma 4.21. Let j € {1,2,3}, D; defined by (51), (61) or (76), A € &; (see (82), (84) and (86)), pr € L?(Q)*.
We assume that

orr €O () — o in L2(Q)*, (121)
k—-+o0
Ap € My(CSR(Q)) —* Ain L™(Q)*°. (122)
k—+o00

Then, the sequence of solutions o € Y4 of

—Opr — DjTAcpk = Afgok in (0,7) x Q,

gex — 0 on (0,T) x 99, (123)
Sok(T7 ) = PT.k in Qa

weakly converges in Y* and strongly converges in L*(Q)* to ¢, the solution of (91).
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Proof. First, recalling (121), we remark that (o7 k)ren is bounded in L?(Q)%. Secondly, recalling (122), we
remark that (Ag) is bounded in M4(L>(Q)). Then, from Proposition 2.3: (16), we get that (pr)ken is
bounded in Y4. Then, up to a subsequence, we can suppose that there exists ¢ € Y such that

r — ZinY% 124
® ®

k——+o0

By Proposition 2.2, we can also suppose that

pr(T,.) — @(T,.)in L*(Q)" (125)
k— o0
But, by (121), we deduce that
er(T,.) = orp = orin LX(Q)% (126)
k—+o00
Therefore, by (125) and (126), we get
o(T,.) = pr. (127)
By Lemma 4.20, up to a subsequence, we can also assume that
o — @in L*(Q)* (128)
k— 400

Consequently, from (128) and (122), we have
Alor — ATgin L2(Q)* (129)
k—+o0

By using (124), (129), (127) and by letting k¥ — 400 in (123), we have

-0¢p — DI A =ATg in (0,T) x Q,

92 =0 on (0,T) x 8, (130)

o(T,.) =pr in Q.
By uniqueness in Proposition 2.3, we have ¢ = ¢. Then, (¢ )ren only has one limit-value: ¢ for the weak-
convergence in Y4 and for the strong convergence in L?(Q)*. The sequence (5 )ren is relatively compact in
Y equipped with the weak topology and (¢x)ren is relatively compact in L?(Q)* equipped with the strong

topology. Therefore,
Y — @ in Y47

k——+oo

— in L2(Q)*.
P, pin Q)

O

Lemma 4.22. Let us suppose that (op)ren € YV weakly converges to o in'Y and strongly converges to ¢ in
L2(Q). Then, we have

T T
Vr e N, / /ezsa(s¢)r|<pk|2dmdt — / /6280‘(3¢)T|30\2dxdt,
0 Ja k=too Jo Ja

1000, )l 20 < lklgf(g 100, )l 2 -

Proof. The result is a consequence of the fact that e2°¥(s¢)” € L>°(Q) and Proposition 2.2. O

4.3.5 Proof with observation on two components: (94)

4.3.5.1 Another parabolic regularity result For the cases j = 2 (2 controls) and j = 1 (1 control),
the diffusion matrix is not diagonal (see (61) and (76)). It creates coupling terms of second order. Roughly
speaking, we differentiate some equations of the adjoint system (91) in order to benefit from these coupling
terms before applying Carleman estimates. The following lemma justifies this strategy.

Lemma 4.23. Let d € (0,+00), f € L?(0,T; H% () and yo € C§°(2). Let y € Ya be the solution of
Oy —dAy=f in (0,T) x Q,

g =0 on (0,T) x 99, (131)
y(0,.) = 4o in Q.

Then, z := Ay € Y5 is the solution of

Oz —dAz=Af in (0,T) x Q,
g—; =0 on (0,T) x 08, (132)
2(0,.) = Ayp in Q.
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Proof. Let z € Y5 be the solution of
Oz —dAZ=Af in (0,T) x £,

5:=0 on (0,T) x 09, (133)

z(0,.) = Ay in Q.
By Proposition 2.2, we have z € C([0,T]; L?(2)). Moreover, a.e. t € [0,T],

& -af s+ [
/QZ(t,.):/Qz(o,.):/QAyO:o.

For every t € [0,T], let g(t,.) be the solution of

{ (7): (7) inQ,
&) — g on 09

Then, for every t € [0, T],

By elliptic regularity, ¥ € C([0,T); H%,.(Q)) C L*(0,T; H%.(Q)), 0wy € L*(0,T; H% () C L*(0,T; L*(Q))
since Ad;yy = 0;z. Moreover, § is the solution of (131) (by applying the operator A~! to (133) and by using
A~19,Z = 9;A71Z). Then, by uniqueness, § = y and Z = Ay is the solution of (132). O

4.3.5.2 Proof of the observability inequality: (94)

Proof.

Let A € & (see (84)), o1 € C5°(Q)?* (the general case comes from a density argument, see (151), Lemma 4.21
and Lemma 4.22), ¢ € Y3! be the solution of (91) (see Proposition 4.14), wo and w; be two open subsets such
that w” CC we CC w1 CC wp. Our goal is to prove (94).

We have
—0ppi — diApi = a1ip1 + azip2 + asips in (0,T) x Q,
—0Oip3 — d3Aps = a13p1 + a2 + azzps + (dz — da)Aps  in (0,7) x O,
V1<i<2, —6t<p4 — d4A(p4 = u2(301 — o + 303) n (O,T) x €, (134)
90i = 003 = 004 — on (0,T) x 09,
(i, 03, 04)(T,.) = (@i,T, 3,1, Pa,T) in Q.
From (134) and Lemma 4.23, we have

—0i(Aps) — dsA(Apy) = A(uz(p1 — 2+ ¢3)) in (0,T) x Q,
9591 = () on (0,T) x 9, (135)

A<P4( ) =Apyr in Q.
We apply the Carleman inequality (99) for (135) with 8 =0 and w’ = wa, for every A, s > C,

T T
I(0,\, 5, Apy) < C (/ / e (|Ap1]? + |Aps || + | Aps|?)dzdt —|—/ / )\46250‘(s¢)3|A504|2dxdt> . (136)
0 Q 0 [7%5)

After this, we apply the Carleman inequality (99) for the first two equations of (134) with 8 = 2 and W’ = ws
to obtain (by (64)), for every A, s > C,

T
T2 5.00) + 12N 5,02) + 12, M, 5,03) < C ( / / 2 (56)2 (1o * + [i2l?| + pal® + |Aso4|2>dxdt>
0 Q

T
v ([0 xees0@ (ol + oo + ool )dadt | .- (137)
0 w2

We sum (136) and (137), for every A, s > C,
](27 )‘7 S, 901) + 1(27 /\7 S, ()DQ) + 1(27 >‘a S, (PS) + I(Ov >\a S, A<P4)

T T
<C</ [ =02l +leaPl +eaP + 2Py + [ [ )\4e2sa(8¢)5(|¢1|2+|@22|+|@3|2)>
0 Q 0 ws

T T
e (/ /625“(|A¢1|2+|A¢2|2|+|A¢3|2)+/ / )\46250‘(s¢)3|Ag04|2>. (138)
0 Q 0 w2
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We fix A > C and we absorb the first and the third right-hand side terms of (138) by the left-hand side terms
of (138), by taking s sufficiently large. Then,

T2, 0, 8,01) + 1(2, N, 5,02) + 1(2,\, 5, 03) + 1(0,\, 5, Apy)
T ) r

<C (/ / e***(59)°(|er]? + |2l + |<p3|2)d:cdt+/ / ezsa($¢)3|A904|2dxdt> . (139)
0 “2 0 wa

Now, )\, s are supposed to be fixed and the constant C may depend on ), s.

Then, we have to get rid of fOT [, €°%(5¢)°| Apa|*dxdt and fOT [, €°%(5¢)°|s|*dxdt. For the first term,
we use the coupling term of second order (ds — d4)A. For the second term, we use the coupling term of zero
order thanks to property (63).

Estimate of fOT I, €5%(s0)*|Apa|>dzdt.

Let us introduce yo € C*°(Q; [0, +00]), such that the support of x2 is included in w; and y2 = 1 in wy. We
multiply the second equation of (134) by sign(ds — d4)x2(z)e?**(s$)3Aps and we integrate on (0,7T) X wy. As
d3 75 d4, we have

T T
/ / era(s¢)3\Aap4\2dxdt§/ / Xg(x)eQSa(s¢)3\Aap4\2dxdt
0 w2 w1

0

T
< C/ / x2(2)e*** (s¢)> Aps(—rp3 — dsAps — ar3p1 — asspe — assps)dadt. (140)
0 w1

Let € > 0 which will be chosen small enough. We estimate the right hand side of (140) in the same way as
the one of (106):
e for terms involving Apsa;zp; with 1 < i < 3, we apply (100) with ® = Apy, ¥ = @;, a = a;3 € L=(Q),
1 <4 <3 (recalling (64)), @ =x2 and r =k =1=3,
e for the term involving Ap40;¢p3, we apply (101) with ® = Agpy, ¥ = ¢3,a=1,0 = xs and r = k = 3,

=1,
e for the term involving ApsAgs, we apply (102) with ® = Agpy, ¥ = w3, a =ds, © = xo and r =k = 3,
1=T.

From (139), (140), we get
1(27)\735901> + I<2’)‘>57§02) + 1(27)‘787303) + 1(07A757A<P4)

< 3¢ (/ 25a(8¢) |Ag04| dxdt—i—/ 23&(5¢>)|VA904|2d33dt+/ €2SO‘(S¢)_1 (‘6tA804|2+|AA§04‘2) dxdt)
Q

+ C. (Z / /w e%%(5¢)7| 4] dxdt) (141)

By taking ¢ small enough in (141), we get

3 T
1(2,8,01) + 1(2,8,02) + 1(2,8,03) + 1(0,s, Apg) < C (Z/ / 259 (5) 7|4 dmdt) (142)
i=170

Estimate of fOT I, €25%(59)7 |ps|*dzdt.

Let us introduce x; € C*(Q; [0, +00]), such that the support of x; is included in wy and x; = 1 in wy. We
multiply the first equation of the adjoint system (134) with i = 1 by —x1(2)e?**(s$)"p3 and we integrate on
(0,T) X wg. By using (63), we have

T T
/ / 2% (3)7| 03 *dudt < / / 31 (@) (6) s P dadt
0 w1 0 wo

T
< C/ / Xl(ac)e2sa(s¢)7g03(—8tg01 — d1Ap1 — a1191 — ag1p2)dxdt. (143)
0 wo

Let ¢’ > 0 which will be chosen small enough. We estimate the right hand side of (143) in the same way as the
one of (106):
e for terms involving ¢sa;1¢; with 1 < i < 2, we apply (100) with ® = @3, ¥ = ¢;, a = a;3 € L™(Q),
1 <4 <2 (recalling (64)), @ =xyandr=7,k=5,1=9,
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e for the term involving ¢30;¢1, we apply (101) with ® = @3, V=13, a =1,0 =x; andr =7, k = 5,

=13,
e for the term involving ¢3Ap;, we apply (102) with ® = @3, U = ¢, a =d;, © = x3 and r =7, k = 5,
l=13.

Then, we obtain

T T
|| ool < (/ i e2m<<s¢>5|sos2+<s¢>3w3|2+<s¢><|atso3|2+|Aso32>>>
0 w1

e (Z / / 2 (59) 13|soz|2> (144)

By using (142), (144) and by taking &’ sufficiently small, we get

2
I(2, M, 8,01) +1(2, N, 8,02) + 1(2, N, 8, 03) + 1(0, A, s, Apy) <C<Z//

i—1 (0,T) xwo

e28a<s¢>13wi|2>. (145)

Then, we deduce from (145) that we have

</ / 252 (56)°|¢p; |2> / / 258 (4 ) A@42<C<Z//OT)XWD 200 S¢)13|%2> (146)

where qg and @ are defined in (98). In particular, gg and @ do not depend on the spatial variable z. In order to
estimate @4 by Agy, we use the classical lemma and the corollary that follow.

Lemma 4.24. Poincaré- Wirtinger inequality
There exists C = C(Q) such that

Yu € HI(Q),/ (u(z) — (u)q)? da < C’/ |Vu(z)|?dz. (147)
Q Q
Corollary 4.25. There ezists C = C(Q2) such that
Vu € H3(Q) := {u € H*(Q) ; % = 0} , / |Vu(z)2de < C/ |Au(z)|*d. (148)
Q Q

Proof. Let u € H% (). We have by an integration by parts and by using (147),
JoIVul? = = [(Au)u = — [ (Au)(u— (u)a) < [|Au]f2g) v = (Wall 2o < C AUl L2 () VUl 2o O

Then, by applying the Poincaré-Wirtinger inequality (147) and (148) to 4, we deduce from (146) that

</ / 250 5) Isoz|2> / / 258 (56)%|4 — (pa)o <C<Z//omx% 2s0r s¢)13|@12). (149)

Now, from the dissipation in time of the energy of (¢1, p2, ¥3, 1 — (v4)a) (see Lemma A.1 in the Appendix),
we get

3
> (Ii0. )20y ) + l4(0,) = (20O 20

3T/4
< C// (Z (Ilwi(t,.)\liz(m) + llpalt,.) = (@4)Q(t)||iz(m> dt. (150)
T/4 i—1

Consequently, from (149), (150) and the same arguments given between (112) and (117), we easily deduce that

> (20 )12 ) + lea(0,.) = (e)a(O)]F2y < C [ D 2 (s) 13| i |Pdewdt (151)
(0,7)
i=1 ) xw

i=1

and consequently the observability inequality (94) because e***(s¢$)*? is bounded.

This ends the proof of the observability inequality (94). O
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4.3.6 Another Carleman inequality

Theorem 4.26. Carleman inequality

Let d € (0,400), w' an open subset such that w” CC w' CC wy. There exist C = C(Q,w'), Ao = Ao (Q,w') such
that, for every X > o, there exists s = so(2,w’, \) such that, for any s > so(T +T?), any pr € L*(Q) and
any f € L*(0,T; H%,.(2)), the solution ¢ of

—Op —dAp =Af in (0,T) x Q,
g—ﬁ =0 on (0,T) x 09,
o(T,.) = ¢r in Q,

T T T
2s5a 3 2 25 41212 2sa 3 2
/0 /Qe (s¢)°|p|“dxdt < C </0 /Qe (s9)*| f] dxdtJr/O /w/e (s9)° || d:cdt). (152)

The proof of this inequality can be found in [12, Lemma A.1] (see in particular that the equality [12, (A.3)]
still holds for f € L2(0,T; H%.(2))).

satisfies

Remark 4.27. The estimate (152) is different from (99) because (99) gives us

T T T
/0 /S2625a(5¢)3|<p|2dxdt <C (/0 /9625’1|Af|2dxdt+/0 /w, ezsa(s¢)3|<p|2d9:dt> . (153)

Therefore, (152) is useful when one wants an observation of ¢ in term of f (but not in term of Af). Roughly,
we remark that we have to pay this type of estimate with a weight (s¢)* (see the first right hand side terms of
(152) and (153)).

4.3.7 Proof with observation on one component: (95)

We have seen in Section 4.3.5 that parabolic regularity allows us to apply A to the third equation of (134) (see
(135)) in order to benefit from the coupling term of second order (ds — d4)Aps. The case j = 1 needs more
regularity because we have to benefit from two terms of coupling of second order. Therefore, we need to apply
AA (see (156)). There are two main difficulties. First, Proposition 4.14 only shows us that ¢, the solution
of (91) is in Y3'. However, we need: Ay € Y;t. That is why we regularize the coupling matrix A € & (see
Lemma 4.18). Secondly, we want an observation of AAp, in term of Ap;, Aps (and not in term of AAgp;,
AAgy because we do not have these terms in Carleman estimates applied to ¢1 and ¢s: see (160) and (161)).
That’s why we use Theorem 4.26.

Proof.

Let A € My (C5(Q)) N & (see (86)), pr € CE°(Q)* (the general case comes from a density argument, see
(183), Lemma 4.18, Lemma 4.21 and Lemma 4.22), ¢ € Y3 be the solution of (91) (see Proposition 4.14), ws,
wa, wh and wy be four open subsets such that w” CC w3 CC wy CC wh CC w1 CC wp. Our goal is to prove

(95).
We have

*at(pl - dlAgal =a11yp1 + a21p2 in (O,T) X Q,
—6t<,02 — dQAQDQ = a12p1 + a22p2 + (dz — dg)ALpg n (O,T) X Q,
—Opp3 — dsAps = —m2(<p1 - @2) + Apy in (O,T) x €, (154)
—6t<p4 — d4A§04 = m3(<p1 — (pg) in (O,T) X Q,
92 =0 on (0,T) x 89,
o(T,.) =pr in Q.

First, by applying consecutively Lemma 4.23 to the fourth equation of (154), the third equation of (154),
the second equation of (154), the first equation of (154), we get

Ap € L*(0,T; Hy. ()" (155)
Consequently, we can apply AA to the fourth equation of (154) by using (155) and Lemma 4.23,

—0i(AApy) — dsA(AApy) = AA(m3(p1 — p2)) in (0,T) x Q,

9a8es _ on (0,T) x 09, (156)
AApy(T,.) = AApyr in Q.
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Then, we use the Carleman inequality (152) for (156) with w’ = w3 and f = A(ms(p1—2)) € L*(0,T; H%,()),
for every A\, s > C,

T T T
2sa 3 2 2sa 4 2 2 2sa 3 2
// (59)*| AL sc(/o / (s9) (lAsD1|+|A<p2|)+/O / (s9) |AA¢4|>. (157)

Remark 4.28. Here, we have to apply the Carleman estimate (152) instead of (99) in order to get in the right
hand side of (157) only terms of order two (and not more) in ¢7, ¢2. Otherwise, we can’t absorb the remaining
terms thanks to Carleman estimates (99) applied to ¢1, @e.

Then, we apply A to the third equation of (154) thanks to (156) and Lemma 4.23, for every A\, s > C,
=01 (Awp3z) — dzA(Apz) = A(=ma(p1 — p2)) + AApy  in (0,T) x Q,
9583 = () on (0,T) x 8, (158)
A@s( ) =Apsr in Q.

We use the Carleman inequality (99) with w’ = w3 and 8 = 2, for every A\, s > C,

w2

T T
I<2,A,s,A¢3>sc</ | @608 + 180 + 1800 + [ A4e25“<s¢>5m¢3|2>. (159)
0 Q 0

Then, we apply the Carleman inequality (99) with w’ = ws and 8 = 5 to the second equation and the first
equation of (154) (by (79)), for every A, s > C,

T T
M(5,A,s,¢2>sc</ / N2 (59) (12 + [ 0al?] + | Agsl?) + / / A5e2m<s¢>8|sozl2>, (160)
0 Q 0 w3

T T
M(s,x,s,gol)sc*(/ /Q A2 (56) ([ on? + [ip2l?]) + / / A5e280<s¢>8|¢12>. (161)
0 0 w3

We sum (157), (159), (160), (161) and we take A and s sufficiently large,

T
/ / e2%(50)3| AA @y |Pddt + (2, ), 5, Aps) + M(5, N, 5, 02) + M (5, ), 5, 01)

<C (/ / 25 (50)3| ADgpy| dxdt—i—/ / MeZ5(s¢) |Ag03|2dxdt>
+C (/ / 5259 (5¢))8 | o |2 ddt +/ / )\5623a(s¢)8|cp12dxdt> . (162)
0 w3 0 w3

Now, A and s are supposed to be fixed. The constant C' may depend on A and s. We have

T
/ / €220 (56)*| ADpu [2dadt + I(2, 0, 5, Apg) + 15\, 5, 02) + 1(5, Ay, 01)

(/ / 252 (50)3 | AAgy| dxdt+/ / 259 (54)°| Ags| da:dt)
e ( / / €25 (560)® | o2t + / / e2m(s¢)8|<p1|2dxdt> . (163)
0 w3 0 w3

Remark 4.29. Here, we take advantage of the two parameters A and s in Theorem 4.11. Indeed, if we forget
A, we would need to sum fOT Jo e25%(s¢)3|AA 4| ?dxdt, I(4,s, Aps), I1(6,s,02) and 1(6,s,p1). Therefore, we
would get in the right hand side fOT Jo €5 (30)*| AAp4|?dxdt which can’t be absorbed by the left hand side.

Then ,we have to get rid of fOT L, €°%(s0)°|AApa[?dudt, fOT s €57 (50)°| A3 [*dwdt and

fOT fwg e25%(5¢)8|p2|?dxdt. For the first term, we use the coupling term of fourth order AA. For the second
term, we use the coupling term of second order (ds — d3)A. For the third term, we use the coupling term of
zero order thanks to property (78).

Estimate of fOT I, €5%(59)°|AA @y [ dadt.
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Let us introduce y3 € C*(Q; [0, +00]), such that the support of y3 is included in wy and y3 = 1 in ws. We
multiply the first equation (158) by (x3(z))?e*%(s$)3>AAp4 and we integrate on (0,7 X wy. We have

T
/ / (X3(.’E))2€23a(8¢)3‘AA(,D4|2d.Z‘dt
< C/ / 2 2sa Sd)) AApy (=0 Aps — d3AAp3 + maApy — malAps)dadt. (164)

Remark 4.30. One can see the presence of (y3(x))? instead of x3(x) as before (see for example (106)). It is
purely technical (see the proofs of Lemma 4.31 and Lemma 4.32).

Let ¢ € (0,1) which will be chosen small enough. First, for every 1 < i < 2, by applying Lemma 4.15: (100)
with @ = AApy, ¥ = Ap;, a =ma, © = (x3)?, r =3 and (k,1) = (3,3), we have

/ /,@¥m8¢ AA@Om#M%<6/ /’%as¢\AA¢F+f7/ JIR C CONINT T
wa

But, the other terms in the right hand side of (164) i.e. fOT Lo, (xa(2))?€*** (50)* (AApa) (0, Apz)dadt and

fOT fwz (x3(2))%e2%(s4)3 (AAp,) (AAp3)dzdt can’t be estimated as in Lemma 4.15 because we have not enough

derivative terms in @4 in the left hand side of (163). In order to estimate these two terms, we follow the strategy
developed in the proof of [12, Theorem 2.2] (see Appendix A.3 for the proof of the two following lemmas).

Lemma 4.31. We have

/ / 367 (50)° (AApa) (AAps)
s¢ (/0 /Q625"‘{(5925)4(|A<;91|2 + [Aps|?) + (sp)|AAps|* + (5¢)3AA¢4|2}>
T
+Ce (/0 /m 28“{(8¢)24(|<P1|2 + p2|* + [Aps]?) + (s9)**(IVer]* + [Vo|* + |VA¢3|2)}> . (166)

Lemma 4.32. We have

T
| [ gemeoraaco@a)
<€</T/ehﬂw@%Mwﬁ+-Am2m4wM@A%2+@@3AA@y})
0 Q

T
+c;<A /”e%“{@¢f%nnﬁ+wwz2+»Awa%+w&m”Gan2+¢Vwﬂ2+|VAwa%}>. (167)

Moreover, the proof of these two lemmas (see (309)) provides us another estimate which is useful to treat
the right hand side of (165).

Lemma 4.33. For every 1 <i <2, >0, we have

[ ] eeoma
<4é (/OT/QE2SQ(S¢)4A%‘2) + Cs (/OT /w 2“”{(5¢)24(\<p1|2 n |<,02|2 + |A<p3| ) (s¢)22|Vg@i2}> _ (168)

Gathering (165) and (168) with 6 = ¢/C, we find that for 1 <i <2,

/ / )2e25% (5¢)3 (A A @y )Mo Ap;dadt
w2

T
<e (/ / e?%(5¢)3| AA @y |2 dxdt —l—/ / e25a(8¢5)4|A<,0i|2dxdt>

+ C: (/ / 259 (50) 24 (|p1 |2 + |2|* + | Aps)?) dxdt+/ / 230 (V22| V dxdt) (169)
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From (164), (169), (166), (167), we get
/ / )2e25% (5¢)3| AA @y |*dadt
<e ( / /Q e%a{(w)‘*(mw +18¢a) + (50)([0: A5 + | MA@ ) + <s¢>3|AAso4|2}dxdt>
0
T
+C. ( || @ {s0r ol + leal + 180aP) + (62Tl + ol + |mso3|2>}dmdt) . (m0)
0 wa
By using (163), (170) and by taking e small enough, we have
T
| e o aneuP ot + 12,0, 5. ) + 165,05, 02) + 165,501
0 Q
T
<c ( || e {s0r ol + leal + 180a) + (62Tl +Tiaf? + |VA¢3|2>}da:dt> - am
0 wa

Estimate of foT I, €5%(50)**|V Aps|*dadt.

Let us introduce xz € C*°(Q; [0; +oo[) such that supp(Y2) C wh and Y2 = 1 on wy. Then, by Lemma 4.15:
(103) (with ® = A3, © = wo, @ Xz, r =22 and (k,l) = (1,43)), for any ¢’ > 0, we have

T
/ / e*%(50)*2 |V A3 |*dadt
0 w2
T
g/ / 5(\56250‘(5¢)22|VA¢3|2dxdt
T
</ / 0] (56) | ADgs|? + (50)°|V Ay }dxdt>+05/ / / €20 (56) 3| Aps Pdadt.  (172)
0 0 Jw,

By taking ¢’ small enough and by using (171) and (172), we have
T -
/ / ¢ (s6)° | AD@aPdadt + 12,0, 5, Aps) + (5, M, 5, 02) + (5, Ay, 01)
0 Q
T . T
<c ( / / 25 (56) 3|12 + [ pal® + | Acps[?)drdt + / / 5 (s6)2([Via |2 + |Vipo?)dadt | . (173)
0 wé’ 0 wé/

Estimate of fOT fw; €25 (s¢)*3| Aps|2dadt.

Let us introduce xa € C°°(£2;[0, +00[), such that the support of x» in included in w; and x2 = 1 in wh. We
multiply the second equation of (154) by sign(ds — d3)x2(7)e?*¥(s$)*® Aps and we integrate on (0,7) x wy. As
ds # d3, we have

T
/ / )gg(x)e%‘l (s¢)43|Ag03|2dxdt
0 wi

T
< C/ / x2(2)e*** (s9) " A3 (—Orp2 — doAps — ar2p1 — asagps)dadt. (174)
0 w1

Let ¢ > 0 which will be chosen small enough. We estimate the right hand side of (174) in the same way as the
one of (106):
e for terms involving Agpsa;op; with 1 <14 < 2, we apply (100) with ® = Aps, ¥ = ¢;, a = a;2 € L™(Q),
1 <i <2 (recalling (79)), © = x2 and r =43, k =5, [ = 81,
e for the term involving Ap30:p2, we apply (101) with ® = Aps, ¥ = w9, a =1, O = x and r = 43, k = 5,

I — 85,
e for the term involving ApsApsy, we apply (102) with ® = Aps, ¥ = @, a = dg, © = x2 and r = 43,
k=5,1=85.
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We get
T
/ / xa(x)e?** (5¢)*3| Aps|*dxdt
0
T
<& ( | [ e {sorlapl? + (s IV apal + (s6)(00pal + |AAga * pode
0 Q
T
L O / / €25 (50)3% (|1 2 + [0 ?)dadt. (175)
0 w1
By taking ¢” sufficiently small, we get from (173), (175)
T
/ / 628a(8¢>3|AALp4|2dl‘dt + 1(27 )‘7 S, A<p3) + 1(57 )‘a S, (;02> + I<5’ )‘7 S, 901)
0 Q
T . T
<c [ [ o el + e+ [ [ oV + Ve dodr. (170)
0 wi 0 w2

Estimate of fOT I, €°%(s0)**|Vi*dwdt for 1 <i < 2.

Applying Lemma 4.15: (103) (with ® = ¢;, © = w1, © = xo, 7 = 22 and (k,l) = (4,40)), for any £ > 0,
we have

T
/ / ezsa(sgﬁ)22 |Vg0i|2dxdt
0 w2

T
< / / X2623°‘(s¢)22 |V<pi|2dxdt
w

< ( / w0l (s0) | Agil? + (56)° Vi }dxdt> + Cun / / 20 (560 oy 2dadt.  (177)
By taking ¢”” small enough and by using (176) and (177), we have
T
/ / e?(s9)3|AApy|Pdadt + 1(2,\, 5, Ap3) + I(5,\, 5, 02) + 1(5,\,5,01)
<o [ w0 el + lpaf? st (78)

Estimate of foT I, €5%(50)*°|p2|*dadt.

Let us introduce x; € C°°(£2;[0, +00[), such that the support of x; in included in wy and x1; = 1 in w;. We
multiply the first equation of (91) by x1(7)e2*®(5¢$)%°ps and we integrate on (0,7) X wp. Recalling (78), we
have

T
| i@ s0)eaPasi
0 wo
T
< C/ / x1(2)e**(s¢)% po(—0pp1 — d1Aps — ar1p1)dadt. (179)

We estimate the right hand side of (179) in the same way as the one of (106):
e for the term involving waa11¢1, we apply (100) with ® = o, U = 1, a = a1 € L=®(Q) (recalling (79)),
O =x; and r =85, k=8, =162,
e for the term involving w20;p1, we apply (101) with ® = ¢o, ¥ =1, a =1, 0 = x; and r = 85, k = 8§,
I = 166,
e for the term involving poAp;, we apply (102) with ® = ¢y, ¥ =1, a =d;, © = x; and r =85, k = 8§,
[ = 166.
We get

T T
/ / 5 (s6)* | AApa2 + 12, A, 5, Ags) + (5, A, 5, 02) + 1(5,\,5,01) < C / / €252 (56) 1% 12, (180)
0 Q 0 wo
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Then, we can deduce from (98) and (180)

; [ [emeoriar+ [ [ eo{wariant + 6draser} < [ [ o ar. s

Now, we use Poincaré-Wirtinger inequality as in (149) to get
T —~ ~ ~
| [ 0 orP + o)+ 2 {50713 = (ea)al + (5l — (o)l
< C/ / 25a S¢ 166|90 |2 (182)

Now, from the dissipation of the energy of (¢1, p2,v3 — (p3)a, P4 — (v1)a) (see Lemma A.1 in Appendix A)
and by using the same arguments as for 2 controls (see (150) and (151)), we easily get

T
Zn% N2 Q>+Z|m ()0l <C [ [ ooyl Pz, (83

and consequently the observability inequality (95).

This ends the proof of the observability inequality (95). O

4.4 Second step: Controls in L>(Q)
4.4.1 Penalized Hilbert Uniqueness Method

The proof in this subsection follows ideas of [8] and [16, Section 3.1.2]. The goal is to get more regular controls
in a some sense (see (202)) by considering a penalized problem.
Let € € (0,1) and
M3 = 7, M2 = 137 M1 := 166.
We choose A and s large enough such that (118), (151), (183) hold.
Let j € {1,2,3}, A € & (see (86), (84) and (82)), ¢y € H; (see (87), (85), (83)). We define J : L*((0,T) x
w)? — R+,

, . , 1 , 1
Yhi € L2((0,T) x w)?, J(h’) = = // =25 (5) M3 |13 [2ddt + % I¢(T, .)||2LQ(Q)4 ,
0,7)Xw

where ¢ = ({1,(2,(3,(4) is the solution to the Cauchy problem (89) associated to the control h’.
We condider the extremal problem

inf J(h9). 184
hjeLZ(l(%,T)xw)J () (184)

We have e25%(s¢)™i € L>(Q). So, if (e725%(s¢)~Mi)V/2hi € L2((0,T) xw)’ then h? € L?((0,T)xw)?, otherwise
J(h?) = +o0o. Therefore,

- inf J(W) = inf J(h).
hi€L2((0,T)Xw)J (e—25(s¢) " Mi)1/2Ri € L2((0,T) X w)i

We introduce the notation Li) we((0,T) x w)? for the set of functions A/ such that for every 1 < i < j,
(e=25%(s¢)~Mi)1/2h; € L2((0,T) x w). L2, ,1:((0,T) x wp)’ is an Hilbert space equipped with the inner product

J
(hok) =22 | Jior) %o e~ 2% (s¢) " Mih;k;dxdt. We define
i=1 ’

Vi € L2, ((0,T) x w)?, J(h) = J(h).

wght

J is a continuous, coercive, strictly convex functional on the Hilbert space L? gt ((0,T) % w)?, then J has a

unique minimum A7¢ with (e=2%(s¢)~M:i)1/2h3= € L2((0,T) x w)’. Let ¢° be the solution to the Cauchy
problem (89) with control A% and initial condition (.
The Euler-Lagrange equation gives

, o d 1
WhT € 12,,,((0,T) x ), 3 / / e (50) MR hadeds + - / C(T.2)C(T, )dx =0,  (185)
’ i1 (0,T)Xw Q
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where ¢ = ((1,(2,(3,4) is the solution to the Cauchy problem (89) associated to the control h/ and initial
condition (y = 0.

We introduce ¢° the solution to the adjoint problem (91) with final condition °(T,.) = —1¢5(T,.). A
duality argument between ¢ and ¢° gives

CE(T x).¢(T,x dx—Z// hisdxdt. (186)
0,T) X wo

Then, we deduce from (185) and (186) that

Vh! € L2, ((0,T) x w)? Z// e 25 (s¢) "M hE hydadt = Z// higSdxdt.
(0,T)xw (0, T)xw

Consequently,
Vie{1,...,5}, h =¥ (sp)Mipil,,. (187)

Another duality argument applied between (¢ and ¢° together with (187) gives

2 T —Z ] o e st + [ 0.0 o) (158)
If j = 2, we have [, (o.a(x)dx = 0. Then,
!
/ F ORI =3 [ 0@+ [ (£0.2) = (@1)a0)oaa)de. (189)
If j = 1, we have [, Co.s(x)dz = 0 and [, Co4(x)dz = 0. Then,

/ (0, 2) o () dx
Q

=3 [ e0.00s(a)dn + [ (50.0) ~ (e)a@)a@de + [ (£5(0.9) =~ (@r)aO)oalade.  (190)

Q

Then, from (118) for j = 3, (151), (189) for j = 2, (183), (190) for j = 1 and (187), (188), we have

1 2 2 M\ 275 2
ST Moy + 3 [y 2| < ey (191)
In particular, from (191),
¢(T,.) =, 0in L*(Q)4, (192)
and .
|Bih#|[ 12 gy < C- (193)

Then, by using A € M4(L*(Q)) (see (86), (84) and (82)) and recalling (193), from Proposition 2.3 applied to
(89), we deduce that
1€y < C. (194)

So, from (194), up to a subsequence, we can suppose that there exists ¢ € Y such that

¢¢ = Cin L*(0, T HY(Q)Y), (195)
0yC* =, 0Cin L2(0,T; (H' (), (196)

and from Proposition 2.2,
¢°(0,.) = ¢(0,.) in LA(Q)*, ¢(T,.) =, 4T, in LA()* (197)

Then, as we have (¢(0,.) = {p and (192), we deduce that

¢(0,.) = ¢o, and ¢(T,.) = 0. (198)
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Moreover, from (191), up to a subsequence, we can suppose that there exists b/ € L? ont((0, 1) x w)7 such that

(R7¥) — hiin L2 ,,((0,T) x w)?, (199)

0 wght

and

112 112
H(672sa(8¢)7Mj)1/2h]‘ < lim inf H(ef2sa(8¢)fMj)1/2hj,€ <C ||C0H§,2(Q)4 . (200)

L2((0,T)xw)d e—0 L2((0,T)xw)i —

Then, from (195), (196), (199), we let € — 0 in the following equations

{ 8¢5 — DACE = A(t,x)CF + B;hi<1,, in (0,T) x Q,

%E: =0 on (0,T) x 99,

and by using (198), we deduce
8tC — DAC = A(t,x)( + thjlw in (O,T) X Q,
28 =0 on (0,7 x 09, (201)
(€(0,.),¢(T,.)) = (¢0,0) in Q.

Therefore, we have proved the existence of a control h7 such that (e=25%(s¢)~Mi)1/2h7 € L?((0,T) x w)? that
drives the solution ¢ of (89) to 0, and we have the estimate

2
—2s« —M;\1/2} 3 2
G COROREL Yo < AP (202)

4.4.2 Bootstrap method

In the previous subsection, we proved the existence of a control k7 such that (e=25%(s¢)~Mi)V/2h7 € L2((0,T) x
w)?, i.e. a control hY more regular than L?(Q). The key points are the link between h/¢ and ¢ (i.e. (187)) and
the weights of Carleman estimates. Now, we use an iterative process in order to find controls in L>(Q)’. We
use the same key points together with parabolic regularity theorems. This section is inspired by [16, Section
3.1.2] and [44] (for the Neumann conditions). First, we are going to present the boostrap method for the case
j = 3 and after that, we explain the main differences for the case j =2 and j = 1.

4.4.2.1 Strong observability inequalities From (112) for the case j = 3, (149) for the case j = 2, (182)
for the case j =1, (187) and (191), we deduce these inegalities which are useful for the bootstrap method:

4 T
(j=3) = (Z / /Q e2sa<s¢>3|sof|2dwdt<C||<o||iz(m4>, (203)
=1
3 T R . T A 9
(j2):><z / /Q €255 (503 o¢ [2dadt + / /Q e%a(sas)?’wz(s@m?dxdtsc||<o||L2<Q>4>, (204)
=1

2 T 4 T
(=1 = (Z / / 5% (5 [Pt + 3 / / e2w<s¢>3sof—<sof>n|2dxdtscncouiz(W). (205)
=1 1=3

4.4.2.1.1 Bootstrap Let § > 0 which will be chosen sufficiently small and (dx)keny € (RT*)N be a
strictly increasing sequence such that Jy . __5>_ . Let (pr)ken be the following sequence defined by induction
— 00

Po = 27
(N+2)ps : N+2
N+2—2pr if pp < 5=,
Pk+1 1= 2pk if pp, = %,

: N+2
—+00 lf Pk > 5 -

Clearly, there exists [ € N such that
Vk > 1, pr = +o0. (206)

Definition 4.34. We introduce the following spaces: for every r € [1, +o0],

WJ%:(Q) = {u cW2r(Q) ; % = 0} , Y, =L"(0,T; WJ%,:(Q)) AWLT(0,T; L"(Q)).
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Definition 4.35. Let u be a function on Q. For 0 < g < 1, we define

u . jult,z) — u(¥',2')]
2,8 = )
PR atanequtar .y (E— U]+ |z — 2/[2)B72

which is a semi-norm, and we denote by C?/%%(Q) the set of all functions on @ such that [u]g/2 5 < +0o0,

endowed with the norm

lullgjas = | sup [u(t,2)] | + [uls/2,p-
sr28 = | S,

Proposition 4.36. Let 1 < p < +00, m € N*, D € M,,,(R) such that Sp(D) C (0,+00), A € M,, (L™

[ € LP(Q)™. From [20, Theorem 2.1/, the following Cauchy problem admits a unique solution u € Y™

Ou— DAu = A(t,z)u+ f in (0,T) x Q,

% =0 on (0,T) x 09,
u(0,.) =0 in Q.

Moreover, there exists C > 0 independent of f such that
[ellym < CF Loy -

Proposition 4.37. (45, Theorem 1.4.1])
Let r € [1, +o00[, we have

LV55 (Q) if < NE2
r : _ N
Y, <= L% (Q) if =232

CPI2B(Q) — L>™(Q) with 0 < B <2 — M2 if p > N2,

(@),

In the following, C' denotes various positive constants varying from one line to the other and does not depend

of [¢oll 2@

We define for every k € N, R
ws,k — ea(s+6k)¢5.

For k € N*, we have
—Oppk — D3AY=k = A(t,z)ys* + fr in (0,T) x Q,

81551}9 =0 on (0,T) x 99,
YR, ) =0 in 0,

with ~
fu(t,x) = =0, (M)

By using the fact that (0)ren is strictly increasing, we easily have that

|fiel < Qe = Ol in (0,T) x Q.
We show, by induction, that for every k € N, we have

7/)8)16 € LP* (Q)4 and H'I/JE}]CHLPIC (Q)4 < C ||C0HL2(Q)4 .

The case k = 0 can be deduced from the fact that dp > 0 and (203).
Let k € N*. We suppose that

wa,k—l c LPk—l(Q)Zl and Hw&k_IHL”kfl(Q)‘l <C ||COHL2(Q)4 .
Then, from (207), (208), (210) and from Proposition 4.36, we get
QZJE’k S X;lk_l and "¢E’k||x4k < C ||C0||L2(Q)4 .
Pr—1

Moreover, by Proposition 4.37, we have

Ut € D@ [ e < € Iy
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This concludes the induction.
From (97) and (98), we remark that we have the following inequality

because

(M) _ 220l (1 4 g=Mmolly = o) _ Mimoll 41— 2Almoll < 1 — g2AlImoll,

Moreover, from (96), we can pick § > 0 such that

2s —(1+ fA)(s+0)=s2—(1+ f(N))—0(1+ f(A)>0.

Now, by applying consecutively (206), (187), (212), (213) and (209), we have for every ¢ € {1, ...

||hz§HL°°(Q)3 = [|Aill o Q)3
= (€% (5605 | 1 s

< e omeat o seyT| Bt

L>(Q) LPi(Q)
a(s+9d), e

<Clle %5

LP(Q)

< || edtsten

< CllGoll 2 gy -

(6, < 6 and @ < 0)

g
v LPL(Q)

Therefore, from (215), we get
||h’zE||LOO(Q)$ S C HCO”LQ(Q)“ .

(212)

(213)

(214)

(215)

(216)

So, (h*€). is bounded in L>(Q)3, then up to a subsequence, we can suppose that there exists h? € L>(Q)?

such that
h3,e Uk h3 in LOO(Q)3,

e—0

and
Hh’?)HLoo(Q)S <C ||CO||L2(Q)4 .

From (195), (196), (217), (198), we have

8:¢C — D3AC = A(t, 2)¢ + Bsh®l, in (0,T) x ,
% =0 on (0,T) x 99,
(C(O7 )7 <(Ta )) = (407 0) in Q.

This ends the proof of Proposition 4.8 for the case j = 3.

For every k € N, we introduce

0° = (5,95, 95, ¢5 — (99)a)7,

w&k = ea(s"!‘(;k)@e,k.

For k € N*, we have
—0yp=F — Do Ap=k = A(t,2)y** + fi. in (0,T) x Q,
‘915“ =0 on (0,T) x 09,
YER(T, ) =0 in 0,

with

~ — ~ ,\ —~ T
it ) =~ 5k 4 (0,0,0, (we?HM S — TR g 4 uge TGS )

because A € & (see (84)). From the fact that (0 )ren is strictly increasing, we easily have
|fil < Ce®eTor=1) |8 = Clop=F 1] in (0,T) x Q.

Then, the strategy of bootstrap is exactly the same. The starting point comes from (204).
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(218)

(219)
(220)

(221)

(222)



i=1]
We apply the same strategy as for the case j = 2. For every k € N, we introduce

¢ = (05, 05, 05 — (¥5), 95 — (¥Da)”, (223)
- e(’f(s-‘r(sk)g;;/k. (224)

The starting point comes from (205).

This ends the proof of Proposition 4.8.

4.5 Nonlinear problem

In order to prove Theorem 3.2, we use Proposition 4.8 together with a standard fixed-point argument.

4.5.1 Reduction to a fixed point problem

Let j € {1,2,3}. We remark that G : L>®(Q)* — M4(L>(Q)) is continuous (see (51), (61) and (76)). Then,

we get the existence of v > 0 small enough such that for every z = (21, 22, 23, 24) € L=(Q)*,

(2l Lo @yr <) = ((G(21, 22, 23, 24)) € &), (225)

where &; are defined in (82), (84) and (86).
Let Z be the set of 2 = (21, 22, 23, 24) € L>(Q)* such that ||Z||L°°(Q)4 < v. From Proposition 4.8, we have

proved that there exists Cy > 0 such that for all z = (21, 22, 23, 24) € Z and for all {; € L>®(Q)*, there exists a
control b/ € L>(Q)’ satisfying ‘
||hJHL°°(Q)j < Co €0l 22 (qys - (226)

such that the solution ¢ = ({1, (2, (3,¢)T € (Y*N L*®(Q)*) to the Cauchy problem

8tC — DJAC = G(Z)C + thjlw in (O,T) X Q,

% =0 on (0,T) x O, (227)
€(0,.) = <o in €,

verifies
¢(T,.)=0. (228)

We fix Co € L=(Q)*.

We define B : Z — L*>(Q)?* in the following way. For every z = (21, 20,23,24) € Z, B(z) is the set of
¢ = (¢1,C2,(3,C) € L°(Q)* solution to the Cauchy problem (227), associated to a control hY € L*°(Q)7 satis-
fying (226), and which verifies (228).

Our main result (i.e. Theorem 3.2) will be proved if we show that B has a fixed point (i.e. z
is such that z € B(z)).

We use the Kakutani’s fixed point theorem.

Theorem 4.38. Kakutani’s fixed point theorem.
1. For every z € Z, B(z) is a nonempty convexr and closed subset of L>=(Q)*.
2. There exists a convex compact set K C Z such that for every z € Z,B(z) C K.
3. B is upper semicontinuous in L>(Q)*, that is to say for all closed subset A C Z, B~Y(A) = {z €
Z;B(z) N A # 0} is closed.
Then, B has a fized point.

4.5.2 Hypotheses of Kakutani’s fixed point theorem

4.5.2.1 Proof of the point 1. Let z € Z.

B(z) is nonempty because we have proved the existence of at least one control satisfying (226) that drives
the solution to 0.

B(z) is convex because the mapping h € L=(Q)/ — ¢ € L>®(Q)*, where ( is the solution to the Cauchy
problem (227), is affine and (226) is clearly verified by convex combinations of controls satisfying it.

B(z) is closed. Indeed, let (Cx)ren be a sequence of B(z) such that

G — Cin L®(Q)%. (229)

k——+oo
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We introduce (hi)keN the sequence of controls associated to ((x)ren. In particular, for every k € N,

[#4,  < CollcoNsaay - (230)
From (229) and (230), for every k € N,
G(2)Gk + By <c 231
H ( )Ck Ik Loo(Q)4 ( )
Then, from (231) and Proposition 2.3 applied to (; which satisfies (227), we deduce that for every k € N,

1€kl v e (s < C- (232)

So, from (232), up to a subsequence, we can suppose that there exists ¢ € Y such that

G, 7 G L2(0. T HY(Q)Y), (233)
Ok o> OnCim L2(0,T; (H())"), (234)

and, from Proposition 2.2,
Ge(0,) | = C(0,) i LAQ)Y G(T0) | = ((T,) in LA(Q)* (235)

Then, as we have (;(0,.) = {p and (7T, .) = 0 for every k € N, we deduce that
¢(0,.) = ¢ and ((T}.) = 0. (236)

Moreover, from (230), up to a subsequence, we can suppose that there exists A/ € L>°(Q)’ such that

Joo_* 73 o] i
h, P R in L=(Q), (237)
and
Hh7||L<>°(Q)J' < lklgigf HthLw(Q)j < Co l[Goll2qys - (238)

Then, from (233), (234), (235), (236) and (237), we let kK — +oo in the following equations (i.e. passing to the
limit in the variational formulation (14))

¢ — DjAG, = G(2)¢ + Bjh)1, in (0,T) x 9,
%:O on (0,T) x 99,
(Ck(0,.), (T, ) = (0, 0) in €.
We deduce that _
0i¢ — D;AC = G(2)¢ + Bjhil, in (0,T) x Q,
g—fl =0 on (0,T) x 99, (239)
(C(Ov ')7 C(Ta )) = (COa 0) in €.
Finally, from (239) and (238), we have ¢ € B(z).

4.5.2.2 Proof of the point 2. Let z € Z.
By Proposition 2.3 and (226), we deduce that there exists C; > 0 such that

Vz € Z, V( € B(z), ||<||L°0(Q)4 <G HCO||Loo(Q)4 .
Now, we suppose that (y € L>(Q)* verifies
||Co||L°°(Q)4 <v/Ch. (240)

Then, we have
Vze Z, B(z) C Z. (241)

Let F' € L>(Q)* be the solution to the Cauchy problem

O F — D;AF =0 in (0,T) x Q,

£~ on (0,T) x 99, (242)
F‘(O7 ) = C() in Q.
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Let * = ( — F. Then, ¢* is the solution to the following Cauchy problem

8¢ — DACT = G(2)C + Bjh1, in (0,T) x Q,
% =0 on (0,T) x 8, (243)
¢*(0,.)=0 in Q.

We can remark that there exists C' > 0 such that
|G(2)C + Bih 1o | e (g < C- (244)

From (244), Proposition 4.36 with p = N + 2 applied to ¢* (see (243)) and the Sobolev embedding theorem
Y, < CP/25(Q) with B > 0 (see Proposition 4.37), we deduce that ¢* € C°(Q)* and there exists Cy > 0 such
that

V(t,z) € QV(t,2') € Q, |C*(t,x) — (', 2))| < Ca(ft —'[P/% + |z — 2')°). (245)

Let K* be the set of ¢* such that (245) holds. Then, we have (F + K*) N Z is a compact convex subset of
L>(Q)* by Ascoli’s theorem and
Vze€ Z,B(z) C (F+K*)n Z.

Then, K := (F + K*) N Z is a convex compact subset of Z such that the point 2 holds.

4.5.2.3 Proof of the point 3. Let A be a closed subset of Z. Let (2;)ren be a sequence of elements in Z,
(Ck)ren be a sequence of elements in L>(Q)*, and z € Z be such that

— in L=(Q)*
2k i zin (@)%,

VkEeN, (x € A,
Vk €N, ( € B(z).

Let (hi)keN the sequence of controls associated to ((i)ren. As (x € B(zk), we have

Vk € N,

‘hiHLOO(Q)j < Co llGoll 120y -

By the point 2, we get that there exists a strictly increasing sequence (k;);en of integers such that (i, — ¢ in
L>®(Q)* as | — +o00. As A s closed, we have ¢ € A, then it suffices to show that ¢ € B(z). The same arguments
as in the point 1 give the result. This ends the proof of the point 3.

This concludes the proof of Theorem 3.2.

5 Proof of Theorem 3.6: the global controllability to constant sta-
tionary states
Proof. Let N € {1,2}, j = 3 (we only prove the result for this case, the other cases are similar), ug € L>(Q)*

satisfying the hypothesis (41), (u})1<i<a € (RT)? satisfying (2).
From [42, Theorem 3] and [41, Theorem 3| (see also [21]), we deduce that the solution u € L>((0,00) x Q)4

of (2tui —diAu; = (—1) (uguz — uguy) in (0,00) x 9,
UBJEIO:)O: » ?r?g(z?, 00) X 09, (246)
satisfies
i (T ) = 2l ys = O, (247)

where 2z € (RT*)% is the unique nonnegative solution of

21723 = 2224, (248)
21+ 22 = (u1,0)0 + (u2,0)0, 21+ 24 = (u1,0)0 + (ua,0)0, (249)
23+ 22 = (uz0)a + (u20)a, 23+ 24 = (uz0)a + (us,0)q. (250)
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Case 1: uj # 0. Let us define v a path between z and (u])i<i<4,

v:|[0,1] — {(vi,v2,v3,v4) € RT x RT x RT* x RT ; vjv3 = vavy} (251)
—0)za+0ul —0)za4+0u * * * 1
0 —> (((1 ) Q(T_é‘ﬁ)zi(ieug 4 H0U3) (1= 0)25 + Ous, (1 — 0) 25 + Ouj, (1 — 0)24 + 9u4) :
Let us define ® in the following way,
: = +,%
o | I':={~(0),0€][0,1]} — R (252)

(vi) +— 1y,

where r, > 0 is the radius of the ball of L>° (Q)4 centered in (v;)1<;<4 in which we have proved controllability
to (v;)1<i<a (see Theorem 3.2). Precisely, r, is given by (240). It is straightforward but tedious to see that

r:=inf ® > 0, (253)

because there exists € > 0 such that for every 6 € [0,1], v3 = (1 — 6)z3 + Ou} > . For more details, one can
follow the dependence of the constant r, = v/Cy in function of the parameters (v;)1<i<4 (see (240), (225), (226),
Proposition 4.8 for the definition of the constant Cy, (51), (53), (54) and Section 4.3.3 for the dependence of
this constant C() in term of (Ui)1§i§4)~

By (247), there exists Ty > 0 such that [[u(T1,.) — 2]/« (q)s <7, Where u is the solution of (246). By (252)
and (253), there exists h*! € L>°((Ty, Ty +T) x Q)3 such that the solution u! of (3), with (0,7T) = (T1,Ty +T)
and u!(Ty,.) = u(Ty,.), satisfies u* (Th + T,.) = 2.

The mapping + is continuous on the compact set [0, 1], so v is uniformly continuous on [0,1] by Heine’s
theorem. Consequently, there exists n > 0 such that for every 61,0, € [0,1], verifying |61 — 02| < 7,
[7(61) —v(02)|l < r. Moreover, there exists m € N* sufficiently large such that mn < 1 < (m + 1)n.
Therefore, let us define 8, = kn for k € {0,...,m} and 6,,,11 = 1. Then, we have

m+1
I'c U B(v(6:),7). (254)

We remark that we have y(0y) = z, Y(0m41) = v* and ||7(6;) — v(0it1)||, < 7 for every i € {1,...,m} by
definition of 7.

We have ||z —v(61)]|. = |7(60) —v(61)||.. < r- Then, by (252) and (253), there exists h*? € L>((Ty +
T, Ty +2T) x Q)3 such that the solution u? of (3), with (0,T) = (T} +7,T1 +2T) and u'(Ty +T,.) = z, satisfies
ul(Ty +2T,.) = ~(61).

By repeating m times this strategy, we get the existence of a control k3 € L*°((0,T} + (m + 2)T) x )
so that h3(t,.) = 0 for t € (0,T1), h3(t,.) = K> L(t,.) for t € (T, TA + T), ... , h3(t,.) = R3™T2(t,.) for t €
(Th + (m+ V)T, Ty + (m + 2)T), such the solution u of

Opu; — diAu; = (—1)i(U1U3 — UQU4) + ]’L?lw in (O,Tl + (m + Q)T) x Q,
Vi<i<d4, { Zu=9 on (0,71 + (m +2)T) x 09, (255)
u;(0,.) = uip in (),

satisfies w(Ty + (m +2)T,.) = u*.

Case 2: uj = 0. From (2), we have uj = 0 or uj = 0. We can assume that u3 = 0. The other case is
similar. By Theorem 3.2, we know that there exists 77 > 0 such that Vu* € B(u*,7) e (q)+, we can find a control
h3 € L>=((0,T) x Q)3 that enables to go from u* to u*. Consequently, we choose 3 such that 0 < 8 < 7/2 and

% < 7/2 and we set U* := (u} +7/2, 0, %,uj +7/2) € B(u*,7). We remark that u* satisfies (2)

and uz" # 0. Then, from the first case of the proof, we can find a control which drives z to u*. Next, we can
find a control which drives u* to u*. O

6 Comments, perspectives and open problems

6.1 w; instead of w

An interesting open problem could be the generalization of Theorem 3.2 to the system

Opu; — diAuy = (—=1) (uguz — uguy) + hily,li<; in (0,7) x €,
Gui — on (0,T) x 99, (256)
u;(0,.) = u0 in €,
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J
where for every i € {1,...,5}, w; are nonempty open subsets such that w; C Q and [ w; = 0 (otherwise, the
i=1
generalization is straightforward).

6.2 Stationary solutions

We only have considered nonnegative stationary constant solutions of (1). It is not restrictive because of the
following proposition.

Proposition 6.1. Let (u;) € C?(Q)* be a nonnegative solution of

{ —d;iAu; = (—=1)*(uguz — uguy) in Q,

%ZO on 0f).

(257)

Then, for every 1 <i <4, u; is constant.

Proof. Let € > 0. For every i € {1,...,4}, let us denote u; = u; + ¢ and wi = ui(logui — 1) + 1. Note that
w§ > 0 for every i € {1,...,4}. We have

€12
Vi, Vs = log(uf)Vus, Aws = log(uf)Aus + 'V“;| . (258)

Then, from (257) and (258), we have

(259)

£12 .
i | i+ d = (1) tog(uf) (ufug — g — e(uy +us —uz —wy)) i
’ aau;f =0 on 0f).

We add the four equations of (259) and we integrate on 2. We get

4
|Vu; [?
0+/ 4

7

= (/Q(log(uiué) — log(usug))(ujus — ugui)) +e (/Q(log(uiug) —log(u5us)) (ur + us — ug — u4)>

<e ( | tostuius) ~ tog(ugui))(un + s — ua - u4>) . (260)

Moreover,

£12
Ly 201
Q U Q

3

Consequently, from (260), (261) and by taking ¢ sufficiently small,

/ 4di|V\/uﬂ2 <e (/ (log(ujusz) — log(usug))(uy + us — ug — U4)>
Q Q

<e (/ \log(54)||u1 + U3 — Uy —U4|> .
Q

Then, by letting e — 0, we get that
Vi,/ 4d;|V /ui|* = 0.
Q
Consequently, for every 1 < i < 4, u; is constant. O

We can also remark that there exist non constant solutions of (257). For example, in the case of (d1, d2, ds, ds) =
(1,1,1,1), (ui,us,uj,uy) = (px,—Px, Pxr — A, —pr), where A > 0 and @) are respectively an eigenvalue and
a corresponding eigenfunction of the unbounded operator (—A, Hz,(£2)) (see Definition 4.13), is a solution of
(257). The result of Theorem 3.2 is still valid for non constant stationary solutions under a natural condition of
sign of (uf,us, u},u}) on w (see (53), (63), (78) after linearization). There is only one nontrivial thing to verify.
For the proof of the observability inequalities (94) and (95), the application of A to some equations does not
create “bad” terms. A good meaning to be convinced is to look at the inequality (136) which becomes

T 3 T
I(O,A,S,A¢4)SC< I/ eQS"{Z|A%|2+|w2|+soi|2}+ [/ e2‘m<s¢>3A¢4|2>. (262)
0 Q i=1 0 w2

3
It is clear that fOT Jo e (E |Ag:|? + Vil ?| + <pi|2> can be absorbed by the left hand side of (138) by
i=1
taking s sufficiently large.
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6.3 Constraints on the initial condition for the controllability of the linearized
system

The goal of this section is to show that the linear transformation we do before linearization (see (58) and (72)),
seems to be essential. Indeed, this adequate change of variable leads to control all possible initial conditions
(see the necessary conditions on the initial conditions due to invariant quantities of the nonlinear dynamics:
Section 2.2). One could think about [3, Theorem 5.3] which gives sufficient conditions of controllability when
the rank condition of Theorem 1.6 is not verified. But it reduces the space of initial condition once more and
it becomes “artificial” in our case.

The linearized-system of (3) around (u})i1<;<4 is

0w — DAu = Au+ Bjh’1, in (0,T) x Q,

gu =0 on (0,T) x 99, (263)
u(0,.) = ug in Q,
where
—u3 uy —uj  ub
) uy  —u;  uf  —uj
u = (ula U2, us, u4)T7 D= dzag(dla d27 d37 d4)7 A= 7,3* uz4 7;* U*Q ) (264)
3 1 2
uy  —u;  uy  —uj

and Bj, h/ are defined in (44).

Definition 6.2. The system (263) is (u})1<i<a-controllable if for every ug € L*(Q)%, there exists h/ € L?*(Q)7
such that the solution u of (263) satisfies u(T,.) = u*.

We would also use [3, Theorem 1] in order to deduce the necessary and sufficient condition of controllability to
(u})1<i<a for (263). First, let us denote by (Ax)ren the increasing sequence of the eigenvalues of the unbounded
operator (—A, H%,(£2)) (see Definition 4.13 for the definition of H%, (2)). In particular, Ao = 0.

Theorem 6.3. The system (263) is (u})1<i<a-controllable if and only
Vk € N, rank(—\.D + A|B;) = 4, (265)
where
(=MD + A)|B;) == (Bj, (=MD + A)Bj, (=M D + A)* By, (=\D + A)°By).

For j = 3, we can check that for every k € N, rank(—A,D + A|B3) = 4 if and only if (u}, u}, u}) # (0,0,0).
It is consistent with Section 4.1.1.1.

For j = 2 and d3 # d4, we can check that rank(Ao + A|B2) < 4, then (263) is not (u});<;<4-controllable. It
is consistent with the hypothesis we have to make for the initial condition i.e. (22). But, we can deduce from
[3, Theorem 5.3] that (263) is (u})1<;<4-controllable for initial conditions verifying

Vie{l,... 4 /uzo 266
{ T (266)

The condition (266) is a more restrictive hypothesis than (22). It is only a sufficient condition. Actually, we
have found a necessary and sufficient condition on the initial data for (u});<;<4-controllability.

Proposition 6.4. Let j =2, d3 # dy.

For every uy € L?(Q)* such that ﬁ Jo(uso + us0) = uj + uj, there exists h* € L*(Q)? such that the solution
u of (263) satisfies u(T,.) = u*.

If ug € L*(Q)* does not satisfy \ﬁll Jo(uso +uap) = uj + uj, for every h*> € L*(Q)?, the solution u of (263)
does not satisfy u(T,.) = u*.

Proof. The necessary condition of controllability is a consequence of

d
a.e. t€[0,T], — (/ (us(t, x) —|—u4(t,ac))dx) =0.
dt \ Jq
The sufficient condition of controllability is a consequence of the adequate change of variable (vy,vq,vs,v4) :=

(uq1,u2,us,us + uq) and the proof of the observability inequality (94). O

Remark 6.5. We chose to state our previous result in the particular case j = 2 and d3 # dy4 for simplicity but
one can generalize this proposition to other cases.

As far as we know, an interesting open problem could consist in finding a necessary and sufficient condition
for the controllabillity of general linear parabolic systems of the form (263) when (265) is not satisfied.
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A Appendix

A.1 L*-estimate for parabolic systems

We give the proof of Proposition 2.3.

Proof. By using the fact that D is diagonalizable and Sp(D) C (0,+0c0), we only have to prove the result when
D = diag(dy,...,dy) with d; € (0,400).

The first point of the proof i.e. the existence and the uniqueness of the weak solution u € Y* is based on
Galerkin approximations and energy estimates. One can easily adapt the arguments given in [26, Section 7.1.2]
to the Neumann cases.

The second point of the proof i.e. the L*° estimate is based on Stampacchia’s method. We introduce

1(t) = (I(t), ..., ()T == lgexp(tM)(,..., )T = L(t)(1,...,1)T e R, (267)
for every t € [0,T] and lo, M € (0,400) which will be chosen later. By (14), we have
vw € L2(0,T; H (Q)%),

T
/ (8tu,w)(H1(Q)k)/’H1(Q)k)—/(sign(u)l').w+/ DVu.Vw:/(Au—l—g).w—/(sign(u)l’).w, (268)
0 Q Q Q

Q
where sign(u)l’ = (sign(u1)ly, ..., sign(ug)l})T. We fix t € [0,T] and we apply (268) with w defined by
V(7 z) € [0,T) x Q,w(r,z) := sign(uw)(|u|(t,z) — ()T 1.4 (7)
= (sign(ua)(Jur|(t,2) = L (8)*F, -, (sign(u)(ugl (1, 2) — 1)) 0.4 (7).

We get,

t1d b + 2 ! :
/0 55/2((|ul|(7,x)—ll(r)) ) dde—i—/O /diiVui.Vuiluipli

Q=0
t k k
- / / ST S aisus + gi — sign(ua)t; | sign(ui)(fus] - 1)* (269)
0 Joiz \im
We remark that
—sign(u;)lisign(u)(|uil — )" = =l(Ju = 1)"
Moreover, we have
k k
> aiju; + gi — sign(u)l] | sign(u)(lui| — 1) < (Y lasllugl + lgil = 1 | (Jua| = 1)*
=0 =0
k
< DD laigl(ug| = 1) + A | (il = 1), (270)
=0

k k
where A; := > ljla;j| +¢g; — Ul =LY |a;j| +g; — ML (see (267)). We choose Iy, M € (0,+00) such that
=0 j=0

k
M > max Z lagjl|| +1p, lo= me{HUOz'HOO + 193l oo } - (271)
; ot N
Then, we find
A <L(M—1)+1lg—ML<LM—-1)+L—ML<O0. (272)

k
By using lp > max; [|uo;| fg Jo 2 diVu Vugly,, >, >0, (270), (272), together with (269), we have
=0

k ) . Eok
vt € [0,7), /Qz(uui\(r,x)—zi(r)ﬁ) dxdr§2/0 /QZZ\aij|(|uj|—lj)+(|ui|—li)+dxd7. (273)
1=0 ]

i=0 j=0
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Cauchy-Schwartz inequality applied to the right hand side term of (273) gives

vt € [0, 7], /sz:((|ui|(7',x)—li(T))Jr)?d:ch§C’/Ot/ﬂzk:<(|ui|(7,x)—li(T))Jr)zdxdT, (274)
1=0 1=0

where C':= 2k max; j ||a;;|| . Gronwall’s lemma applied to (274) gives
Vie{l,....,k}, YVt €[0,T], |ui(t)| < 1;(t) = lpexp(tM). (275)

Therefore, from (275), we deduce (17) with our choice of Iy (see (271)). O

A.2 Dissipation of the energy for crossed-diffusion parabolic systems

The goal of this section is to give a sketch of the proof of the dissipation of the energy (in time) for some
parabolic systems.

Lemma A.1. Let j € {1,2,3}, D; defined by (51), (61), (76), A € &; (see (82), (84) and (86)), o1 € L*(Q)*
and ¢ be the solution of the following Cauchy problem

—o1 = DI Ap=ATp in (0,T) x Q,

g—ﬁ = on (0,T) x 99,
o(T,.)=pr in Q.

Then, there exists C > 0 such that for every (t1,t2) € [0,T]2,t1 < ta,

j+1 4
2 2

D it MNie + D leits, ) = (walt)lz2 g
i=1 i=j+2

j+1 4

2 2

<C Y liltas Nz + D lpiltz, ) = (p)alt2)l7z) | - (276)

i=1 i=j+2

Proof. By using the fact that D; is diagonalizable, we only have to prove the result when D is diagonal. First,
we introduce ¢ = <<p1,...,<pj+1,<pj+2 — (pjt2)a(), .-, pa — (g04)9(.)). We look for the parabolic system

satisfied by 1. Then, we multiply the variational formulation (see (14)) by w(t, z) = v¥(t, )1y, +,(t). By Young
inequalities, we find a differential inequality as follows

d
ac. t € [ta,ta), 2 1902y < CIYO 2

Then, we use Gronwall’s lemma. O]

A.3 Technical estimates for the observability inequality in the case of 1 control

The goal of this section is to prove Lemma 4.31 and Lemma 4.32. We use the same notations as in Section 4.3.7.
We recall that s is supposed to be fixed and the constants C' may depend on s.

First, we recall two classical facts on the heat equation for Dirichlet conditions: a well-posedness result and
a regularity result.

A.3.1 General lemmas

Proposition A.2. Let d € (0,4+00), ug € L2(2), g € L*(Q). From [26, Section 7.1, Theorem 3 and Theorem
4/, the following Cauchy problem admits a unique weak solution u € Z = L*(0,T; H}(Q))NW12(0,T; H=1(Q))

Ou—dAu=g in (0,7) x Q,
u=0 on (0,T) x 99,
u(0,.) = ug in Q.

This means that u is the unique function in Z that satisfies the variational fomulation

T
Yw € L*(0,T; Hy (), /0 (atu7w)H_1(Q),Hé(Q)+/deu.Vw=/ng, (277)
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and
u(0,.) = ug in L*(Q). (278)

Moreover, there exists C > 0 independent of ug and g such that

el < € (ol ey + ol 2y ) -

Proposition A.3. Let d € (0,+), g € L*(Q), up € C°(Q). From Proposition A.2, the following Cauchy
problem admits a unique weak solution u € Z

Ou—dAu=g¢g in (0,T) x Q,
u=0 on (0,T) x 09,
u(0,.) = ug in Q.

Moreover, from [26, Section 7.1, Theorem 5], u € Zy := L*(0,T, H2(Q) N H}(Q)) N W2(0,T; L?(2)) and if
ug = 0, then there exists C' > 0 independent of g such that

[ullz, < CllgllL2(q) -
The following lemma is inspired by the proof of [12, Theorem 2.2].

Lemma A.4. Let d € (0,+o0), f € Yo (see Definition 4.13), &7 € C5°(S2), @ be an open subset such that
W CCwp, x € C®(2;]0,+00]) such that supp(x) CC w, (r,k) € R x [1,400), © = xe**(s¢)". Let D € Zy (see
Proposition A.3) be the solution of

—9,® —dA® = Af in (0,T) x 9,

d=0 on (0,T) x 99, (279)
(T,.) = Dp in Q.
We decompose
0b =1 + 1), (280)

where n € Zy and i € Zy satisfy
-0 —dAnp=0Af in (0,T) x Q,

n=0 on (0,T) x 09, (281)
n(T,.)=0 in Q,
O — dAY = —(0,0)P — 2dVO.VP — d(AG)D in (0,T) x Q,
=0 on (0,T) x 09, (282)
W(T,.) =0 in Q.
Then, there exist X € C*(Q; [0, +oo[) such that supp(X) CC &, X =1 on supp(x) and C > 0 such that
T
||77||i2(Q) S CA /&V)i2€28a(8¢)2(T+2)|f|27 (283)
" 2

[ I (=
(sp)k L2(0,T;HE () (s9)* /, L2(0,T;H-1(2))
T
<C <||n||iz(Q> +/0 /9623(1(8@2(”2_“@?) : (284)

Proof. Let T € L*(Q) and let z € Z; be the solution of
Oz —dAz=T in (0,T) x Q,

=0 on (0,T) x 09, (285)
2(0,.) =0 in Q.

By Proposition A.3, we have ) )
201220, 12(0)) < C INI72(0) - (286)

A duality argument between (281) and (285) gives

/()T/andxdt:/oT/Q@A(f)zdxdt. (287)
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We integrate by parts with respect to the spatial variable,

/OT/Q@A(f)zdxdt:/OT/QfA(@z)dacdt. (288)

There exists Y € C*(Q; [0, +oo]) such that supp(X¥) CC @, X = 1 on supp(x) and
Vi€ {1,2}, |DLO| < Cx(s¢) Te** in (0,T) x Q. (289)

Therefore, from (286) and (289), we can deduce that

/ /fA (©2) dodt <+ \F||L2 +c/ /~2 250 (5)2r+2) | £2 dadt. (290)
By using (287), (288), (290) and by taking I = 1, we deduce (283).

We introduce
p=(s9)7". (201)
Then, we have

—0i(py) — dA(pp) = p(—(0:0)® — 2dVO.VP — d(AO)D)
—(0p)Yp — 2dVp.NY — d(Ap)yY in (0,7) x €,

o =0 on (0,T) x 99, (292)
p(T,.)=0 in .
We estimate the source term of (292). We have by definition of ©, the fact that k£ > 1, (280), (291) and
L3(Q) — H7Y(Q),
T
I00©)8 [} < C [ [ (a0 2 Plaf, (293)
0o Ja

”pVG‘VCD”QL?(O,T;H*l(Q)) = [[V.(p2VO) — (p(A0)®) — (vﬂve)q)Hi?(o,T;Hfl(Q))
< C (1p2VOI32q) + 1p(A0)2]32 ) + [ (V.VO) I} )

T
<C / / e ((s9)20F17R) 4 (59)20 2R o (59)20 170 ) |2
0o Ja
T
SC/O /§1625a(8¢)2(r+27k)|q)|27 (294)
2 2 ! !
100ep) ¥l 12y = [1(0ep)(OP — ) [|72(0) < C </o /S2(5¢)2(*k+1)|77|2d93dt+/0 /Qe%a(gqs)z(rﬂk)@z)

<C </T/ |n|2dxdt+/T/ eQSa(s¢)2<T+2k>|¢>2>, (295)

Vp. v¢HL2(0 T;H-1(Q)) — =[|V.(¥Vp) - ¢AP||L2 0,T;H-1(Q)) — =[[V.((62 —n)Vp) — (62 — n)ApHiQ(O,T;H—l(Q))

<C</ /saﬁ 2k|77|2da:dt+/ / Zsa (g)2(r= k|<1>|2>
50(/0 /Q|77|2d3?d7f+/0 /Qezsa(W)Q(”z‘k)I‘I’z). (296)

By using (292), (293), (294), (295), (296) and Proposition A.2, we deduce (284). O

Corollary A.5. We take the same notations as in Lemma A.4 and g € Yo. Then, for every 6 > 0,

T
/ [XesawAg
<6 (/ / ~2 29a S¢ 2(r+2)|f|2 / / 2904 S¢ 2(r+2 k)|q)|2>

e / / 2% () 2+ |y g, (207)
0 w
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T
~2 2904 2(r+2) 2 23(1 2(T+2 E)1p|2 298
/ (s) |f|// (59) ||> (298)
T
2sa 2(k+2)| |2 2scx ka 2 . 299
5</ / (s9) |g|+/0 / <s¢>|g|> (200)

Proof. We integrate by parts with respect to the spatial variable and we use (284), (283),

/T [ xeng

[ L o7 w650~ [ ey () o
o ot Q))H?a / [ s 0wg
6(”"”%" / f et ’”‘W)wa / [ s v
(/ RGOl / [ s k>|q>2>

w05 [ [ nagper e
0 @

We integrate by parts with respect to the time variable and we use (284), (283),

T
/ / xe**Pog
0 w

)

S,
T~

)

+

N

|

IN

I /\

+ Cs er
L2(0,T;H-1(Q))

Y
1)
<] (m),
w6 (o) 2 +05/T/|at<esa<s¢>k>|2g|2
(s)* L2(0,T;L2(Q)) @
<6<||n|L2<Q>+ / [ e tsapere k>|<1>|2>
(/ / 25a S¢ (k+2) ‘g|2 / / 25a(s¢)2k|vg|2>
5 ~2 29a 2(r+2) 2 2904 2(r+2 k) D2
g(// I A e ||>
T
+ Cj (/ /623a(8¢>2(k+2)|g|2+/ /€QSQ(SQJ)>2]€|V92>.
0 @ 0 @

k 2
(50)° 9| 20,7113 2y

A.3.2 Proof of technical lemmas: Lemma 4.31 and Lemma 4.32

Let € € (0,1). We introduce
0 = xse*® (50 (300)
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The function AAp, satisfies the following parabolic system (see (156)),

—6t(0AA(p4) — d4A<9AA(p4) = 9AA<m3((p1 — (pg))
—8t9AA<p4 — 2d4V9V(AA(p4) — d4A9AA<p4 in (O,T) X Q,

OAAG, = 0 on (0,7) x 90, 30U
OAA@4(T,.) =0 in Q.
We decompose
OAAp, =1+, (302)
where 1 and 1 solve, respectively,
—8t77 — d4A7’] = HAA(mg(Lpl — (pg)) in (O7 T) X Q,
n=0 on (0,T) x 09, (303)
T’(Tv ) =0 in 97
—04) — dg A = —0,0AApy — 2d, VOV (AApy) — dyAOAAp, in (0,T) x Q,
=0 on (0,T) x 09, (304)

Y(T,.)=0 in €.
A.3.2.1 Proof of Lemma 4.31 We have
T T
/ / (X3(x))2e2sa(s¢)3(AA<p4)(AAg03)dxdt :/ / x3(z)e** (n+ ¥)(AAps)dxdt. (305)
0 w2 0 w2

The first term in the right-hand side of (305) can be estimated as follows,

/ / x3(z)e®® AA(pg)dxdt<s/ / 259 (50) | AAps| da:dt—|—0/ / x3(2))?(5¢) " nPdxdt

<e / / e2%(5¢)| AAps|*dadt + C. / / n*dadt. (306)
0 Jo 0 JQ
Lemma A.6. For every § > 0,

T T
/ /Q |n|2dxdt < 6/ /QeQSC“(s¢)4(|A<p1|2 + |Aps|?)dadt
0 0

T
s [ [ {50 (rP + loal? + 1803 + (0P (Tl + [Vioal’) ot (307)
0 wa
Proof. The idea of the proof is to apply two times Lemma A.4 because the source term of (303) is dAA(...).

Step 1: We apply Lemma A.4: (283) with d = dy, f = m3A(p1 — @2), P = AApy7, W = wa, X = X35
r=3,0 =0, ® = AAp, and the decomposition (302). Then, there exists x3 € C* ([0, +o00[) such that
supp(x3) CC wa, X3 = 1 on supp(xs) and

Il < C / / (322 (56)1° (| A 2 + | Agpa?)drdt. (308)

Remark A.7. This estimate is not sufficient because we can not absorb the right hand side term of (308) by
the left hand side term of (163).

Step 2: Now, our aim is to prove that for every ¢ € {1,2}, § > 0, we have

T
| Garesetsoiag s
0 w2
T
<4 (/ / 625("(3¢)4|Ag0i|2dxdt>
o Jo

T T
Cs </ / e (5¢)* (|1 ] + |a|® + |A<p3\2)dxdt+/ / e25a(s¢)22|v%|2dxdt> . (309)
0 w2 0 w2

Remark A.8. This previous estimate is also useful for the proof of the observability inequality with one
component (see (168)).
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First, we remark that

T T
[ G@reseoiappia = [ [ feinpne.
0 w2 0 w2
with _
0 = xze**(sp)'".
Moreover, aAgoi satisfies the following parabolic system (see (154) and Lemma 4.23),
_8t(§ASDi) - diA(gA(Pi) = 5A(ilus01 + azitp2~+ dia(d2 — d3)A~903)
—0Ap; — 2d; VOV (Ap;) — d;AOAp; in (0,T) x Q,
0Ap; =0 on (0,T) x 09,
0Ap;(T,.) =0 in Q.
We decompose _ B
OAp; = n; + Vi,
where 7; and JZ solve, respectively,
-0 — diAn; = gA(aliSDl + agip2 + di2(dy — d3)Ags) in (0,T) x Q,
7, =0 on (0,T) x 99,
7:(T,.)=0 in €,
— O — di Ay = —0,0Ap; — 2d; V.V (Ap;) — d;AAp; in (0,T) x Q,
;=0 on (0,T) x 09,
%‘(T’ ) =0 in Q.
We have
T T _
[ areseorialas = [ [ Sae (@ + 5 apdods,
0 wa 0 wa

The first term in the right-hand side of (315) can be estimated as follows,

T T T
/ / X3 N (Ap;)dadt < 6/ / ezsa(s¢)4|Ag0i|2dxdt+C’5/ / ni2dxdt.
0 Ju, 0o Ja 0o Ja

(310)

(311)

(312)

(313)

(314)

(315)

(316)

Then, we apply Lemma A.4: (283) with d = d;, f = a1,01 + a2,92 + dia(d2 — d3)Agps € Ya (because A €
M4 (CE(Q))), Pr = Ap;p, © = wa, X = X3, 7 = 10, © = 0, & = Ay, and the decomposition (312). There

exists y3* € C(€; [0, 4+00[) such that supp(xs*) CC wy and C which depends on ||A||; «
Le=(Q)

T T
/ / "%'dedtgc/ / ()22 (56) (on ? + al® + | s ) derdt.
0 Q 0 wo

Then, (316) and (317) give

T
| weiagdsa
0 wo

T T
<5 / / 2% (s6)" | A Pdedt + Cs / / 5 (56) (|12 + [ pal® + | Aps[?)ded.
0 Q 0 wa

(317)

(318)

For the second term in the right-hand side of (315), we use Corollary A.5: (297) with d = d;, f = a1 +
a2;P2 + 5i2(d2 — d3)A903 S YQ, (I)T = ASOLTa w = wa, X = %, (7‘, k) = (].07 ].0)7 0 = 9, b = AQOZ and the

decomposition (312)). Then, we have
T ~
[ seiae,
0 wo
T T
sa< | [ eireseeotiol et s 15 + [ [ e2m<s¢>4|moi|2>
wa

T
+ Cg/ %5 (5¢) 22|V 4|2
0 wa
Gathering (315), (318) and (319), we have (309).

The estimates (308) and (309) give (307).
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Applying Lemma A.6 with 6 = ¢/C., we find
T
/ / |n|2dadt
0o Ja
e (T
< 7/ / 2 (s) (| Apr [ + |Apo[?)dudt
C:Jo Ja

T
v [0 {0 ol + loal +180aP) + (0P (Va4 Vol dodt. (320)
0 w2

Then, we put (320) in (306) to get

/ / x3(x)e* n(AApsz)dzdt
T
<e (/ / 628a(5¢)|AA803|2d$dt—|—/ / 62SO‘(S¢))4(|A<)@1|2 + A(PQQ)dl‘dt)
0 Q 0 Q

T T
+ C. (/ / e (50)* (lp1]? + [p2|” + |Ags|?)dadt —|—/ / 259 (56)2(|Vn |2 + |V<p22)dxdt> C321)
0 “2 0 wa

Lemma A.9. For every 6 > 0,

T
/ / X3 (AAps)dxdt
wa

< ( I [ e s 1an + 18gal?) o+ [ o AAW)
—I—C'5/ / e (50)°|V Aps|*. (322)
0 w2
Proof. We apply Corollary A.5: (297) with d = dy, f = m3A(p1 — ¢2), Pr = AApsr, & = w2, X = X3,

(r,k)=(3,7/2), © =0, & = AAypy, the decomposition (302) and g = Ayps. O

Applying Lemma A.9 with § = ¢, we find

T
/ / x3e'“V(AAps)dzdt

<</ / %622 (56)10( A 2 + |Agal?) / / 252 (50) |AA¢4|2>
C. / / 250 (5)9|V Aoy 2. (323)

Then, we put (309) with § = ¢ in (323) to get

T
/ / x3e"* Y (AAps)dadt
0 wa

<e (/()T/Qe2sa{(s¢)4(|As01|2 + |Apa]?) + (8¢)3|AA<p4|2}da:dt>

w2

T
+cs</0 / e2w{<s¢>24<so1|2+|soz|2+|Asog|2>+<s¢>22<|wl2+wz|2+|msog|2>}dxdt>. (324)

Therefore, recalling (305), (321), (324), we get (166) and consequently Lemma 4.31.

A.3.2.2 Proof of Lemma 4.32 We have by (300) and (302)

T T
/ /<><3<x>>2e2m<s¢>3<mw4><atma3>dxdt: / / (@)™ () + )0 (Aga)dedt.  (325)
0 wo 0 wa
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We easily have by Young’s inequality

T T T
/ / N (2)e* 0y ( Ay )dadt < ¢ / / €25 (5[0, (Aps) [2dadt + C. / / ndzdt.  (326)
0 wa 0 wa 0 Q

By using Lemma A.6 with ¢ = ¢/C,, we can deduce from (326) that

/ / X3 (7)e* (0 Aps)drdt
T
<e (/ / 628a(8¢)|3tA§03|2d$dt—|—/ / eQSa($¢)4(|Acp1|2 n |A<p22)dxdt>
0 Q 0 Q

T T
+ C. (/ / e (50)** (lo1]? + [p2|” + |Ags|?)dadt —|—/ / €259 (50)22(|Vipy |2 + |V<p22)da:dt> 321
0 wa 0 ws

Then, we estimate the other term in the right hand side of (325).

Lemma A.10. For every § > 0,

/OT /wz X3€5a7/15'tA<P3
<6</T / e22(56)1°(|ag1 |? + |Agsl?) / [ et |AA¢4|2>
er ( / | et (a) A + / /e e (ag) |VA¢3|2) (328)

Proof. We apply Corollary A.5: (299) with d = d4, f = A(p1 — ¢2), Pr = AApy7, @ = w2, X = X3,
(r,k) =(3,7/2), ©® =0, & = AAyp,, the decomposition (302) and g = Ays. O

Then, we put (309) with 6 = ¢ in (328) to get
T
/ / x3e*“Y(0; Aps)dadt
T
<e (/ / 628(1{(5@75)4(|AS01|2 + |AQ02|2) + (S¢)3|AA904|2}dmdt>
0o Ja

T
+ce</ | {0 ol + ool + 1apa) + <s¢>22<|wl?+wg|2+|msog|2>}dasdt>. (329)
0 wa

Recalling (325), (327), (329), we get (167) and consequently Lemma 4.32.
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