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#### Abstract

In this paper, we are interested in making decisions by combining classifiers providing uncertain outputs, in the form of sets of probability distributions. More precisely, each classifier provides lower and upper bounds on the conditional probabilities of the associated classes. The classifiers are combined by computing the set of unconditional probability distributions compatible with these bounds, by solving linear optimization problems. When the classifier outputs are inconsistent, we propose a correcting step that restores this consistency. The experiments show the interest of our approach for solving multi-class classification problems, particularly when information is scarce (i.e., a limited number of classifiers is available). In this case, modeling the lack of information associated with classifier outputs gives good results even when they are poorly regularized or overfit the data.


## 1. Introduction

Supervised classification aims at training classifiers to identify the class of future instances. Classically, a training set of $n p$-dimensional feature vectors $x_{i} \in \mathcal{X}, i=1, \ldots, n$ associated with class labels $y_{i} \in \Omega=\left\{\omega_{1}, \ldots, \omega_{K}\right\}$ is available. Based on these data, a classifier can be trained to map the input space $\mathcal{X}$ to the label space $\Omega$. Multi-class classification problems with a high number of classes and non-linear class boundaries usually require complex classifiers to be solved, which in turn calls for a larger amount of training data and computational power.

In a number of applications, it is not possible to use such complex models, due to limitations in terms of data, computational resources, or for the sake of interpretability. To overcome this issue, ensemble classification techniques may be used, either by training a set of simpler models who can jointly reproduce complex behaviors (such as boosting [1] or random forests [2]), or by decomposing the learning problem into simpler sub-problems, solve these sub-problems separately via specific classifiers, and then combine the results $[3,4,5]$.

[^0]Among those latter decomposition-and-combination strategies, the use of binary classifiers [6, 7] has received particular attention. In this case, each sub-problem consists in separating two (sets of) classes from each other. For example, the one-against-all decomposition scheme [8] consists in opposing each class to all the others; the pairwise strategy [4] (such as pictured in Figure 1 for a 4-class problem), in opposing each class to each other. Both approaches may be generalized within the theoretical framework of error-correcting output codes [3]. One can then use any kind of classifier to solve each of the binary problems (e.g., support vector machines, decision trees, naive Bayes, logistic regression $[9,10]$, etc). Note, however, that binary classifier combination is known to be beneficial with respect to direct multiclass approaches when considering a class of simple classifiers (e.g., combining linear classifiers makes it possible to compute a non-linear decision boundary). On the other hand, combining sophisticated classification algorithms (such as, e.g., kernel SVM, neural networks, or deep learning [11]) will not significantly increase classification accuracy compared to direct multi-class classification. This phenomenon was pointed out in [12], and further studied in [8] where the pairwise, one-against-all and direct multi-class schemes were shown to perform similarly when well-regularized classifiers are combined.

The key issue of how the classifiers should be combined is dependent on the nature of the classifier outputs [13] and on the decomposition strategy used. Popular strategies include voting [14, 15], averaging [16, 17], solving an optimization problem $[18,19]$ in case of probabilistic outputs, or adding an additional step for mapping the classifier outputs into a decision [20, 21, 22]. In this article, we focus on such binary classifier combination from a probabilistic point of view. Each sub-problem consists in training a probabilistic binary classifier $\mathcal{C}_{i}$ to separate two sets $A_{i}, B_{i} \subseteq \Omega$ from each other. Given a new instance $x$, each sub-classifier $\mathcal{C}_{i}$ then provides a conditional probability estimate

$$
\begin{equation*}
\widehat{P}\left(A_{i} \mid\left\{A_{i}, B_{i}\right\}, x\right)=1-\widehat{P}\left(B_{i} \mid\left\{A_{i}, B_{i}\right\}, x\right) \tag{1}
\end{equation*}
$$

Rather than combining the classifiers by using a voting rule, a classical strategy consists in finding a joint posterior probability distribution $\hat{p}(\cdot \mid x): \Omega \rightarrow[0,1]$ as close as possible to the conditional binary probabilities given by Equation (1). Thus, the result of the combination is a probability distribution which provides a richer information with respect to the actual class of the instance to classify.

However, combining pairwise probabilistic classifiers usually faces two major difficulties:

- first, when classifying a new instance, some combined classifiers may provide irrelevant, noisy information. For instance, In Figure 1, a classifier trained to separate class "square" ( $\quad$ ) from class "star" ( $*$ ) will not provide any useful information concerning class "diamond" $(\star)$. In the pairwise decomposition scheme, irrelevant classifiers outnumber the relevant ones as soon as $K \geq 5$. For this reason, some works have considered adding a correction or selection step in order to reduce the weight of irrelevant classifiers in the combination strategy [17, 19, 23].
- Also, since the classifiers are trained using partial information, their outputs are (almost) always inconsistent (i.e., there does not exist an unconditional probability distribution which can be conditioned so as to retrieve


Figure 1: Multi-class problem and pairwise binary decomposition
the classifier outputs). Then, the combination usually requires to determine an unconditional probability distribution which minimizes some (subjective, arbitrarily chosen) distance to the conditional estimates given by Equation (1). The complexity of the resulting optimisation procedure generally depends on the chosen decomposition scheme and distance.

In this work, we consider imprecise classifiers, which provide lower and upper bounds on the conditional probabilities rather than a single estimation:

$$
\begin{equation*}
\left[\underline{P}\left(A_{i} \mid\left\{A_{i}, B_{i}\right\}, x\right), \bar{P}\left(A_{i} \mid\left\{A_{i}, B_{i}\right\}, x\right)\right] . \tag{2}
\end{equation*}
$$

The imprecise probabilistic combination scheme investigated in this paper is summarized in Figure 2: the individual interval estimates $\left[\underline{P}\left(A_{i}\right), \bar{P}\left(A_{i}\right)\right]$ are combined into a joint set $\mathcal{P}$ of unconditional probabilities compatible with these intervals, from which predictions are then made.

Such a strategy offers an original and interesting solution to both the aforementioned issues. Indeed, imprecise probability theory offers decision strategies allowing for predicting multiple classes when the information is insufficient to safely make a unique, optimal prediction. Our approach, although versatile, is more specifically dedicated to classification problems with scarce information (in which case classifier combination may be preferred to direct multiclass classification). In such a case, a cautious behavior may be adopted, in particular regarding instances for which information is scarce or uncertain. Rather than choosing a single class, an imprecise decision can then be made, opening the way to subsequently involving a human expert in the process. Such alternative imprecise decision strategies will also be investigated in this paper.

Besides, form a technical point of view, an unconditional probability distribution whose conditionings are consistent with such interval-valued classifier outputs is more likely to exist than in presence of point estimates, as shown by Example 4 later on. As a matter of fact, the width of the intervals given by Equation (2) can be used to model the inaccuracy of a classifier, and thus the degree to which its outputs are to be discredited in the combination process, larger intervals having less influence on the final output. Should the classifier outputs still be inconsistent with each other, such an interpretation also opens the way to new correcting strategies, as we shall discuss in Section 3. In a nutshell, resolving conflict then consists in stretching some of the classifier outputs until consistency is met.


Figure 2: Proposed decomposition scheme

Some previous works based on various uncertainty theories already explored combining imprecise classifier outputs, using in particular belief functions and the associated theory of evidence. Many of these approaches [24, 25, 26, 16] consist in expressing the classifier outputs on the same domain and using an aggregation operator. In [19] however, the combination was carried out by retrieving an unconditional belief function whose conditionings were as close as possible to the classifier outputs according to the Euclidean distance. This was carried out by solving an optimization problem, similarly to the approach proposed by Hastie and Tibshirani [18]. Compared to such works, our proposal differs in two main different points: it is fully coherent with a robust probabilistic approach, as our final estimate is a set of probabilities; and it can produce cautious predictions in the form of sets of potential classes when the final information given by $\mathcal{P}$ is too imprecise. To our knowledge, this is the first proposal to address the binary decomposition problem with imprecise probabilities. In summary, we expect it to have the following advantages with respect to previous methodologies:

- taking into account the scarcity of the training data and the relevance of a classifier to differentiate two sets of classes $A_{i}$ and $B_{i}$ given $x$ (both of these issues being closely related to each other);
- in presence of inconsistent classifier outputs, providing a cautious estimate by relaxing the constraints corresponding to these outputs, rather than violating them.

This paper is an extended version of [27, 28], with added examples, discussions and experiments (in particular, many different decomposition schemes are investigated). The necessary background concerning imprecise probabilities is summarized in Section 2, where we also mention some of the existing strategies to make imprecise decisions (i.e., corresponding to a set of possible classes). In Section 3, we present our approach for combining classifiers providing imprecise probabilistic outputs. In particular, we detail our approach to deal with inconsistent outputs, based on a specific correction of classifier bounds resulting in a set of potential unconditional probabilities. The section ends with a summary of the proposed approach and a discussion regarding its computational complexity. Section 4 is dedicated to comparing our approach to several state-of-the-art
combination techniques considering precise information. For this purpose, we consider the four main decomposition schemes in the experimentations (one-vsall, one-vs-one, and error-correcting output coding with dense and sparse code matrices), while our previous papers only considered one-vs-one decomposition. Eventually, Section 5 presents our conclusions and lists some perspectives of future work.

## 2. Imprecise probabilities

Many authors have argued that probability theory alone is not able to represent faithfully all kinds of uncertainty. In particular, the validity of the classical probabilistic framework can be questioned when only a small quantity of data is available, when the information at hand is imprecise, or for the purpose of modelling source reliability. Imprecise probabilistic approaches [29, 30], which are close in spirit to robust Bayesian ones [31], were introduced as a generalization of probabilities for solving the aforementioned issues. In practice, such approaches consist in considering a convex subset $\mathcal{P}$ of probability distributions as a model of uncertainty, rather than a single one $p$.

### 2.1. Basic definitions

Let $\Omega=\left\{\omega_{1}, \ldots, \omega_{K}\right\}$ be a finite set of outcomes (e.g., the possible classes for a test instance to be classified). A convex probability set $\mathcal{P}$ can be defined by specifying a set of constraints on the probabilities, in the form of expected lower and upper bounds. Such constraints make it possible to express partial knowledge of the outcomes (e.g., in the class example, to consider the probability distributions such that one class is more probable than another).

Let $\mathcal{L}(\Omega)$ denote the set of all real-valued bounded functions over $\Omega$, and $f: \Omega \rightarrow \mathbb{R}$ an element of $\mathcal{L}(\Omega)$. A lower expectation bound $\underline{E}(f)$ on $f$ defines a linear constraint on possible probability distributions of the form

$$
\begin{equation*}
\underline{E}(f) \leq \sum_{\omega \in \Omega} p(\omega) \cdot f(\omega)=E(f) \tag{3}
\end{equation*}
$$

Similarly, an upper expectation bound $\bar{E}(f)$ of $E(f)$ writes

$$
\bar{E}(f) \geq \sum_{\omega \in \Omega} p(\omega) \cdot f(\omega)
$$

Note that we can work only with lower expectation bounds, since an upper bound $\bar{E}(f)$ on $f$ can always be turned into a lower one:

$$
-\bar{E}(f) \leq \sum_{\omega \in \Omega} p(\omega) \cdot-f(\omega)
$$

meaning by duality that $-\bar{E}(f)=\underline{E}(-f)$.
Lower expectation bounds $\underline{E}: \overline{\mathcal{K}} \rightarrow \mathbb{R}$ defined on a finite set of functions $\mathcal{K} \subseteq \mathcal{L}(\Omega)$ then induce a convex subset of probabilities

$$
\begin{equation*}
\mathcal{P}(\underline{E})=\left\{p \in \mathbb{P}_{\Omega} \mid \underline{E}(f) \leq E(f) \text { for all } f \in \mathcal{K}\right\} \tag{4}
\end{equation*}
$$

where $\mathbb{P}_{\Omega}$ is the set of all probability distributions over $\Omega$. The set $\mathcal{P}(\underline{E})$ may be empty when the constraints are inconsistent, in which case $\mathcal{P}(\underline{E})=\emptyset$.

Conversely, lower and upper expectations of a new function $g \in \mathcal{L}(\Omega)$ can be computed from a given (non-empty) set $\mathcal{P}$. Such bounds then correspond to

$$
\begin{equation*}
\bar{E}(g)=\sup _{p \in \mathcal{P}} E(g) \text { and } \underline{E}(g)=\inf _{p \in \mathcal{P}} E(g) \tag{5}
\end{equation*}
$$

Note that since the expectation $E(g)$ is a linear function of the probabilities $p(\omega)$, solving Equation (5) comes down to solve a linear program when $\mathcal{P}(\underline{E})$ is defined by linear constraints (as in Equation (4) and throughout this paper), hence can be solved in polynomial time.

Lower and upper probabilities of an event $A \subseteq \Omega$ correspond to expectation bounds over the indicator function $\mathbb{1}_{A}$ (with $\mathbb{1}_{A}(\omega)=1$ if $\omega \in A$, and 0 otherwise). When no confusion is possible, we will denote them $\underline{P}(A)$ and $\bar{P}(A)$. Formally, they are defined as

$$
\begin{equation*}
\underline{P}(A)=\inf _{P \in \mathcal{P}} P(A) \text { and } \bar{P}(A)=\sup _{P \in \mathcal{P}} P(A) \tag{6}
\end{equation*}
$$

Example 1. Consider a space $\Omega=\left\{\omega_{1}, \omega_{2}, \omega_{3}\right\}$ composed of three elements corresponding to the possible classes of instances. Confronted with a new instance, the following assessments are provided about the class by an expert or some (imprecise) classifier:

- the class $\omega_{3}$ is at least twice more probable than $\omega_{2}: 2 p\left(\omega_{2}\right) \leq p\left(\omega_{3}\right)$;
- the probability of class $\omega_{1}$ is not higher than 0.4: $p\left(\omega_{1}\right) \leq 0.4$.

The first statement can be transformed into $0 \leq p\left(\omega_{3}\right)-2 p\left(\omega_{2}\right)$ : this amounts to provide the lower expectation $\underline{E}\left(f_{1}\right)=0$, where the function $f_{1}$ is defined by $f_{1}\left(\omega_{1}\right)=0, f_{1}\left(\omega_{2}\right)=-2, f_{1}\left(\omega_{3}\right)=1$. The second statement says that $\bar{E}\left(\mathbb{1}_{\left\{\omega_{1}\right\}}\right)=0.4 \Leftrightarrow \underline{E}\left(-\mathbb{1}_{\left\{\omega_{1}\right\}}\right)=-0.4$, which is equivalent to assess that $\underline{E}\left(f_{2}\right)=0.6$, with $f_{2}=\mathbb{1}_{\left\{\omega_{2}, \omega_{3}\right\}}$ (here, $\mathbb{1}_{A}$ stands for the indicator function of the set of classes $A \subseteq \Omega$ ).

The set $\mathcal{P}(\underline{E})$ induced by the constraints $\underline{E}$ defined on $\mathcal{K}=\left\{f_{1}, f_{2}\right\}$ is displayed in Figure 3. In the figure, each point of the triangle represents a probability distribution in barycentric coordinates, and the probability mass of an element is proportional to the distance between the corresponding point and the edge opposite to this element. See [32] for more details about the simplex representation. In the figure, probability distributions are given as vectors.

Given $\mathcal{P}(\underline{E})$, computing the lower expectation $\underline{E}(g)$ of a new function $g$, for instance $g\left(\omega_{1}\right)=-1, g\left(\omega_{2}\right)=2, g\left(\omega_{3}\right)=3$ comes down to solve

$$
\min _{p \in \mathcal{P}(\underline{E})}-1 p\left(\omega_{1}\right)+2 p\left(\omega_{2}\right)+3 p\left(\omega_{3}\right)
$$

The minimum is obtained for the distribution $p\left(\omega_{1}\right)=0.4, p\left(\omega_{2}\right)=0.2, p\left(\omega_{3}\right)=$ 0.4 (which correspond to an extreme point of $\mathcal{P}(\underline{E})$ ), and $\underline{E}(g)=0.4 \cdot-1+0.2$. $2+0.4 \cdot 3=1.2$. Note that $g$ was here defined arbitrarily for the sake of the example; in general, it corresponds to utility values defining a decision criterion (for instance, in classification, the decision regarding the class of an instance, or a comparison between two possible classes).

In the sequel, we will repeatedly use a specific type of probability set $\mathcal{P}_{v}$, usually called vacuous set, which corresponds to the whole probability simplex, and thus models complete ignorance about the distribution of interest :

$$
\begin{equation*}
\mathcal{P}_{v}=\left\{p \in \mathbb{P}_{\Omega}\right\} . \tag{7}
\end{equation*}
$$



Figure 3: Set $\mathcal{P}(\underline{E})$ of Example 1

Note that given a function $g$, the lower and upper expectations of $\mathcal{P}_{v}$ are given by

$$
\begin{equation*}
\underline{E}_{v}(g)=\min _{\omega \in \Omega} g(\omega) \text { and } \bar{E}_{v}(g)=\max _{\omega \in \Omega} g(\omega) . \tag{8}
\end{equation*}
$$

### 2.2. Resolving inconsistency by discounting

As mentioned in Section 2.1, a set of lower bounds $\underline{E}: \mathcal{K} \rightarrow \mathbb{R}$ may induce an empty set $\mathcal{P}(\underline{E})=\emptyset$, in which case the constraints defined by $\underline{E}$ are inconsistent. One possible way to solve this issue consists in weakening some of the constraints by decreasing the corresponding lower bounds, so that the resulting credal set is non-empty. For a given function $f$, this can be done by considering a socalled discounting operation, which consists in combining linearly the piece of knowledge expressed by $\underline{E}(f)$ with the vacuous set representing total ignorance. In practice, $\underline{E}(f)$ is transformed into

$$
\begin{equation*}
\underline{E}^{\epsilon}(f)=(1-\epsilon) \underline{E}(f)+\epsilon \underline{E}_{v}(f), \tag{9}
\end{equation*}
$$

with $\epsilon \in[0,1]$, and where $\underline{E}_{v}(f)$ is given by Equation (8). In Equation (9), $1-\epsilon$ can be interpreted as the degree of reliability of the initial piece of information; this latter is retrieved in case of total reliability $(\epsilon=0)$, while total ignorance is obtained in the opposite case $(\epsilon=1)$.

Example 2. Let us continue Example 1, assuming the same information on $f_{1}$ and $f_{2}$ but having an additional expert (or classifier) assessing that the probability of class $\omega_{3}$ is not higher than 0.2: $p\left(\omega_{3}\right) \leq 0.2$. Again, this is equivalent to provide the lower bound $\underline{E}\left(f_{3}\right)=0.8$ for $f_{3}=\mathbb{1}_{\left\{\omega_{1}, \omega_{2}\right\}}$.

However, if we consider $\mathcal{K}=\left\{f_{1}, f_{2}, f_{3}\right\}$ with the provided corresponding lower bounds, then $\mathcal{P}(\underline{E})=\emptyset$, as illustrated in Figure 4: the intersection of the three regions thus defined is empty. Discounting $f_{3}$ with a factor $\epsilon=0.75$ makes it possible to solve this issue: in this case, the constraint becomes

$$
\underline{E}^{0.75}\left(f_{3}\right)=0.25 \underline{E}\left(f_{3}\right)+0.75 \underline{E}_{v}\left(f_{3}\right)=0.25 \times 0.8+0.75 \times 0=0.2 .
$$

As a result, the discounted constraint is no longer conflicting with the two others, and the credal set is now non-empty.


Figure 4: Initial and discounted constraints of Example 2

### 2.3. Decision rules

When the knowledge of the actual class of an instance is described by a single probability $p$ over $\Omega$, a common decision rule consists in predicting the most probable class :

$$
\begin{equation*}
\hat{y}=\arg \max _{\omega \in \Omega} p(\omega), \tag{10}
\end{equation*}
$$

which corresponds to minimizing the error in a $0 / 1$ cost setting (mistakes cost 1 , correct decisions 0 ). It can also be viewed as choosing the maximal element according to the preference order $\succ$ induced by the probability distribution over $\Omega$, i.e., to state that $\omega_{i}$ is preferred to $\omega_{j}\left(\omega_{i} \succ \omega_{j}\right)$ if

$$
\begin{equation*}
p\left(\omega_{i}\right)>p\left(\omega_{j}\right) \Leftrightarrow p\left(\omega_{i}\right)-p\left(\omega_{j}\right)>0 \tag{11}
\end{equation*}
$$

When the information at hand is described by a set $\mathcal{P}$, imprecise probability theory offers many ways to extend this classical decision rule [33]. In a nutshell, two strategies may be considered: we may either choose a single class, or a set of possible (optimal) classes. We will describe here the maximin rule which is of the former type, and the maximality rule of the latter.

The maximin decision rule amounts to make the decision $\widehat{y}$ such that

$$
\begin{equation*}
\widehat{y} \stackrel{\text { def }}{=} \arg \max _{\omega \in \Omega} \underline{p}(\omega) . \tag{12}
\end{equation*}
$$

Notice the similarity with Equation (10), with $p$ being replaced by its lower bound. Using this rule thus requires to compute $K$ lower probabilities by solving $K$ linear systems. Ties can be broken arbitrarily (typically, by picking a class at random), as in the precise probabilistic case.

The maximality rule follows a pairwise comparison approach: a class is considered as possible if it is not dominated by any other one. Under the maximality rule, a class $\omega_{i}$ is said to dominate $\omega_{j}$, written $\omega_{i} \succ_{M} \omega_{j}$, if $p\left(\omega_{i}\right)>p\left(\omega_{j}\right)$ for all $p \in \mathcal{P}$ : that is, if Equation (11) holds for any distribution $p$. Note that we may have incomparabilities (simultaneously $\omega_{i} \nsucc_{M} \omega_{j}$ and $\omega_{j} \nsucc_{M} \omega_{i}$ ). In practice, whether $\omega_{i} \succ_{M} \omega_{j}$ stands is determined by solving the optimization problem

$$
\inf _{p \in \mathcal{P}} p\left(\omega_{i}\right)-p\left(\omega_{j}\right)
$$

and checking if its solution is strictly positive. The final prediction

$$
\begin{equation*}
\widehat{Y}=\left\{\omega \in \Omega \mid \nexists \omega^{\prime} \text { s.t. } \omega^{\prime} \succ_{M} \omega\right\} \tag{13}
\end{equation*}
$$

comes down to consider all maximal (non-dominated) elements of $\succ_{M}$. Consequently, the set $\widehat{Y}$ can include multiple classes and thus be imprecise. Finding $Y$ requires to solve at most $K^{2}-K$ linear programs (but usually less, as nondominated classes can be discarded from computations as soon as they are identified). Note that the set of solutions $\widehat{Y}$ thus obtained necessarily contains the solution $\widehat{y}$ obtained via maximin [33].
Example 3. In Example 1, we have

$$
\underline{p}\left(\omega_{1}\right)=0, \quad \underline{p}\left(\omega_{2}\right)=0, \quad \underline{p}\left(\omega_{3}\right)=0.4,
$$

hence predicting $\hat{y}=\omega_{3}$ using the maximin strategy. If we use the maximality rule, the only pair $\left(\omega_{i}, \omega_{j}\right)$ for which $p_{i}-p_{j}$ is strictly positive is $\left(\omega_{3}, \omega_{2}\right)$, since we have

$$
\inf _{p \in \mathcal{P}} p\left(\omega_{3}\right)-p\left(\omega_{2}\right)=0.2
$$

reached by the distribution $p=(0.4,0.2,0.4)$. This means that only $\omega_{2}$ is dominated (by $\omega_{3}$ ) according to $\succ_{M}$, hence $\widehat{Y}=\left\{\omega_{1}, \omega_{3}\right\}$.

## 3. Combining binary probability intervals

As mentioned in Section 1, using probabilistic decomposition-combination strategies consists in replacing the direct estimation of the joint posterior probability $p(y \mid x)$ of every class $y$ given an instance $x$ by binary, easier-to-get estimations. The main problem is then to recover or to infer information about the joint probability $p(y \mid x)$, especially when the binary estimates are inconsistent with each other.

In this section, we formalize this issue when probability estimates are intervalvalued, and we propose original correction mechanisms for solving inconsistencies.

### 3.1. Induced joint probability set

Let $A$ (respectively, $B$ ) be the set of positive (resp., negative) classes considered in a binary sub-problem of the decomposition strategy (see Figure 2). Note that these sets depend on the chosen strategy; the main ones will be reviewed in Section 4. When evaluating a test instance $x$, a classical probabilistic classifier then outputs an estimate of the conditional probability $P(A \mid A \cup B, x)$ (with $P(B \mid A \cup B)=1-P(A \mid A \cup B)$ by duality $\left.{ }^{2}\right)$.

The quality of such an estimate highly depends on the training data - in particular their amount and the level of noise. In practice, this point estimate can be replaced by an interval-valued estimate determining a set of possible conditional probabilities, by providing a pair of values bounding $P(A \mid A \cup B)$. This interval can reflect, for instance, the estimation uncertainty resulting from the lack of information, and can be obtained for example via confidence or credibility intervals over the estimated conditional probability. Let us denote by $\alpha_{j}, \beta_{j}$ the bounds provided by the $j$ th classifier $(j=1, \ldots, J)$ :

$$
\begin{equation*}
\alpha_{j} \leq P\left(A_{j} \mid A_{j} \cup B_{j}\right) \leq \beta_{j}, \tag{14}
\end{equation*}
$$

[^1]and by complementation
\[

$$
\begin{equation*}
1-\beta_{j} \leq P\left(B_{j} \mid A_{j} \cup B_{j}\right) \leq 1-\alpha_{j} \tag{15}
\end{equation*}
$$

\]

Our approach consists in combining the classifier outputs by computing the set $\mathcal{P}$ of probability distributions over $\Omega$ which are compatible with the corresponding conditional assessments. For this purpose, we first turn them into linear constraints over the unconditional probabilities to be determined. More precisely, assuming that $P\left(A_{j} \cup B_{j}\right)>0$, we transform Equations (14) and (15) into

$$
\alpha_{j} \leq \frac{P\left(A_{j}\right)}{P\left(A_{j} \cup B_{j}\right)} \leq \beta_{j} \text { and } 1-\beta_{j} \leq \frac{P\left(B_{j}\right)}{P\left(A_{j} \cup B_{j}\right)} \leq 1-\alpha_{j}
$$

These two equations can then be transformed into two linear constraints over the unconditional probabilities:

$$
\frac{\alpha_{j}}{1-\alpha_{j}} P\left(B_{j}\right) \leq P\left(A_{j}\right) \text { and } P\left(A_{i}\right) \leq \frac{\beta_{j}}{1-\beta_{j}} P\left(B_{j}\right)
$$

or equivalently

$$
\begin{align*}
& 0 \leq\left(1-\alpha_{j}\right) \sum_{\omega_{i} \in A_{j}} p_{i}-\alpha_{j} \sum_{\omega_{i} \in B_{j}} p_{i}  \tag{16}\\
& 0 \leq \beta_{j} \sum_{\omega_{i} \in B_{j}} p_{i}-\left(1-\beta_{j}\right) \sum_{\omega_{i} \in A_{j}} p_{i} \tag{17}
\end{align*}
$$

where $p_{i} \stackrel{\text { def }}{=} p\left(\omega_{i}\right)$. Such constraints define the set $\mathcal{P}$ of probability distributions that are compatible with the classifier outputs, as illustrated in Figure 2. Then, the probability bounds on this set may be retrieved by solving a linear optimization problem under Constraints (16) and (17), for $j=1, \ldots, J$.

Note that the number of constraints grows linearly with the number $J$ of classifiers, while the number of variables is equal to the number $K$ of classes. As the amount of classifiers usually remains reasonable, the linear optimization problem can be efficiently solved using modern optimization techniques.

Example 4. Let us assume that $N=3$ classifiers provided the following outputs:

$$
\begin{aligned}
& P\left(\left\{\omega_{1}\right\} \mid\left\{\omega_{1}, \omega_{2}\right\}\right) \in[0.1,0.3], \\
& P\left(\left\{\omega_{1}\right\} \mid\left\{\omega_{1}, \omega_{3}\right\}\right) \in[0.2,0.4] \\
& P\left(\left\{\omega_{2}\right\} \mid\left\{\omega_{2}, \omega_{3}\right\}\right) \in[0.6,0.8] .
\end{aligned}
$$

According to Equations (16)-(17), these constraints on conditional probabilities may be transformed into the following constraints over the unconditional probabilities $p_{1}, p_{2}$, and $p_{3}$ :

$$
1 / 9 p_{2} \leq p_{1} \leq 3 / 7 p_{2}, 1 / 4 p_{3} \leq p_{1} \leq 2 / 3 p_{3}, 3 / 2 p_{3} \leq p_{2} \leq 4 p_{3}
$$

The induced set of probability distributions is not empty, since for instance $p_{1}=0.1, p_{2}=0.6$ and $p_{3}=0.3$ is a feasible solution. Getting the minimal/maximal probabilities for each class then comes down to solve six optimization problems (i.e., minimizing and maximizing each of the unconditional
probabilities $p_{i}$, under the constraints mentioned above), which eventually yields the following intervals:

$$
p_{1} \in[0.071,0.207] \quad p_{2} \in[0.477,0.735] \quad p_{3} \in[0.176,0.364] .
$$

Hence, we can safely classify the instance into $\omega_{2}$, since every selection of $p_{1}, p_{2}, p_{3}$ into these intervals would give a higher value to $p_{2}$ : indeed, $p_{2}-p_{1}$ and $p_{2}-p_{3}$ are always positive, and $\omega_{2} \succ_{M} \omega_{1}, \omega_{2} \succ_{M} \omega_{3}$.

Note, however, that the classifier outputs may not be consistent with each other (see Example 2), for instance when the training sets are disjoint. As mentioned in the Introduction, some classifiers may then provide erroneous probability bounds, in particular when they were not trained to recognize the actual class of the test instance to be classified. It is then necessary to correct their outputs, for instance by relaxing the constraints they induce, in order to restore consistency.

### 3.2. Correcting inconsistent outputs

Since interval-valued classifier outputs are considered, a natural way to turn inconsistent outputs into consistent ones consists in widening these intervals so that their intersection becomes non-empty. In practice, this can be done through the discounting operation described in Section 2.2. Two approaches may be considered:

1. the discounting is applied once the conditional (non-linear) constraints are transformed into (linear) unconditional ones, that is, on Equations (16)(17) (unconditional discounting);
2. the conditional constraints (14) themselves are discounted (conditional discounting).

As will be shown by the following discussion, the first one is preferable from several points of view.

## Unconditional discounting

Consider the unconditional constraints provided by the $j$ th classifier. In practice, Equations (16)-(17) provide lower expectation bounds equal to zero for two different functions: $\underline{E}_{f_{j, 1}}=0$ and $\underline{E}_{f_{j, 2}}=0$, with

$$
f_{j, 1}(x)=\left\{\begin{aligned}
1-\alpha_{j} & \text { if } x \in A_{j}, \\
-\alpha_{j} & \text { if } x \in B_{j}, \\
0 & \text { else } ;
\end{aligned} \quad \text { and } \quad f_{j, 2}(x)=\left\{\begin{aligned}
\beta_{j}-1 & \text { if } x \in A_{j} \\
\beta_{j} & \text { if } x \in B_{j} \\
0 & \text { else }
\end{aligned}\right.\right.
$$

Let us apply the discounting procedure given by Equation (9). If we denote by $\epsilon_{j}$ the discounting factor of the classifier, we obtain the following discounted equations:

$$
\begin{align*}
\epsilon_{j}\left(-\alpha_{j}\right) & \leq\left(1-\alpha_{j}\right) P\left(A_{j}\right)-\alpha_{j} P\left(B_{j}\right)  \tag{18}\\
\epsilon_{j}\left(\beta_{j}-1\right) & \leq\left(\beta_{j}-1\right) P\left(A_{j}\right)+\beta_{j} P\left(B_{j}\right) \tag{19}
\end{align*}
$$

A first remark is that when $\epsilon_{j}=1$, the constraints provided by the $j$ th classifier become trivial, which is equivalent to state that $P\left(A_{j} \mid A_{j} \cup B_{j}\right) \in[0,1]$. This means that there always exists a set of coefficients $\left\{\epsilon_{j}\right\}_{j=1, \ldots, N}$ that makes the
problem feasible. A second remark is that Equations (18)-(19) are linear in variables $p_{i}$ and $\epsilon_{j}$, thus still allowing us to use efficient linear programming techniques.

The issue is to estimate the discounting rates $\epsilon_{j}, j=1, \ldots, J$. We propose to minimally relax the constraints so that the joint probability set $\mathcal{P}$ of Section 3.1 is non-empty: this amounts to make the classifier combination feasible, while preserving the classifier ouputs as much as possible. In practice, we minimize the sum of discounting coefficients:

$$
\begin{equation*}
\min \sum_{j=1}^{J} \epsilon_{j} \tag{20}
\end{equation*}
$$

under the constraints

$$
\begin{equation*}
\sum_{k=1}^{K} p_{k}=1, \quad 0 \leq p_{k} \leq 1 \text { for } k=1, \ldots, K, \quad 0 \leq \epsilon_{j} \leq 1 \text { for } j=1, \ldots, J \tag{21}
\end{equation*}
$$

and Constraints (18)-(19). The objective function is null if and only if initial constraints are consistent. Note that this strategy is similar to the ones proposed to find minimal sets of infeasible constraints in linear programs [34].

## Conditional discounting

The alternative consists in applying the discounting strategy to Equation (14); for the $j$ th classifier, the discounted interval is then

$$
\begin{equation*}
\left(1-\epsilon_{j}\right) \alpha_{j} \leq P\left(A_{j} \mid A_{j} \cup B_{j}\right) \leq \epsilon_{j}+\left(1-\epsilon_{j}\right) \beta_{j}, \quad j=1, \ldots, J \tag{22}
\end{equation*}
$$

This approach, initially proposed in [27], has the advantage of being consistent with some previous proposals made in other frameworks such as the theory of evidence [35]. However, this strategy runs into the following issue: the problem

$$
\min \sum_{j=1}^{J} \epsilon_{j}
$$

under the constraints
$\sum_{k=1}^{K} p_{k}=1, \quad 0 \leq p_{k} \leq 1$ for all $k=1, \ldots, K, \quad 0 \leq \epsilon_{j} \leq 1$ for all $j=1, \ldots, J$,
and constraints (22) instead of (18)-(19), is quadratic with indefinite form, since all the coefficients of the square terms $p_{i}^{2}$ and $\epsilon_{j}^{2}$ are zero. Its resolution is consequently much more computationally expensive. This issue remains even with other functions of the discounting coefficients $\epsilon_{j}$.

To overcome this problem, all discounting factors may be assumed to be equal [27]: $\epsilon_{1}=\cdots=\epsilon_{J}$, in which case the optimal value can be easily determined by using a dichotomic search. As a result, all classifiers are treated or discounted in the same way, ignoring the fact that only a minority may be inconsistent with the others, or that some classifiers are more reliable than others. Therefore, if only one classifier strongly disagrees with all the others (these latter being consistent with each other), all of them will nevertheless be significantly discounted. This is less likely to happen when using a specific discounting rate for each classifier, as Example 5 illustrates.

Example 5. We consider a set of four classes $\Omega=\left\{\omega_{1}, \omega_{2}, \omega_{3}, \omega_{4}\right\}$. Six classifiers are trained to separate each class $\omega_{i}$ from each other $\omega_{j}(j>i)$; they provide the following results:

$$
P\left(\left\{\omega_{i}\right\} \mid\left\{\omega_{i}, \omega_{j}\right\}\right) \in[0.6,1] \text { for all } 1 \leq i<j \leq 4
$$

for all pairs $1 \leq i<j \leq 4$, except for $P\left(\left\{\omega_{1}\right\} \mid\left\{\omega_{1}, \omega_{4}\right\}\right) \in[0,0.4]$. Thus, all classifier outputs are consistent with $p_{1}>p_{2}>p_{3}>p_{4}$, except $P\left(\left\{\omega_{1}\right\} \mid\left\{\omega_{1}, \omega_{4}\right\}\right)$ from which one would conclude $p_{4}>p_{1}$. Now, if we were to discount all of them in the same way, we would obtain as minimal discounting rates $\epsilon_{i j}=1 / 6$ for each classifier, with $p_{1}=p_{2}=p_{3}=p_{4}=1 / 4$ being the only feasible solution. Thus, in this case, all the information provided by the classifiers is lost, and we are unable to choose between one of the four classes.

Now, assume that each classifier is discounted using a specific rate; then, taking $\epsilon_{14}=1 / 3$ restores consistency (e.g., $p_{1}=0.5, p_{2}=0.31, p_{3}=0.2$, $p_{4}=0.09$ is a solution) while still preserving the ordering $p_{1}>p_{2}>p_{3}>p_{4}$, thus still allowing us to choose $\omega_{1}$.

### 3.3. Summary

We summarize here the different steps of our proposed method, and we provide an insight on their computational complexity. Assume that we have trained $J$ binary classifiers, where the $j$ th classifier must predict whether the class of an instance $x$ belongs to subset $A_{j}$ or $B_{j}$; our strategy involves:

1. collecting the outputs of the classifiers, i.e. the $J$ intervals $\left[\alpha_{j}, \beta_{j}\right]=$ $\left[\underline{P}\left(A_{j} \mid A_{j}, B_{j}\right), \bar{P}\left(A_{j} \mid A_{j}, B_{j}\right)\right]$;
2. solving the linear optimisation problem defined by Equation (20) under Constraints (18)-(19) and (21), and storing the discounting factors $\epsilon_{j}$. This linear program, which has a polynomial complexity, has $J$ variables and $2 J+1$ constraints, meaning that its size grows linearly in the number of classifiers.
3. Computing the final credal set $\mathcal{P}$ from which predictions will be made, which is defined by constraints (18)-(19):

- if a precise classification is desired, the maximin rule is used: for each class $(k=1, \ldots, K)$, solve

$$
\min _{p} p_{k}
$$

under Constraints (18)-(19) (using the $\epsilon_{j}$ previously computed) and $\sum_{k=1}^{K} p_{k}=1, p_{k} \in[0,1]$ for all $k=1, \ldots, K$. The predicted class is then the one that obtained the highest value. These linear program have the same constraints, and therefore the same complexity as the previous, and must be solved $K$ times, a linear number of times in the number of classes.

- If an imprecise classification is desired, the maximality rule consists in determining the set of undominated classes: for each pair of classes $(k=1, \ldots, K, \ell=1, \ldots, K$, and $\ell \neq k)$, solve

$$
\min _{p} p_{k}-p_{\ell}
$$

under Constraints (18)-(19) (again, using the coefficients $\epsilon_{j}$ previously computed) and $\sum_{k=1}^{K} p_{k}=1, p_{k} \in[0,1]$ for all $k=1, \ldots, K$.

Class $\omega_{\ell}$ is then discarded iff the solution is strictly positive. Again, the associated linear programs have the same constraints, and must be solved at worst $K(K-1) / 2$ times to get the prediction, thus a quadratic number of times in the number of classes.
Thus, $K(K-1) / 2$ linear programs must at worst be solved, with a number of constraints which is linear in the number of classifiers. Using efficient resolution methods in polynomial complexity, our approach remains tractable as long as the number of classes remains reasonable (say, a few hundreds at most). The exact complexity, as well as the possibility to apply specific techniques, highly depends on the chosen binary decomposition scheme, and given our previous remark is only relevant for large-scale problems. This issue therefore arising only for specific applications, we will not deal further with it.

## 4. Experiments

This section presents experiments showing in which situations our approach is likely to present some advantages. These experiments are performed for four decomposition schemes, and compared to classical probabilistic strategies for combining classifiers. Before giving details about these experiments, we think useful to remind that the primary goal of imprecise probabilistic methods is not to systematically perform better than their precise counterparts, but to provide safeguards against wrong predictions in case of scarce information: thus, we can expect imprecise probabilistic approaches to be beneficial

- either when precise probabilistic estimates are only based on a limited amount of data, for example when classifiers are overfitted,
- or when decomposition schemes include fewer classifiers, leading to potential biases in precise probabilistic methods that may be avoided when considering sets of probabilities.

Although we may also expect imprecise methods to perform well when inconsistencies arise - a case that usually happens when the decomposition scheme involves a high number of classifiers, the fact that we use a minimal correction strategy of the classifier outputs (see Section 3.2) may limit the effects of using imprecise approaches in this case. In Section 5, we mention correction strategies where the resulting imprecision is proportional to the amount of conflict; note that these strategies involve extensive computations, and thus appear to be impractical in a learning setting.

### 4.1. Decomposition and combination strategies

Many decomposition and recombination strategies have been proposed in the literature. We cover four of them in the next sections.

### 4.1.1. One-versus-all

The most natural way to decompose a multi-class problem into binary ones consists in creating $K$ binary subproblems so as to separate each class from all the others. This scheme, known as the one-versus-all (OVA) decomposition, has been explored in a number of articles. When the classifiers output decisions, the combination can be carried out according to majority voting, to the maximal
score [36, 37], or by transforming the outputs into membership functions that are then pooled using the min operator [38]. Probabilistic or credal outputs can be combined for instance by averaging [16].

Since the OVA decomposition scheme involves only $K$ classifiers, we can expect imprecise methods to be particularly beneficial.

### 4.1.2. One-versus-one

Another popular approach consists in decomposing the original problem by opposing each class to each other, thus creating $(K-1) K / 2$ subproblems. This one-versus-one (OVO) decomposition has received much attention in the literature. In the case of crisp outputs, the combination strategies include voting $[14,12,39,15,40]$ and aggregating membership functions derived from the outputs [41].

As explained above, probabilistic outputs are interpreted as estimates of the conditional probabilities $P\left(\left\{\omega_{i}\right\} \mid\left\{\omega_{i}, \omega_{j}\right\}\right)$. Then, a combination strategy consists in selecting some of the constraints derived from the classifier outputs to obtain as many equations as unknowns [42]. In [43], closed forms of the unconditional probability estimates are proposed. However, the most popular approaches $[18,44]$ involve solving an optimization problem to compute these unconditional probabilities from the classifier outputs. The work presented in [17] advocates training additional classifiers so as to estimate the probability $P\left(\left\{\omega_{i}, \omega_{j}\right\}\right)$ for each pair of classes; it turns out that after this additional calibration step, solving the optimisation problem amounts to average the unconditioned pairwise probability estimates.

Since the OVO decomposition involves a large number $(K-1) K / 2$ of classifiers as the number of class $K$ increases, we expect our method to be less interesting in this setting.

### 4.1.3. Error-correcting output coding

Both the OVA and OVO decomposition schemes have been shown to be particular cases of a more general strategy known as error-correcting output codes (ECOC) decomposition [3]. An ECOC decomposition is described by a code matrix, composed of elements $c_{i j} \in\{-1,0,+1\}$, in which each row (by convention) is associated with a class and each column with a classifier. A value $c_{i j}=+1$ (respectively, $c_{i j}=-1$ ) indicates that $\omega_{i}$ appears in the set of positive (resp., negative) classes in the training set of the $j^{\text {th }}$ classifier. A null value indicates that the class does not appear in the training set of the classifier. Code matrices composed exclusively elements $c_{i j} \in\{-1,1\}$ are referred to as dense matrices, in contrast with matrices containing zeros, called sparse.

Some results [3] relate the classification accuracy to the decomposition matrix. Two distant line vectors (according to some dissimilarity measure) mean that the corresponding classes are often separated from each other by the set of classifiers. Similarly, when a column vector (and its complement) is distinct from another one, this means that the two corresponding classifiers have different training sets: they are thus likely to be less correlated, potentially improving the classification accuracy by encouraging diversity and avoiding the redundancy of erroneous estimates. A "good" code matrix should then count enough columns for the classes to be well separated, but not too much (since for a fixed number of classes, adding new columns eventually results in creating identical classifiers).

The OVA scheme is retrieved for a square code matrix where the diagonal elements are +1 and the others -1 ; the OVO decomposition, for a $K \times(K-1) K / 2$ matrix where each column counts two non-zero elements, one being positive and the other one being negative (see Figure 5).

$$
\left(\begin{array}{cccc}
+1 & -1 & -1 & -1 \\
-1 & +1 & -1 & -1 \\
-1 & -1 & +1 & -1 \\
-1 & -1 & -1 & +1
\end{array}\right) \quad\left(\begin{array}{cccccc}
+1 & +1 & +1 & 0 & 0 & 0 \\
-1 & 0 & 0 & +1 & +1 & 0 \\
0 & -1 & 0 & -1 & 0 & +1 \\
0 & 0 & -1 & 0 & -1 & -1
\end{array}\right)
$$

Figure 5: Code matrices for the OVA (left) and OVO (right) decomposition schemes, for a $K=4$ class problem.

Classifiers providing crisp outputs can be combined by classifying instances into the closest class according to the Hamming distance [3]. Various strategies have been proposed to combine probabilistic classifiers: Passerini et al. [45] derived a closed form estimate for the posterior probabilities of the classes under a mild conditional independence assumption. In [46], an iterative algorithm based on the Kullback-Leibler divergence, similar to that proposed in [18], is described. Eventually, [47] formalized the problem and proposed an algorithm based on the same divergence, which was shown to boil down to the algorithm [18] in the OVO case.

### 4.1.4. Directed Acyclic Graphs (DAGs)

A variant of the aforementioned strategies consists in recursively eliminating one class from the set of (remaining) classes [48]: a classifier separates class $\omega_{1}$ from the other ones $\left(\Omega \backslash\left\{\omega_{1}\right\}\right)$, another one separates class $\omega_{2}$ from $\Omega \backslash\left\{\omega_{1}, \omega_{2}\right\}$, etc. Alternatives consider hierarchical sets of classifiers, each of them reducing the set of possible classes $[49,50]$.

The instances are then evaluated in a sequential manner, rather than independently by the various classifiers. The choice of the classes to be separated from the others is known to have a significant influence on the results, and highly depends on the application and on the data considered. For this reason, and since our aim is to demonstrate that our approach is versatile and adapts well to a wide range of situations, such approaches will not be considered here.

### 4.2. Experimental setup

### 4.2.1. Datasets

We compared our approach to the existing strategies on various datasets, briefly described in Table 1. Most of them were obtained from the UCI Machine Learning Repository, except for the faces dataset, which was obtained from the CMU-Pittsburgh image database. It consists in 216 images of size $60 \times 70$, corresponding to six facial expressions (joy, surprise, sadness, disgust, anger, fear). Each was obtained by asking a person to mimic a specified expression (note that according to [51], we used aligned and cropped versions of the images). The images were then presented to five subjects, who assessed their beliefs for each of the six expressions; the label for each image was then obtained by voting.

The data were randomly divided into training and test sets, respectively counting roughly $2 / 3$ and $1 / 3$ of the instances. We retained $2 / 3$ of the whole sample

| dataset <br> name | \#classes <br> K | \#input <br> features | \#samples |
| :---: | :---: | :---: | :---: |
| ecoli | 8 | 7 | 336 |
| faces | 6 | 4200 | 216 |
| glass | 6 | 9 | 214 |
| iris | 3 | 4 | 150 |
| pageblocks | 5 | 10 | 5473 |
| satimage | 6 | 36 | 6435 |
| segment | 7 | 19 | 2310 |
| USPS | 10 | 256 | 9298 |
| vowel | 11 | 10 | 990 |
| waveform | 3 | 21 | 5000 |
| wine | 3 | 13 | 178 |
| yeast | 10 | 8 | 1484 |

Table 1: UCI dataset characteristics
to learn the models, the remaining $1 / 3$ being used for computing error rates. In order to provide confidence intervals over the classification error, 25 datasets were thus randomly generated from the original data. The various combination strategies were evaluated on each of these datasets so as to determine comparable average error rates.

### 4.2.2. Base classification algorithm

CART decision trees [52] were used as a base classification technique to obtain conditional probability estimates $P\left(A_{j} \mid A_{j}, B_{j}\right)$. This algorithm presents the advantage to provide region-dependent class information and probability estimates. In order to distinguish between high and low density regions, the upper and lower probability bounds $\alpha_{j}=\underline{P}\left(A_{j} \mid A_{j}, B_{j}\right)$ and $\left.\beta_{j}=P\left(A_{j} \mid A_{j}, B_{j}\right)\right]$ were defined as the Bayesian credibility interval bounds obtained using a beta prior with parameters $a_{j}=b_{j}=3.5$ (see [53, p. 261]). This essentially means that a given leaf must contain seven instances for the likelihood to have the same weight as the prior. An imprecise classifier output thus takes into account the level of information in the neighborhood of a test instance, since the interval width depends on the amount of training samples in the region of the input space where the test instance is located by the tree.

We remark here that other classifiers such as logistic regression [54] or calibrated SVMs [55] would be less appropriate, since the width of a confidence interval is not region-dependent (it depends on the size of the whole training set). Also for this reason, we expect our strategy to give good results even when unpruned decision trees are used, since leaves associated with very few training instances will be characterized by large credibility intervals and thus cautious classifier outputs. As a consequence, we conducted experiments using both unpruned and pruned trees (then using cross-validation as pruning strategy).

Note that our aim is here to compare different decomposition strategies, not to determine the best base classifier for a given problem. For this latter purpose, recent approaches to decision tree induction $[56,57]$ may be used; alternatively, dimensionality reduction techniques $[58,59]$ can be used so as to improve the set of considered features and increase the classification performances. Similarly,
base classifier selection techniques [60] could be used to improve the quality of the results.

### 4.2.3. Decomposition and combination schemes

We considered four different decomposition strategies: OVA, OVO, and ECOC using dense and sparse code matrices. In the ECOC dense case, all the classes are considered for training each classifier (i.e., the code matrix does not contain zero elements), which is not the case in the sparse case. Since designing the optimal code matrix is NP-hard [61], we used a rule-of-thumb strategy: positive and negative classes were randomly chosen with the same probability - $1 / 2$ in dense matrices, and $1 / 4$ in sparse ones (in which case zero elements have probability $1 / 2$ ). In the dense case, $10 \log _{2}(K)$ classifiers were generated, a number which was raised up to $15 \log _{2}(K)$ in the sparse case.

We compared our approach using maximin to the Bradley-Terry combination scheme [47] (or [18] in the OVO case), the estimation strategy proposed by Passerini et al. [45], and the combination procedure proposed by Zadrozny [46]. The accuracy of the Hamming strategy was also given as a baseline. Furthermore, in the OVO case, we also provided the results obtained via the two combination strategies described by Wu et al. [44], which are specific to this decomposition scheme. Note that as we work in a probabilistic setting, we only compared our approach to other proposals aiming at combining binary conditional probabilities provided by binary classifiers.

### 4.2.4. Accuracy measures for imprecise predictions

When combining imprecise classifiers using our approach, we considered both the maximin rule, resulting in precise predictions, and the maximality rule presented in Section 2 which computes the set of possible classes induced by the classifier outputs. In this latter case, set accuracy and discounted accuracy were computed to evaluate the classification accuracy. We recall here that the former consists in considering the set $\widehat{Y}$ of predicted classes as correct whenever it contains the actual class, and can thus be interpreted as an optimistic indicator of the classification accuracy which clearly favors producing sets of classes as predictions:

$$
\text { set acc. }=\mathbb{1}_{y \in \widehat{Y}} \text {. }
$$

The latter rule, however, rewards decisions with low cardinality:

$$
\text { disc. acc. }=\frac{1}{|\widehat{Y}|} \mathbb{1}_{y \in \widehat{Y}}
$$

it is statistically equivalent to choosing a class at random among the set $\widehat{Y}$ of predicted classes. In fact, it has been shown by Zaffalon et al. [62] to penalize set-valued predictions, as it does not reward caution, as is shown by Example 6. It should be noted that when all predictions are precise, both set and discounted accuracy reduce to usual accuracy.

Example 6. Let us consider three classes $\left\{\omega_{1}, \omega_{2}, \omega_{3}\right\}$, and a test sample with actual class $y=\omega_{2}$. Then, if our prediction is $\widehat{Y}=\left\{\omega_{1}, \omega_{2}\right\}$, we have

$$
\text { set acc. }=1
$$

since $\omega_{2}$ is indeed included in $\widehat{Y}$, and

$$
\text { disc. acc. }=1 / 2
$$

since $|\widehat{Y}|=2$ (two potential classes were predicted).

### 4.3. Results

The results obtained using unpruned decision trees for the OVA, dense ECOC, sparse ECOC and OVO decomposition schemes are given in Tables 2 to 5 ; those obtained with pruned decision trees in the OVA, dense ECOC, sparse ECOC and OVO cases are given in Tables 6 to 9 . In each case, the best result was underlined. Furthermore, the result obtained via maximin was printed in bold if it outperformed the results obtained using any precise probabilistic strategy (and conversely, the result obtained with a precise approach was printed in bold if it outperformed maximin).

Note that the results obtained using set accuracy and discounted accuracy were left out of the comparison, since they do not provide a single decision. They however give an insight into the number and quality of imprecise predictions: a set-accuracy close to the maximin accuracy suggests that there were only a few imprecise predictions; conversely, should it be critically lower, would it reflect an important number of decision indeterminacy. Whether or not these imprecise predictions allowed to correct mistakes (by including the true class) can be evaluated by comparing the discounted and maximin accuracy: a significantly higher value means that imprecision was damaging, while a lower or comparable value indicates that they were meaningful.

Overall, we can bring the following conclusions out of the results obtained:

- our method for combining imprecise probabilistic classifiers performs better than the other approaches in the OVA case, when using unpruned decision trees, and to a lesser extent in the dense ECOC case (still with unpruned decision trees). Since this corresponds to the case where we have the fewer classifiers (which are furthermore likely to be overfitted in the precise case), this corresponds to our earlier expectations.
- When using pruned decision trees, our method compares favourably to the other ones in the OVA case (again, most differences being non significant), but generally performs worse than the best method in the dense, sparse and OVO cases; it is, however, seldom the worst one.
- The low differences between set accuracy and discounted accuracy in the OVO, sparse and dense ECOC case for pruned trees confirm that in these cases, there are very few imprecise predictions, due to the fact that we have a high number of regularized classifiers and a minimal correction strategy.
- Quite remarkably, combining unpruned trees via our method almost always performs better than combining pruned trees (the exceptions being for the Iris dataset, in the ECOC dense and sparse cases, where the results are almost identical). In addition, it almost always outperforms (or at least equals) a precise approach with pruned trees. This can be explained as follows. The overfitting of unpruned trees, which generally
degrades generalization performances, is here counterbalanced by the fact that when a given leaf is associated with very few data, the associated interval will be large. This is clearly an advantage of our technique, since pruning a decision tree may deteriorate the classification accuracy in the case of small datasets (which is exactly the case where our approach is expected to perform especially well).

In general, we can remark that a high level of imprecision (i.e., a significant difference between set accuracy and maximin) generally coincides with a good performance of our strategy. To confirm this insight, Table 10 provides some statistics about the instances for which our method provided imprecise predictions in the OVA case with unpruned trees (Table 2). In addition to the performance measures of the other tables, we also added the average number of imprecise predictions and the corresponding average cardinality of $\mathcal{P}$. A first remark is that if we look at the results of the classical precise methods, the error rates are critically higher than for the whole training set (e.g., for the Pageblocks dataset, it increases from $5 \%$ to $53.5 \%$ for the Bradley-Terry combination strategy, the difference being somehow less critical for the Yeast and Glass datasets). This confirms that those instances for which we produce imprecise predictions are difficult to classify with classical approaches.

We can also see that for these imprecise instances, set accuracy is always remarkably lower than any error rate. Thus, being cautious by making imprecise decisions is worth the effort, since it significantly reduces the risk of making classification errors. Eventually, the results show that the maximin performs generally much worse than (the ideal measure of) set accuracy, although it keeps performing better than classical approaches. This suggests that the classification accuracy obtained via maximin may be further improved, for instance by considering strategies involving human judgement whenever several classes are in competition for a given instance. This seems reasonable since the average number of retained classes is generally low (i.e., between 2 and 3 ).

## 5. Conclusions

In this article, we presented an approach to solve multiclass classification problems by combining imprecise binary classifiers. Each classifier is trained to separate two sets of classes of the original training set. It is assumed to provide bounds on the conditional probabilities that an instance belongs to the sets of considered classes. The classifiers are combined by computing the set of probability distributions which are consistent with their outputs. The bounds are first expressed as constraints on the unconditional probabilities of the classes. Then, the maximality rule can be used to determine the set of plausible (undominated) classes. Alternativey, should a single decision be made, the maximin rule returns the class with highest lower probability. Inconsistencies are resolved by discounting the classifier outputs so as to find at least a probability distribution which is consistent with the classifier outputs.

We conducted experiments for various decomposition strategies: one-versusall, one-versus-one, and error-correcting output codes with dense and sparse code matrices. The results obtained show that our method performs well when using unpruned decision trees, and in particular when few information is available (i.e., few classifiers are combined). This confirms that using an imprecise
approach is indeed beneficial when information is scarce. In this case, lowering the influence of inaccurate assessments according to this lack of information makes it possible to increase robustness. This ability to take into account classifier uncertainty makes our approach well-suited to classification problems when information is scarce.

Future works may either be focused on expanding this first proposal or solving some of its identified issues. For instance, the credal set obtained by our method after a correction step (see Section 3.2) will always be fairly precise. An alternative would be to design methods for which the level of imprecision of a corrected credal set reflects the inconsistency between the constraints. Quaeghebeur [63] proposed an elegant approach for this purpose, which however requires to solve multi-objective optimization problems. This technique would hence only be tractable for datasets with a small number of classes. Approximate solutions would therefore be needed for the case of large datasets. Another issue would be to investigate decision rules other than the maximin (e.g., maximum entropy), since this latter performs sometimes poorly compared to the ideal case of set accuracy. The impact of using other binary classification techniques handling noisy data [64] should also be assessed, since imprecise probabilistic approaches may then be useful.

Finally, we might consider adding human feedback to the system when providing imprecise classification. We may also extend this current work to other settings where pairwise decomposition strategies are common: such as in multilabel classification, preference learning or ranking [65]. From a theoretical perspective, we may investigate related areas involving combining binary information, such as multiple hypothesis testing [66].
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Table 2: Error rates (\%), unpruned decision trees, OVA

| dataset | set <br> accuracy | discounted <br> accuracy | maximin | Bradley-Terry | Hamming | Passerini | Zadrozny |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $8.1 \pm 1.0$ | $17.1 \pm 0.9$ | $\underline{\mathbf{1 2 . 1} \pm \mathbf{1 . 0}}$ |  |  |  | $17.8 \pm 1.5$ |
| Faces | $44.1 \pm 2.5$ | $47.4 \pm 2.3$ | $\underline{\mathbf{4 7 . 0} \pm \mathbf{2 . 4}}$ | $65.6 \pm 2.5$ | $52.3 \pm 2.5$ | $65.6 \pm 2.5$ | $60.0 \pm 2.6$ |
| Glass | $23.3 \pm 2.0$ | $38.1 \pm 2.0$ | $\underline{\mathbf{3 3 . 4} \pm \mathbf{2 . 1}}$ | $49.8 \pm 2.2$ | $40.1 \pm 2.2$ | $49.8 \pm 2.2$ | $48.2 \pm 2.0$ |
| Iris | $3.8 \pm 1.3$ | $6.7 \pm 1.2$ | $\underline{\underline{6.1} \pm 1.3}$ | $7.1 \pm 1.4$ | $6.4 \pm 1.2$ | $7.1 \pm 1.4$ | $6.7 \pm 1.3$ |
| Pageblocks | $2.2 \pm 0.2$ | $3.8 \pm 0.2$ | $\underline{\mathbf{3 . 4} \pm \mathbf{0 . 2}}$ | $5.0 \pm 0.2$ | $4.1 \pm 0.2$ | $5.0 \pm 0.2$ | $4.5 \pm 0.2$ |
| Satimage | $11.6 \pm 0.3$ | $14.6 \pm 0.3$ | $\underline{\mathbf{1 4 . 0} \pm \mathbf{0 . 3}}$ | $23.3 \pm 0.4$ | $17.9 \pm 0.4$ | $23.3 \pm 0.4$ | $20.6 \pm 0.3$ |
| Segment | $4.2 \pm 0.4$ | $5.0 \pm 0.4$ | $\underline{\mathbf{4 . 5} \pm \mathbf{0 . 4}}$ | $7.4 \pm 0.4$ | $5.6 \pm 0.4$ | $7.4 \pm 0.4$ | $6.7 \pm 0.4$ |
| USPS | $28.5 \pm 0.3$ | $30.3 \pm 0.3$ | $\underline{\mathbf{2 9 . 8} \pm \mathbf{0 . 3}}$ | $37.7 \pm 0.3$ | $32.9 \pm 0.3$ | $37.7 \pm 0.3$ | $34.7 \pm 0.3$ |
| Vowel | $22.2 \pm 1.2$ | $31.8 \pm 1.0$ | $\underline{\mathbf{2 6 . 8} \pm \mathbf{1 . 3}}$ | $39.2 \pm 1.5$ | $31.4 \pm 1.4$ | $39.2 \pm 1.5$ | $34.9 \pm 1.4$ |
| Waveform | $21.2 \pm 0.4$ | $24.4 \pm 0.4$ | $\underline{\mathbf{2 4 . 3} \pm \mathbf{0 . 4}}$ | $39.3 \pm 0.4$ | $27.5 \pm 0.4$ | $39.3 \pm 0.4$ | $34.7 \pm 0.4$ |
| Wine | $7.0 \pm 1.3$ | $8.6 \pm 1.3$ | $\underline{\underline{\mathbf{7 . 9} \pm \mathbf{1 . 3}}}$ | $16.6 \pm 1.8$ | $10.0 \pm 1.4$ | $16.6 \pm 1.8$ | $14.0 \pm 2.0$ |
| Yeast | $20.1 \pm 0.6$ | $44.1 \pm 0.8$ | $\underline{\mathbf{3 3 . 1} \pm \mathbf{1 . 0}}$ | $45.7 \pm 1.1$ | $38.8 \pm 1.2$ | $45.7 \pm 1.1$ | $41.2 \pm 1.2$ |

Table 3: Error rates (\%), unpruned decision trees, dense code matrix

| dataset | set accuracy | discounted accuracy | maximin | Bradley-Terry | Hamming | Passerini | Zadrozny |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ecoli | $8.7 \pm 1.2$ | $10.3 \pm 1.1$ | $8.8 \pm 1.1$ | $9.9 \pm 1.3$ | $9.9 \pm 1.2$ | $19.7 \pm 1.6$ | $14.4 \pm 1.4$ |
| Faces | $28.9 \pm 2.3$ | $28.9 \pm 2.3$ | $\underline{28.9 \pm 2.3}$ | $31.3 \pm 2.6$ | $31.4 \pm 3.0$ | $74.7 \pm 1.6$ | $43.6 \pm 2.8$ |
| Glass | $28.2 \pm 2.2$ | $29.7 \pm 2.1$ | $29.1 \pm 2.1$ | $29.0 \pm 2.0$ | $\underline{28.6 \pm 2.3}$ | $46.0 \pm 2.4$ | $39.5 \pm 2.4$ |
| Iris | $3.8 \pm 1.3$ | $6.7 \pm 1.2$ | $6.1 \pm 1.3$ | $6.4 \pm 1.3$ | $6.3 \pm 1.2$ | $7.1 \pm 1.4$ | $6.7 \pm 1.3$ |
| Pageblocks | $2.5 \pm 0.1$ | $3.5 \pm 0.2$ | $3.3 \pm 0.2$ | $3.5 \pm 0.1$ | $3.6 \pm 0.1$ | $4.0 \pm 0.1$ | $4.1 \pm 0.2$ |
| Satimage | $10.0 \pm 0.2$ | $10.0 \pm 0.2$ | $\underline{10.0 \pm 0.2}$ | $10.1 \pm 0.3$ | $10.3 \pm 0.3$ | $19.4 \pm 0.3$ | $15.7 \pm 0.3$ |
| Segment | $2.4 \pm 0.3$ | $2.4 \pm 0.3$ | $2.4 \pm 0.3$ | $2.3 \pm 0.3$ | $2.3 \pm 0.3$ | $6.4 \pm 0.5$ | $4.6 \pm 0.4$ |
| USPS | $21.5 \pm 0.2$ | $\underline{21.5 \pm 0.2}$ | $\underline{21.5 \pm 0.2}$ | $21.5 \pm 0.2$ | $21.6 \pm 0.2$ | $41.2 \pm 0.3$ | $22.8 \pm 0.5$ |
| Vowel | $12.6 \pm 1.0$ | $12.6 \pm 1.0$ | $12.6 \pm 1.0$ | $\underline{9.8 \pm 0.9}$ | $10.2 \pm 0.8$ | $50.6 \pm 1.0$ | $23.6 \pm 1.2$ |
| Waveform | $21.2 \pm 0.4$ | $24.4 \pm 0.4$ | $\underline{\mathbf{2 4 . 3} \text { 土 } 0.4}$ | $27.9 \pm 0.4$ | $27.6 \pm 0.4$ | $33.9 \pm 0.4$ | $33.9 \pm 0.4$ |
| Wine | $7.0 \pm 1.3$ | $8.6 \pm 1.3$ | $7.9 \pm 1.3$ | $10.7 \pm 1.4$ | $10.0 \pm 1.6$ | $12.3 \pm 1.4$ | $14.8 \pm 1.5$ |
| Yeast | $28.9 \pm 0.9$ | $32.0 \pm 0.9$ | $\underline{\mathbf{2 9 . 5} \pm 0.9}$ | $32.5 \pm 0.9$ | $32.4 \pm 0.9$ | $49.8 \pm 1.0$ | $37.9 \pm 0.9$ |

Table 4: Error rates (\%), unpruned decision trees, sparse code matrix

| dataset | set <br> accuracy | discounted <br> accuracy | maximin | Bradley-Terry | Hamming | Passerini | Zadrozny |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $10.3 \pm 1.3$ | $10.3 \pm 1.3$ | $10.3 \pm 1.3$ | $\underline{9.7} \pm 1.0$ | $10.2 \pm 1.1$ | $14.9 \pm 1.5$ | $11.5 \pm 1.5$ |
| Faces | $30.1 \pm 2.7$ | $30.1 \pm 2.7$ | $\underline{30.1 \pm 2.7}$ | $30.7 \pm 2.7$ | $31.6 \pm 2.5$ | $48.9 \pm 2.5$ | $35.4 \pm 3.0$ |
| Glass | $30.5 \pm 2.1$ | $31.6 \pm 2.2$ | $31.3 \pm 2.2$ | $\underline{29.5 \pm 2.3}$ | $30.1 \pm 1.7$ | $35.0 \pm 2.1$ | $31.2 \pm 2.2$ |
| Iris | $3.3 \pm 0.8$ | $6.0 \pm 0.9$ | $\underline{5.6 \pm 1.0}$ | $\underline{6.2 \pm 1.1}$ | $6.2 \pm 1.1$ | $6.2 \pm 1.1$ | $6.6 \pm 1.4$ |
| Pageblocks | $3.6 \pm 0.2$ | $3.6 \pm 0.2$ | $3.6 \pm 0.2$ | $\underline{3.5 \pm 0.1}$ | $3.5 \pm 0.1$ | $3.6 \pm 0.1$ | $3.6 \pm 0.1$ |
| Satimage | $10.6 \pm 0.2$ | $10.6 \pm 0.2$ | $\underline{10.6 \pm 0.2}$ | $\underline{10.8 \pm 0.2}$ | $12.1 \pm 0.3$ | $12.7 \pm 0.2$ | $11.6 \pm 0.2$ |
| Segment | $2.7 \pm 0.3$ | $2.7 \pm 0.3$ | $\underline{2.7 \pm 0.3}$ | $2.8 \pm 0.3$ | $2.8 \pm 0.2$ | $3.4 \pm 0.3$ | $2.8 \pm 0.3$ |
| USPS | $21.7 \pm 0.3$ | $21.7 \pm 0.3$ | $\underline{21.7 \pm 0.3}$ | $\underline{21.7 \pm 0.2}$ | $23.0 \pm 0.4$ | $31.0 \pm 0.3$ | $22.4 \pm 0.3$ |
| Vowel | $15.6 \pm 0.9$ | $15.6 \pm 0.9$ | $\underline{15.6 \pm 0.9}$ | $\underline{\mathbf{1 2 . 3} \pm \mathbf{0 . 7}}$ | $13.2 \pm 0.9$ | $28.9 \pm 1.0$ | $15.2 \pm 1.0$ |
| Waveform | $19.6 \pm 0.4$ | $\underline{20.5 \pm 0.4}$ | $\underline{20.5 \pm 0.4}$ | $\underline{21.0 \pm 0.4}$ | $21.0 \pm 0.4$ | $21.3 \pm 0.4$ | $30.7 \pm 0.4$ |
| Wine | $6.5 \pm 1.2$ | $6.9 \pm 1.3$ | $7.1 \pm 1.4$ | $\underline{6.2 \pm 1.5}$ | $6.4 \pm 1.5$ | $6.4 \pm 1.5$ | $10.3 \pm 1.7$ |
| Yeast | $31.9 \pm 0.8$ | $32.2 \pm 0.8$ | $32.1 \pm 0.8$ | $\underline{31.4 \pm 0.7}$ | $31.9 \pm 0.6$ | $39.1 \pm 0.9$ | $32.4 \pm 0.7$ |

Table 5: Error rates (\%), unpruned decision trees, OVO

| dataset | set accuracy | discounted accuracy | maximin | Bradley-Terry | Wu 1 | Wu 2 | Hamming | Passerini | Zadrozny |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ecoli | $12.1 \pm 1.4$ | $12.2 \pm 1.4$ | $12.2 \pm 1.4$ | $12.3 \pm 1.3$ | $\underline{11.3 \pm 1.4}$ | $12.1 \pm 1.4$ | $11.7 \pm 1.4$ | $11.5 \pm 1.3$ | $12.2 \pm 1.4$ |
| Faces | $33.7 \pm 2.4$ | $33.9 \pm 2.4$ | $33.8 \pm 2.4$ | $38.3 \pm 2.7$ | $\overline{36.5 \pm 2.6}$ | $38.8 \pm 2.4$ | $36.7 \pm 2.2$ | $38.9 \pm 2.4$ | $38.6 \pm 2.8$ |
| Glass | $25.3 \pm 2.0$ | $33.1 \pm 1.5$ | $30.4 \pm 1.8$ | $29.6 \pm 2.0$ | $\underline{28.6 \pm 2.1}$ | $28.1 \pm 1.9$ | $27.7 \pm 1.7$ | $28.3 \pm 2.1$ | $29.4 \pm 2.0$ |
| Iris | $2.8 \pm 0.8$ | $6.3 \pm 0.9$ | $6.0 \pm 1.2$ | $6.2 \pm 1.4$ | $6.2 \pm 1.4$ | $6.0 \pm 1.2$ | $6.2 \pm 1.4$ | $6.0 \pm 1.2$ | $6.2 \pm 1.4$ |
| Pageblocks | $3.8 \pm 0.2$ | $3.9 \pm 0.2$ | $3.9 \pm 0.2$ | $3.7 \pm 0.1$ | $3.7 \pm 0.1$ | $3.8 \pm 0.1$ | $3.7 \pm 0.2$ | $3.7 \pm 0.1$ | $3.7 \pm 0.1$ |
| Satimage | $12.9 \pm 0.2$ | $12.9 \pm 0.2$ | $\underline{12.9 \pm 0.2}$ | $14.6 \pm 0.3$ | $14.1 \pm 0.2$ | $14.5 \pm 0.3$ | $14.0 \pm 0.3$ | $14.7 \pm 0.2$ | $14.6 \pm 0.3$ |
| Segment | $4.5 \pm 0.3$ | $4.5 \pm 0.3$ | $4.5 \pm 0.3$ | $4.3 \pm 0.3$ | $\underline{3.8} \pm \mathbf{0 . 3}$ | $4.1 \pm 0.3$ | $3.9 \pm 0.3$ | $4.3 \pm 0.4$ | $4.3 \pm 0.4$ |
| USPS | $24.4 \pm 0.2$ | $24.4 \pm 0.2$ | $\underline{24.4 \pm 0.2}$ | $26.0 \pm 0.2$ | $24.8 \pm 0.2$ | $25.5 \pm 0.2$ | $24.9 \pm 0.2$ | $25.9 \pm 0.2$ | $25.9 \pm 0.2$ |
| Vowel | $27.6 \pm 1.2$ | $27.8 \pm 1.2$ | $27.8 \pm 1.2$ | $24.6 \pm 1.0$ | $\underline{\mathbf{2 1 . 6}} \pm 1.1$ | $23.8 \pm 1.2$ | $21.9 \pm 1.3$ | $24.5 \pm 1.2$ | $24.8 \pm 1.0$ |
| Waveform | $15.8 \pm 0.4$ | $23.4 \pm 0.3$ | $\underline{\mathbf{2 3 . 3}} \pm \mathbf{0 . 3}$ | $25.0 \pm 0.3$ | $24.5 \pm 0.3$ | $24.5 \pm 0.3$ | $24.5 \pm 0.3$ | $24.5 \pm 0.3$ | $24.4 \pm 0.3$ |
| Wine | $6.2 \pm 1.5$ | $9.6 \pm 1.5$ | $7.7 \pm 1.5$ | $8.3 \pm 1.7$ | $7.6 \pm 1.5$ | $7.9 \pm 1.7$ | $7.9 \pm 1.7$ | $8.1 \pm 1.8$ | $7.5 \pm 1.6$ |
| Yeast | $38.0 \pm 0.9$ | $38.3 \pm 0.9$ | $38.4 \pm 0.9$ | $34.0 \pm 0.8$ | $33.3 \pm 0.8$ | $34.2 \pm 0.8$ | $\underline{33.1 \pm 0.9}$ | $34.0 \pm 0.9$ | $\overline{33.9 \pm 0.7}$ |

Table 6: Error rates (\%), pruned decision trees, OVA

| dataset | set | discounted | maximin | Bradley-Terry | Hamming | Passerini | Zadrozny |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $14.2 \pm 2.1$ | $18.7 \pm 1.9$ | $\underline{16.6 \pm 1.8}$ | $16.8 \pm 1.3$ | $19.5 \pm 2.3$ | $16.8 \pm 1.3$ | $21.3 \pm 2.0$ |
| Faces | $36.0 \pm 7.4$ | $58.7 \pm 2.7$ | $\underline{59.8 \pm 3.1}$ | $61.3 \pm 3.5$ | $61.7 \pm 2.7$ | $60.6 \pm 3.2$ | $63.1 \pm 2.1$ |
| Glass | $28.5 \pm 3.2$ | $40.9 \pm 3.0$ | $\underline{39.4 \pm 3.1}$ | $40.6 \pm 3.0$ | $51.1 \pm 4.8$ | $40.6 \pm 3.0$ | $46.3 \pm 3.4$ |
| Iris | $5.2 \pm 1.4$ | $6.7 \pm 1.3$ | $\underline{6.1 \pm 1.3}$ | $7.0 \pm 1.4$ | $6.8 \pm 1.3$ | $7.0 \pm 1.4$ | $6.7 \pm 1.2$ |
| Pageblocks | $4.8 \pm 0.6$ | $4.9 \pm 0.6$ | $\underline{4.9 \pm 0.6}$ | $\underline{4.9 \pm 0.8}$ | $\underline{4.9 \pm 0.6}$ | $\underline{4.9 \pm 0.8}$ | $5.5 \pm 0.7$ |
| Satimage | $27.2 \pm 2.9$ | $27.2 \pm 2.9$ | $27.2 \pm 2.9$ | $\underline{\mathbf{1 9 . 8} \pm \mathbf{0 . 5}}$ | $25.2 \pm 2.4$ | $\underline{\mathbf{1 9 . 8} \pm \mathbf{0 . 5}}$ | $25.1 \pm 1.7$ |
| Segment | $5.8 \pm 0.5$ | $6.2 \pm 0.5$ | $6.0 \pm 0.5$ | $\underline{5.7 \pm 0.4}$ | $6.2 \pm 0.4$ | $\underline{5.7 \pm 0.4}$ | $7.2 \pm 0.5$ |
| USPS | $39.4 \pm 1.2$ | $39.5 \pm 1.2$ | $39.5 \pm 1.2$ | $\underline{\mathbf{3 4 . 9} \pm \mathbf{0 . 9}}$ | $38.4 \pm 1.0$ | $\underline{\mathbf{3 4 . 9} \pm \mathbf{0 . 9}}$ | $37.8 \pm 0.9$ |
| Vowel | $30.5 \pm 1.9$ | $36.4 \pm 1.6$ | $\underline{33.5 \pm 1.9}$ | $\underline{35.2 \pm 1.3}$ | $37.1 \pm 1.7$ | $35.2 \pm 1.4$ | $38.9 \pm 1.7$ |
| Waveform | $39.8 \pm 2.5$ | $40.6 \pm 2.6$ | $40.7 \pm 2.6$ | $\underline{\mathbf{3 2 . 9} \pm \mathbf{2 . 7}}$ | $39.4 \pm 3.3$ | $\underline{\mathbf{3 2 . 9} \pm \mathbf{2 . 7}}$ | $40.6 \pm 3.3$ |
| Wine | $11.0 \pm 2.1$ | $11.7 \pm 2.0$ | $\underline{11.3 \pm 2.1}$ | $12.7 \pm 2.1$ | $11.7 \pm 1.7$ | $12.7 \pm 2.1$ | $14.8 \pm 2.0$ |
| Yeast | $43.0 \pm 2.5$ | $54.4 \pm 2.9$ | $\underline{53.3 \pm 3.1}$ | $\underline{51.1 \pm 4.0}$ | $62.8 \pm 3.9$ | $\underline{51.1 \pm 4.0}$ | $51.3 \pm 4.0$ |

Table 7: Error rates (\%), pruned decision trees, dense code matrix

| dataset | set | discounted | maximin | Bradley-Terry | Hamming | Passerini | Zadrozny |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $11.6 \pm 0.9$ | $11.6 \pm 0.9$ | $11.6 \pm 0.9$ | $\underline{9.9 \pm 1.2}$ | $10.1 \pm 1.3$ | $17.2 \pm 1.3$ | $13.5 \pm 1.5$ |
| Faces | $42.5 \pm 3.2$ | $42.5 \pm 3.2$ | $42.5 \pm 3.2$ | $\underline{\mathbf{3 7 . 4} \pm \mathbf{2 . 4}}$ | $43.8 \pm 3.7$ | $43.4 \pm 2.3$ | $38.3 \pm 2.6$ |
| Glass | $33.8 \pm 1.8$ | $33.8 \pm 1.8$ | $33.8 \pm 1.8$ | $\underline{31.0 \pm 2.3}$ | $32.1 \pm 2.2$ | $37.0 \pm 2.8$ | $33.0 \pm 2.3$ |
| Iris | $5.4 \pm 1.6$ | $6.7 \pm 1.4$ | $6.4 \pm 1.4$ | $\underline{5.9 \pm 1.2}$ | $6.3 \pm 1.2$ | $6.3 \pm 1.2$ | $6.5 \pm 1.2$ |
| Pageblocks | $4.1 \pm 0.4$ | $4.1 \pm 0.4$ | $4.1 \pm 0.4$ | $4.0 \pm 0.3$ | $4.2 \pm 0.4$ | $\underline{3.9 \pm 0.3}$ | $4.5 \pm 0.3$ |
| Satimage | $15.5 \pm 0.2$ | $15.5 \pm 0.2$ | $15.5 \pm 0.2$ | $15.4 \pm 0.3$ | $15.5 \pm 0.3$ | $\underline{14.9 \pm 0.3}$ | $17.0 \pm 0.3$ |
| Segment | $3.2 \pm 0.2$ | $3.2 \pm 0.2$ | $3.2 \pm 0.2$ | $\underline{2.9 \pm 0.2}$ | $\underline{2.9 \pm 0.3}$ | $5.0 \pm 0.4$ | $5.2 \pm 0.3$ |
| USPS | $24.2 \pm 0.3$ | $24.2 \pm 0.3$ | $24.2 \pm 0.3$ | $24.0 \pm 0.3$ | $24.2 \pm 0.3$ | $24.8 \pm 0.3$ | $\underline{\mathbf{2 2 . 4} \pm \mathbf{0 . 7}}$ |
| Vowel | $14.5 \pm 0.9$ | $14.5 \pm 0.9$ | $14.5 \pm 0.9$ | $\underline{\mathbf{1 0 . 8} \pm \mathbf{0 . 7}}$ | $11.2 \pm 0.7$ | $47.9 \pm 1.5$ | $21.8 \pm 1.0$ |
| Waveform | $41.2 \pm 2.9$ | $41.3 \pm 2.9$ | $41.3 \pm 2.9$ | $\underline{\mathbf{3 2 . 9} \pm \mathbf{3 . 3}}$ | $39.2 \pm 3.4$ | $\underline{\mathbf{3 2 . 9}} \pm \mathbf{3 . 3}$ | $41.7 \pm 4.0$ |
| Wine | $10.4 \pm 1.6$ | $11.3 \pm 1.6$ | $11.1 \pm 1.6$ | $\underline{10.2 \pm 1.8}$ | $10.8 \pm 1.3$ | $11.2 \pm 2.0$ | $15.5 \pm 1.8$ |
| Yeast | $40.3 \pm 1.9$ | $40.3 \pm 1.9$ | $40.3 \pm 1.9$ | $\underline{\mathbf{3 2 . 7} \pm \mathbf{0 . 9}}$ | $35.8 \pm 1.5$ | $47.9 \pm 1.0$ | $36.0 \pm 1.2$ |

Table 8: Error rates (\%), pruned decision trees, sparse code matrix

| dataset | set <br> accuracy | discounted <br> accuracy | maximin | Bradley-Terry | Hamming | Passerini | Zadrozny |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $13.4 \pm 1.9$ | $13.4 \pm 1.9$ | $13.4 \pm 1.9$ | $\underline{10.6 \pm 1.3}$ | $12.9 \pm 1.6$ |  | $10.5 \pm 1.1$ |
| Faces | $31.8 \pm 2.4$ | $31.8 \pm 2.4$ | $31.8 \pm 2.4$ | $\underline{30.2 \pm 2.5}$ | $30.9 \pm 2.3$ | $36.6 \pm 2.4$ | $34.8 \pm 2.4$ |
| Glass | $34.2 \pm 2.3$ | $34.2 \pm 2.3$ | $34.2 \pm 2.3$ | $\underline{\mathbf{2 9 . 7} \pm \mathbf{1 . 9}}$ | $32.6 \pm 3.4$ | $30.9 \pm 1.9$ | $30.1 \pm 1.7$ |
| Iris | $5.0 \pm 1.0$ | $5.7 \pm 1.0$ | $\underline{5.5 \pm 1.0}$ | $5.6 \pm 1.0$ | $5.6 \pm 1.0$ | $5.8 \pm 1.1$ | $6.2 \pm 1.3$ |
| Pageblocks | $3.8 \pm 0.3$ | $3.8 \pm 0.3$ | $\underline{3.8 \pm 0.3}$ | $3.9 \pm 0.3$ | $4.5 \pm 0.7$ | $4.0 \pm 0.6$ | $4.0 \pm 0.3$ |
| Satimage | $15.0 \pm 0.4$ | $15.0 \pm 0.4$ | $15.0 \pm 0.4$ | $14.7 \pm 0.4$ | $15.0 \pm 0.4$ | $\underline{14.3 \pm 0.3}$ | $15.4 \pm 0.4$ |
| Segment | $3.5 \pm 0.3$ | $3.5 \pm 0.3$ | $3.5 \pm 0.3$ | $\underline{\mathbf{2 . 8} \pm \mathbf{0 . 3}}$ | $3.8 \pm 0.4$ | $3.1 \pm 0.3$ | $3.6 \pm 0.4$ |
| USPS | $24.0 \pm 0.3$ | $24.0 \pm 0.3$ | $24.0 \pm 0.3$ | $\underline{23.6 \pm 0.3}$ | $25.4 \pm 0.3$ | $24.6 \pm 0.3$ | $\underline{23.6 \pm 0.3}$ |
| Vowel | $17.5 \pm 1.0$ | $17.5 \pm 1.0$ | $17.5 \pm 1.0$ | $\underline{\mathbf{1 3 . 3} \pm \mathbf{0 . 8}}$ | $14.0 \pm 0.9$ | $24.5 \pm 1.2$ | $15.4 \pm 0.9$ |
| Waveform | $28.6 \pm 1.8$ | $29.0 \pm 1.9$ | $28.9 \pm 1.9$ | $\underline{25.4 \pm 1.2}$ | $29.1 \pm 2.3$ | $\underline{\mathbf{2 5 . 1} \pm \mathbf{1 . 2}}$ | $31.2 \pm 2.8$ |
| Wine | $6.9 \pm 1.4$ | $7.6 \pm 1.5$ | $7.9 \pm 1.9$ | $\underline{6.8 \pm 1.6}$ | $7.1 \pm 1.6$ | $7.1 \pm 1.5$ | $13.2 \pm 3.6$ |
| Yeast | $39.8 \pm 1.7$ | $39.8 \pm 1.7$ | $39.8 \pm 1.7$ | $\underline{\mathbf{3 4 . 1} \pm \mathbf{0 . 8}}$ | $40.4 \pm 1.6$ | $41.7 \pm 1.3$ | $34.3 \pm 0.8$ |

Table 9: Error rates (\%), pruned decision trees, OVO

| dataset | set accuracy | discounted accuracy | maximin | Bradley-Terry | Wu 1 | Wu 2 | Hamming | Passerini | Zadrozny |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ecoli | $13.6 \pm 1.7$ | $13.6 \pm 1.7$ | $13.6 \pm 1.7$ | $\underline{13.2 \pm 1.6}$ | $13.5 \pm 1.6$ | $13.7 \pm 1.6$ | $13.6 \pm 1.5$ | $\underline{13.2 \pm 1.6}$ | $\underline{13.2 \pm 1.6}$ |
| Faces | $33.9 \pm 2.4$ | $34.3 \pm 2.3$ | $34.4 \pm 2.4$ | $36.7 \pm 2.2$ | $36.4 \pm 2.6$ | $38.1 \pm 2.6$ | $37.4 \pm 2.6$ | $38.3 \pm 2.4$ | $36.8 \pm 2.3$ |
| Glass | $29.3 \pm 2.8$ | $37.1 \pm 3.1$ | $\overline{35.7} \pm 3.7$ | $34.5 \pm 3.4$ | $34.9 \pm 3.3$ | $34.2 \pm 3.7$ | $35.5 \pm 3.8$ | $\underline{34.1 \pm 3.5}$ | $34.5 \pm 3.4$ |
| Iris | $3.4 \pm 0.9$ | $6.1 \pm 1.0$ | $5.8 \pm 1.2$ | $6.1 \pm 1.4$ | $6.1 \pm 1.4$ | $5.8 \pm 1.2$ | $6.0 \pm 1.3$ | $5.8 \pm 1.2$ | $6.1 \pm 1.4$ |
| Pageblocks | $4.1 \pm 0.3$ | $4.1 \pm 0.3$ | $4.1 \pm 0.3$ | $3.9 \pm 0.2$ | $3.9 \pm 0.2$ | $3.9 \pm 0.2$ | $4.0 \pm 0.3$ | $3.9 \pm 0.2$ | $3.9 \pm 0.2$ |
| Satimage | $16.3 \pm 0.5$ | $16.3 \pm 0.5$ | $16.3 \pm 0.5$ | $\underline{15.7 \pm 0.4}$ | $\underline{15.7 \pm 0.4}$ | $\underline{15.7 \pm 0.4}$ | $16.1 \pm 0.5$ | $15.8 \pm 0.4$ | $\underline{15.7 \pm 0.4}$ |
| Segment | $4.8 \pm 0.4$ | $4.8 \pm 0.4$ | $4.8 \pm 0.4$ | $\underline{4.4 \pm 0.4}$ | $\underline{4.4 \pm 0.4}$ | $\underline{4.4 \pm 0.4}$ | $4.5 \pm 0.4$ | $\underline{4.4 \pm 0.4}$ | $4.4 \pm 0.4$ |
| USPS | $25.9 \pm 0.3$ | $25.9 \pm 0.3$ | $25.9 \pm 0.3$ | $25.7 \pm 0.3$ | $25.9 \pm 0.3$ | $26.0 \pm 0.3$ | $26.3 \pm 0.3$ | $26.3 \pm 0.3$ | $25.7 \pm 0.3$ |
| Vowel | $29.1 \pm 1.2$ | $29.2 \pm 1.1$ | $29.2 \pm 1.1$ | $23.6 \pm 1.2$ | $\underline{\mathbf{2 3 . 4}} \mathbf{1} \mathbf{1 . 1}$ | $24.1 \pm 1.1$ | $23.8 \pm 1.1$ | $23.7 \pm 1.2$ | $23.7 \pm 1.3$ |
| Waveform | $30.4 \pm 1.2$ | $30.5 \pm 1.2$ | $30.5 \pm 1.2$ | $28.8 \pm 1.3$ | $28.7 \pm 1.3$ | $\underline{28.6 \pm 1.4}$ | $29.5 \pm 1.5$ | $28.7 \pm 1.3$ | $28.8 \pm 1.3$ |
| Wine | $7.0 \pm 1.7$ | $9.7 \pm 1.5$ | $8.0 \pm 1.7$ | $8.1 \pm 1.6$ | $7.7 \pm 1.5$ | $7.9 \pm 1.5$ | $8.1 \pm 1.7$ | $8.0 \pm 1.6$ | $7.7 \pm 1.5$ |
| Yeast | $45.8 \pm 1.9$ | $45.8 \pm 2.0$ | $45.8 \pm 1.9$ | $40.8 \pm 1.8$ | $\overline{40.6 \pm 1.8}$ | $40.8 \pm 2.2$ | $42.7 \pm 2.4$ | $\underline{40.5 \pm 1.8}$ | $\overline{40.8 \pm 1.8}$ |

Table 10: Error rates (\%), imprecisely classified instances, unpruned decision trees, OVA

| dataset | nb. impr. <br> instances | nb. retained <br> classes | set <br> accuracy | discounted <br> accuracy | maximin | Bradley-Terry | Hamming | Passerini | Zadrozny |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |
|  | Ecoli | 18.3 | 2.5 | 6.1 | 60.5 | 30.2 | 45.1 | 37.6 | 45.1 | 42.0 |
| Fin | 6.5 | 2.1 | 29.0 | 66.3 | 61.7 | 85.2 | 64.8 | 85.2 | 75.9 |  |
| Faces | 20.7 | 2.5 | 12.0 | 62.8 | 46.6 | 65.2 | 53.6 | 65.2 | 64.0 |  |
| Glass | 2.8 | 2.0 | 0.0 | 50.0 | 39.4 | 42.3 | 42.3 | 42.3 | 40.8 |  |
| Iris | 57.0 | 2.2 | 3.4 | 54.6 | 40.4 | 53.5 | 44.9 | 53.5 | 50.2 |  |
| Pageblocks | 126.5 | 2.4 | 9.7 | 59.7 | 50.3 | 73.0 | 59.0 | 73.0 | 66.6 |  |
| Satimage | 12.6 | 2.1 | 4.1 | 53.5 | 24.1 | 42.9 | 32.7 | 42.9 | 35.9 |  |
| Segment | 290.7 | 2.8 | 67.3 | 86.6 | 81.9 | 91.2 | 86.7 | 91.2 | 89.3 |  |
| USPS | 62.1 | 2.8 | 14.3 | 65.2 | 38.5 | 56.2 | 47.9 | 56.2 | 52.3 |  |
| Vowel | 107.4 | 2.0 | 0.0 | 50.3 | 48.3 | 74.5 | 54.7 | 74.5 | 67.7 |  |
| Waveform | 1.9 | 2.0 | 0.0 | 50.0 | 29.2 | 45.8 | 25.0 | 45.8 | 39.6 |  |
| Wine | 212.8 | 3.0 | 10.3 | 66.3 | 40.6 | 53.9 | 47.9 | 53.9 | 50.6 |  |


[^0]:    ${ }^{1}$ Corresponding author. E-mail: benjamin.quost@hds.utc.fr. Tel.: +33.3.44.23.49.68. Fax: + 33.3.44.23.44.77

[^1]:    ${ }^{2}$ From now on, we will drop the $x$ in the conditional statements, since the combination always concerns a unique instance which input features remain the same.

